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Abstract

In this thesis we apply a stick-breaking representation of the convex minorant and
concave majorant of a one-dimensional Lévy process to show multiple probabilistic
and geometric properties for the convex hull of a Lévy process. We show a central
limit theorem for the fluctuations of the length of the concave majorant of a Lévy
process when there is a finite second moment and consider the asymptotic depend-
ence with the extrema of the process itself. The limit fluctuations of the length is
also considered in the case where the Lévy process is in the domain of attraction
of an a-stable law. In the rest of the thesis we study smoothness properties of the
convex hull. Indeed, we characterise a class of Lévy processes whose graph has a con-
tinuously differentiable convex hull. Moreover, we also study how smooth the convex
hull can be, by studying the growth rate of the convex minorant whenever the right
derivative of the convex minorant increases continuously. Lastly, we characterise the

Holder continuity of the convex hull of a one-dimensional Lévy process.



Chapter 1

Introduction

Through the past decades, the topic of Lévy processes has constituted an import-
ant field within probability theory. In recent years there has been a surge of new
advances and ideas within the field of Lévy processes, especially within the theory
of convex hulls of Lévy processes, i.e. convex minorants and concave majorants of
Lévy processes. Convex hulls of random walks and stochastic processes, including
Cauchy processes, Brownian motion and Lévy processes, have been of interest for
many decades, see e.g. [1, 4, 21, 30, 38, 40, 44, 49, 54, 56, 64, 66] and references
therein. The topic of this thesis is convex hulls of one-dimensional Lévy processes,
and the thesis will contain many new probabilistic results relating to geometric prop-
erties and smoothness properties for the convex hull. We will explore multiple areas
within the topic of convex hulls, such as a central limit theorem, fluctuation theory,
smoothness and connections to known results from other areas of probability theory.

To control the convex hull, it is enough to study the convex minorant and the
concave majorant, which make up the convex hull. The convex minorant and the
concave majorant are piecewise linear functions, with possibly infinitely many pieces
of linearity, and controlling these functions is delicate and can be quite difficult. The
surge of new results within the theory of convex hulls is, in part, due to the strong
results from (38, 64|, wherein the authors characterise the law of the piecewise linear
faces of the convex minorant (and concave majorant) of a Lévy path. Having such a
characterisation of the law of the faces, makes it possible to prove many probabilistic
results of the convex hull. This characterisation will, throughout this thesis, be a
crucial tool to prove our main results.

In Chapter 2 and Appendix A, we will go through the general notation, the
main definitions and state the most important results used throughout this thesis.

We do this to make the thesis almost surely self-contained.



Within the theory of convex hulls, the area of geometric properties such as
length, diameter and volume are of specific interest, especially studied for random
walks and isotropic stable processes (see references in §3.1.2). In Chapter 3 we
study the asymptotic behaviour of the fluctuations of the length of the concave
majorant of a Lévy process as the time horizon tends to infinity, in terms of a
central limit theorem whenever there exists a finite second moment for the Lévy
process. The scale of the fluctuations of the length and other statistics, as well
as their asymptotic dependence, vary significantly with the tail behaviour of the
Lévy measure. Moreover, in the case of finite second moment and zero mean, we
describe the asymptotic dependence between the fluctuations of the length of the
concave majorant and a triplet of processes that only depend on the Lévy process
itself, i.e. the supremum, final value and time of the supremum of the Lévy process.
Additionally, we study the cases where the Lévy process is in the domain of attraction
of an a-stable law for o € (0,2] \ {1}, which has a different dependence structure
than in the case of finite second moment.

Another important topic, studied in the case of planar Brownian motion and
Cauchy process (see references in §4.1), is the smoothness properties of the bound-
ary of a convex hull of a Lévy process. In Chapter 4 we characterise, in terms of
their transition laws, the class of one-dimensional Lévy processes whose graph has
a continuously differentiable (planar) convex hull. We show that this phenomenon
is exhibited by a broad class of infinite variation Lévy processes and depends subtly
on the behaviour of the Lévy measure at zero. We introduce a class of strongly
eroded Lévy processes, whose Dini derivatives vanish at every local minimum of the
trajectory for all perturbations with a linear drift and prove that these are precisely
the processes with smooth convex hulls. We study how the smoothness of the convex
hull can break and construct examples exhibiting a variety of smooth/non-smooth
behaviours. In the finite variation case, we characterise the points of smoothness of
the convex hull in terms of the Lévy measure. We study these properties of smooth-
ness both for finite and infinite time horizon. Finally, we conjecture that an infinite
variation Lévy process is either strongly eroded or abrupt, a claim implied by Vi-
gon’s point-hitting conjecture. Studying the smoothness of a convex hull has many
connections to many other classical areas of probability. Indeed, through the work of
Vigon, there are strong connections to areas such as hitting points, potential theory,
local time and regularity of 0.

The study of smoothness is continued in Chapter 5, wherein we use the know-
ledge from the previous chapter to study and quantify the smoothness of the bound-

ary of the convex hull in terms of the growth rate of the right derivative of the



convex minorant. Since the convex minorant is piecewise linear, its right derivat-
ive may increase continuously either at a vertex time of finite slope or at time 0
where the slope is —oo. While the convex hull depends on the entire path, we show
that the local fluctuations of the derivative C’ depend only on the fine structure of
the small jumps of the Lévy process and are the same for all time horizons. When
points of smoothness exist, i.e. when the right derivative of the convex minorant
increases continuously, we study the behaviour of the convex hull at these points by
finding upper and lower functions for the right derivative, meaning that we study
the modulus of continuity. The main process of interest, turns out to be the vertex
time process which is the right inverse of the right derivative of the convex minorant.
This process has independent increments but not necessarily stationary increments.
Therefore, it is crucial to extend multiple known fluctuation results for subordin-
ators to the time-inhomogeneous case, which is not easily done since the Laplace
exponent is bivariate. Moreover, we also study what implications these properties
of the convex hull have for the path of the Lévy process. We find that under certain
conditions, we can use the fluctuation of the right derivative of the convex hull to
describe the fluctuations of the Lévy process, and especially we find novel results
in terms of the local growth of the post-minimum process and corresponding Lévy
meander.

In Chapter 6, our study of convex hulls is finalised, by characterising the Holder
continuity of the convex minorant of most Lévy processes. Indeed, Hélder continuity
of random functions is a classical area, well studied for Brownian motion and frac-
tional Brownian motion. The methods in the chapter are based on a novel connection
between the path properties of the Lévy process at zero and the boundedness of the

set of r-slopes of the convex minorant.



Chapter 2

Notation & important results

§2.1 Notation

In this section we introduce important notation that is used uniformly throughout
the thesis. We start by introducing some limit behaviour notation, and to do so
we let a € [0,00]. Given two positive functions f and g, we say f(xz) = O(g(z)) as
x — a if limsup,_,, f(x)/g(x) < oco. Similarly, we write f(z) ~ g(z) as * — a if
f(z) = O(g(z)) and g2(x) = O(g1(x)) as x — a. For the two functions f and g, we
write f(x) = o(g(x)) as * — a if limy_,, f(2)/g(x) = 0. The notation f(z) ~ g(x)
as x — a is used if f(x)/g(xz) — 1 as © — a. Note, in the case where a = 0, that we
take x | 0 and that a is most often taken to be 0 or co.

Denote the positive (resp. negative) part of by z© := max{z,0} (resp. z~ =
max{—z,0}). Denote Ry := [0,00) and R_ := (—o00,0]. Throughout the thesis,
. will denote the Dirac delta measure of the point z, i.e. 0,(A) = 14(z) for a
measurable A. For any stochastic process (X;)¢>0, we denote by X;_ is the left limit

of the trajectory at time ¢, i.e. Xy = limgy X, with Xo_ == Xp.

§2.2 Lévy processes

A one-dimensional Lévy process X = (X¢)i>0 is a stochastic process with Xo = 0
a.s., it has stationary and independent increments and its paths are cadlag! (see
[70, Def. 1.6, Ch. 1]). Most one-dimensional Lévy processes applied in the literature
includes Brownian motion, Cauchy process, Poisson process and compound Poisson
process. This thesis will assume basic knowledge of one-dimensional Lévy processes,

and for a thorough background on Lévy processes, we refer to the monograph [70].

LA function f : [0,00) — R is cadlag if it is right-continuous and has left limits.



In this section and Appendix A, we introduce the most important results on Lévy
processes, that are used the most throughout the thesis.

The characteristic function of X, given by ¢x,(6) :== E[e?®%¢] for § € R, is often
used to characterise the Lévy process. Let 1 be the Lévy—Khintchine exponent [70,
Thm 8.1 & Def. 8.2] of the Lévy process X, defined, for § € R and ¢ > 0, as

() =t log(px,(9)) = —%(7202 +i07+/R (ewm -1 —Z'Hx]l(_u)(x))l/(dx), (2.1)

where 02 > 0 is called the Gaussian coefficient, ¥ € R and v is a measure on R called
the Lévy measure which satisfies [ (2% A 1)v(dz) < oo. The triplet (62,7, ), which
characterises the Lévy process X, is called the generating triplet, and is given w.r.t.

the cut-off function z +— 1(_y 1y().

Remark 2.1 (|70, p. 39]). Let X be a one-dimensional Lévy process with generating
triplet (02,7, v).
(a) If f(—l 1 |z|v(dz) < oo, we can re-write the Lévy-Khintchine exponent 1 as
1 .
P(0) = —50202 +i0v0 + / (e’ex —1)v(dz), ford€eR,
R

where v = v — f(_l 1 zv(dz) € R, and 7 is called the drift of X.
(b) If fR\(*l 1 |z|v(dz) < oo, then the Lévy-Khintchine exponent can be expressed

as

1 A
P(0) = —50202 + iy + / (e”% —1- iQx)y(dx), for 0 € R,
R

where v1 = v + f]R\(fl,l) zv(de) = E[X;] is the center of X (see also Ex-
ample A.1).

O

The class of diffuse Lévy processes will be important throughout the thesis. We

therefore state Doeblin’s diffuseness lemma, which characterise when a Lévy process

is diffuse in terms of the generating triplet.

Lemma 2.2 ([43, Lem. 15.22]). A Lévy process with generating triplet (o2,7,v) is
a diffuse Lévy process if and only if 0% # 0 or v(R) = co.

For all ¢ > 0, we define the following functions of the generating triplet (o2, ~, )
of X, used throughout the thesis:

o= [ ulda), 306 = | w(ds), 7(e) = (R (=¢,2),
(_575) (_1’1)\(_575)
(2.2)
with 71 (e) == v([e,00)) and 7™ (&) == v((—o0, —€]).
In the following example, we will consider the Laplace exponent of the specific

class of Lévy processes where the paths are increasing.



Ezample 2.1 (Subordination of a Lévy process). We say that a process Y = (Y;)t>0
is a subordinator if it is a Lévy process with increasing paths. Let Y be a driftless
subordinator, then from [20, Sec. 1.2, p. 7] and |70, Thm 30.1], we know that the
Fourier-Laplace exponent ¢(u) = log E[e"¥1] for u € C where Ru < 0, of Y, has the
form u=lé(u) = d + f(o,oo) e V"3 (y)dy, where d is the drift coefficient and vy is
the Lévy measure of the subordinator Y.

Let X be a Lévy process on R. The process Z = (Z;)t>0 = (Xy;)t>0 is then
called the subordination of X by the subordinator Y, and by [70, Thm 30.1|, the
Lévy measure vy of (Z;)i>0 is given by vz(dz) = fol P(X; € dx)vy (dt). A

Knowing the activity of the Lévy measure v of a Lévy process X is very import-
ant when working with the fine structures of Lévy processes. The following indices
will therefore be used frequently throughout the thesis. The Blumenthal-Getoor
index of X (see [26]), denoted Sy € [0,2], is defined by

B+ =1inf{q € [0,2] : I, < o0}, where I, = / |z|%v(dz), ¢ >0. (2.3)
(7171)

The lower-activity indez, denoted B_ € [0,2] (inspired by Pruitt [65]), is given by
B_ = inf {p >0: limiionf P25 (u) = 0}. (2.4)

It is easy to see that the inequalities 0 < f_ < 84 < 2 hold. We note that S_ (resp.
B+) presents a lower (resp. upper) bound on the activity of the Lévy measure v at
zero. Thus, in general, we may have f_ < 5.

We will throughout this thesis often split the class of all Lévy processes in three
classes; processes of (I) finite activity, (II) infinite activity and finite variation and
(ITI) infinite variation. To be of type (I) means that the process X is a compound
Poisson process with drift, i.e. 02 = 0 and ¥(R) < oo in terms of the character-
istic triplet. Type (II) consists of the Lévy processes where the paths are of finite
variation? but is not compound Poisson, i.e. o2 = 0 and f(71,1) lzjv(dz) < oo.
Lastly, type (III) then consists of the Lévy processes, where the paths are not of
finite variation, i.e. o2 > 0 or f(*Ll) |z|v(dz) = co. Often we will exclude the case
of compound Poisson processes, since some results are trivial in this case, and thus
only work with processes of type (II) or (III).

In the following theorem, we state the Lévy—It6 decomposition, which states
that a Lévy process X can be decomposed into a pure-jump process called the jump
part and an independent continuous process called the continuous part. The theorem

is stated in higher generality for additive processes. An additive process is a Lévy

2A function f : [0,00) — R is said to be of finite variation if, for any interval [a,b] where
0 < a < b < oo, it holds that sup, ey SUP,—py<...<a, =b 2orey |f (@) = f(2i—1)| < 00, where the inner
supremum is taken over all partitions a = xg < -+ < &, = b of [a, b}.



processes where we drop the requirement of stationary increments.

Theorem 2.3 (|70, Thm 19.2]). Let (X;)i>0 be an additive process on R defined on
the probability space (2, F,P) with system of generating triplets (A, v(t),v4), and
define the measure v on H = (0,00) x R by v((0,t] x B) = v(B) for B € B(R). Let
Qo € F with P(Qy) = 1 such that, for all w € Qp, X(w) is cadlag. We define, for
all B € B(H),

J(B,w) =
0, for w € Q.

Then the following statements hold.
(i) {J(B): B € B(H)} is a Poisson random measure on H with intensity v.
(ii) There is a Q1 € F with P(Q1) = 1, such that, for any w € Q,

{#{s € (0,00) : (8, Xs(w) — Xs—(w)) € B},  forw €y,

th(w) = lim x(J(d(s, JZ‘),W) - D(d(sa {IZ)))
40 J(0,t]x ((~1,—€)U(e,1))

+/ 2 J(d(s,2),w),
(0,¢] x (R\(—1,1))

is defined for all t € [0,00) and the convergence is uniform in t on any bounded
interval. The process (X})i>o is then an additive process on R with system of
generating triplets (0,0, ).

(iii) Define X?(w) = Xi(w) — X} (w), for w € Q. There exist a Qy € F with
P(Q2) = 1, such that, for all w € Qq, Xa(t) is continuous in t. The process
(X?)i>0 is an additive process on R, and has system of generating triplet given
by (As,7(t),0).

(iv) The processes (X})i>0 and (X?)i>o are independent.

§2.2.1 Technical results

Throughout this subsection we will state some of the most important technical results
on Lévy processes used throughout the thesis. Some of the more classical results are
stated in Appendix §1.3.

We start with the following technical lemma, extended in [33, Thm 1.1], which
shows a small-time ergodic property for the Lévy process X and unbounded moment

functions = — |z|P for p > 2.

Lemma 2.4 (|6, Lem. 3.1]). Let X be a one-dimensional Lévy process with Lévy
measure v. Suppose for some p > 2, that E[|X1|P] < co and E[X1] =0, then

Jim nB(1X,, ] = [ JaPu(da).



We continue stating results related to moments, by introducing some bounds
in the ensuing lemma, that depends on the Blumenthal-Getoor index ;. Recall
from (2.3), that I, < oo for all p > B, and if Ig, = oo then S, < 2, implying that
we can find some ¢ € (0,2 — 34) such that 81 + 6 < 1 when 84 < 1, and we define
in §+ =Py + (511{15+:Oo} € [B+,2], and note that Ig+ < 00.

Lemma 2.5 ([39, Lem. 1]). Let X be a one-dimensional Lévy process with Lévy
measure v. The measure v then satisfies, for all k € (0,1], that U(k) < n_B+IE+ +
— — "y —(B.—p)t
v(1) and 7%(k) < K2 5+IE+. Morfover, f(—l,—n]g[n,l) |z[Pr(dz) < k= B+—P) Iz for
p €R and f(_H o |2lPr(de) < KP_B+IB+ forp > B4.

For a Lévy process X on [0,T], we denote by X; := supg<,<; X, for t € 0,77,

the running supremum of X.

Lemma 2.6 (|39, Lem. 2|). Consider the Lévy process X on a fized time horizon
[0,T], for some T > 0. Then, for allt € [0,T] and p > 0, the assumption I, =
f[l,oo) zPr(dz) < oo implies that
E[X7] < Cp71tp/5+ 4 Cpot?/2 4 Cst? + Cp74tmin{1,p/5+}7 (2.5)
for positive finite constants {C ,i}?:l' Moreover, if I < oo, then
Cot + C3V/t, By =2,
E [Yt] < O\Wt+ CaVt + C~'5t1/5+, E+ €(1,2),
Cet, By <1,
for positive finite constants {C;}5_,.
Note that the constants {C,;}+ ; and {5i}?:1 are given in full explicit form
in [39, Lem. 2| and that they might depend on 7. However, since the explicit form

is not necessary for the applications within this thesis, and the explicit forms are

rather lengthy, this has been omitted.

§2.2.2 Fluctuation theory

Let A = A\p ~ Exp(60), i.e. X is an exponentially distributed random variable with
parameter § > 0. We define the time on the time-horizon [0, A\] at which the su-
premum of X; is attained by 7, = sup{t < A : X; = X;}. Define the hitting time
T, = inf{t > 0: X; = z} for any x € R. We say that 0 is regular (resp. irregular)
for X, if P(Top =0) =1 (resp. P(Tp =0) = 0).

Lemma 2.7 ([18, Lem. 6, Sec. VI.2|). Let § > 0 and X be a Lévy process. Then the

following statements hold.



(i) If 0 is irregular for the process (X — Xt)i>0, then the processes (Xi)o<t<r, and
(Xt — X7y Jo<t<r—r, are independent.
(ii) If O is regular for the process (X — Xt)i>0, then the processes (Xt)o<t<r, and

(X4t — X = )o<t<r—r, are independent.

One can take 6 | 0 (in which case A\ — c0) in Lemma 2.7, and thus, if 7o < 00
a.s., we see that the post-supremum process and the pre-supremum processes on
[0,00) are also independent, i.e. if 7o < 0o a.s. and 0 is regular for (X; — X;)¢>o0,
then (X¢)o<t<r., and (X, 4+ — Xr_—)e>0 are independent. Note that 7, < 0o a.s.
is equivalent to the “all-time” supremum being finite a.s., i.e. X = sup;>o Xt < 00
a.s. This can be done by checking if the Laplace transform of X . is not identically
0 for some u > 0, and hence all u > 0. The Laplace exponent of X, is given by
(see [38, Thm 2.7]):

e u Xl —oxp [ — - —e W p x% .
Bfe~ =] p< L/ >1P<Xed>t)

Similarly to the paragraph above, we say that 0 is regular for the half-line (0, co)
(resp. (—00,0)) for X if X visits (0,00) (resp. (—00,0)) a.s. immediately after time
0, ie. P((MysoUsc{Xs > 0}) =1 (resp. P((NyngUsi {Xs < 0}) = 1). We can
now state the useful Rogozin’s criterion, which gives integral criteria in terms of the
transition probabilities of X for when 0 is regular for the halfline (0, c0) (see also 18,
Prop. 11, Sec. VL.3]).

Theorem 2.8 (|38, Thm 2.6]). Let X be a Lévy process. Then, the starting point 0
of X is regular for (0,00) if and only if fol P(X; > 0)t~'dt < co.

This result is extremely important, however, it is often not tractable to have
an integral criterion in terms of the transition probabilities. Thus, we state the
following theorem, which holds for finite variation Lévy processes, where the integral
criteria is stated in terms of the characteristics of the Lévy process. Define I~ (x) :=
fgc v~ (y)dy for any x > 0, and note that I~ is well defined by the definition of v.

Theorem 2.9 ([19, Thm 1]). Let X be a Lévy process of finite variation and zero-
drift. Then, 0 is reqular for (0,00) if and only if [, 7" (x)d(z/I~(z)) < oo.

Let (Ry)z>0 be the first passage time process of the Lévy process X, defined as
R, =inf{t > 0: X; >z} for all z > 0. In the following theorem, we give conditions
in terms of the generating triplet for whether Ry = 0 a.s. or Ry > 0 a.s.

Theorem 2.10 (|70, Thm 47.5]). Let X be a Lévy process with generating triplet
(02,7,v), and let vy given as in Remark 2.1.



(a) Assume that 0% =0 and v(R) < oo, then: (a-i) if vo > 0 then Ry = 0 a.s.; (a-ii)
if vo <0 then Ry > 0 a.s.
(b) Assume that 0? =0, v(R) = oo and f(—Ll) |z|v(dz) < oo, then:
(b-1) If vo > 0 then Ry =0 a.s.
If v9 < 0 then Ry > 0 a.s.
If v =0 and v((—0,0)) < 0o, then Ry =0 a.s.
If v = 0 and v((0,00)) < oo, then Ry > 0 a.s.
If v0 = 0, v((—00,0)) = o0 and v((0,00)) = oo, then both Ry > 0 a.s. and
Ry =0 a.s. are possible.
(c) Assume that 0> # 0 or f(—l,l) |z|v(dz) = oo, then Ry =0 a.s.

Consider a Lévy process X on [0,7]. We define the post-minimum process
X7 = (X )tefo,r—r) given by X;7 = Xy 15 — info<i< Xy, where 79 is the time
that X attains its minimum on [0,7]. As in the paragraph preceding [76, Thm 2|,
we define a Lévy meander of length T" as the weak limit, as ¢ | 0, of the Lévy process

X conditioned to stay above —e on [0,77] under P (the law of the Lévy process).

Theorem 2.11 (|76, Thm 2|). Assume that 0 is regular for both half-lines (—o0,0)
and (0,00) and, for any t > 0, [p [E[e™Xt]|du < co. Then, the law of X is the
same as the law of the Lévy meander of length T — 19 of the Lévy process X.

§2.3 «a-stable processes & stable domain of attraction

Throughout the thesis we will often work with «-stable processes, since they have
many important applications, explicit characteristics and nice scaling properties. We
say that a process Z = (Z;)¢>0 is an a-stable process, if it is a one-dimensional Lévy
process such that Z, < ¢1/9Z, for all ¢ > 0 (see also §1.3.4 or |70, Ch. 3|). Examples of
a-stabel processes include Brownian motion (o = 2) and Cauchy processes (o = 1).

If Z is an a-stable process with « € (0, 2), then Z has generating triplet (0, -, v),
where v(dz) = |z|~17%(
¢++c_ > 0by |70, Thm 14.3(ii)|]. Note, when v < 2, that an a-stable process has no

1 (0,00)(T) +c-T(_o 0y (w))dz for some ci,c > 0 such that

Gaussian component. By studying the function z + |z|~!'=% from the closed form
of v, we can see that an a-stable processes mainly has big jumps if « is close to 0,
whereas if « is close to 2, then Z mainly has small jumps. In the case where Z is
a-stable the activity indices f_ and §4 will agree, and be equal to «, see also §1.3.4.

Another important class of processes closely related to a-stable processes, used
frequently throughout this thesis, are the processes X that are in the domain of

attraction of an a-stable law, see [42, §4| for a full characterisation of this class. We
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say that a Lévy process X is in the domain of attraction of an a-stable law for some
a € (0,2], if

Xi/g(t) 4 Zy, ast— oo, for a positive function g(t) = t*/?(¢), (2.6)
)

where [ is a slowly varying function at infinity (i.e. I(cz)/l(x) — 1 as © — oo for all
¢ > 0) and (Z;)i>0 is an a-stable process (see also [42, Eq. (8)]). The function g is

in this context called the scaling function. We note that (2.6) is equivalent to

(Xot/9(1)scon] % (Ze)scop a5 t — 00, (2.7)

in the Skorokhod space D|0, 1] equipped with the Ji-topology [23, Ch. 3|, with g as
in (2.6). Note that D[0, 1] is the space of functions on [0, 1] that are right-continuous
with left-limits. If the slowly varying function [ converges to a positive finite constant,
and (2.6) holds, then we say that X is in the domain of normal attraction of an a-
stable law. When [ does not converge to a finite positive constant but (2.6) still
holds (e.g. [ converges to 0, co or fluctuates), then we say that X is in the domain
of non-normal attraction of an a-stable law.

Similarly to the setting above, we say that X is in the small-time domain of
attraction of an a-stable law, if X;/g(t) L 7y ast 4 0, for some positive function
g(t) = t'/?1(t), where [ is slowly varying at 0. This can also be characterised through

the characteristics of the process, as explained by the succeeding theorem.

Theorem 2.12 (|42, Thm 2|). Consider the Lévy process X on R with generating
tripet (02,v,v) and the a-stable process Z with parameters cy,c_ > 0 and 7 (see
definition of Z above).

(i) X is attracted to the non-zero linear drift (t7)t>0 if and only if o = 0, (y —
¥(x))/7 is eventually positive, xv(x)/(y—7(x)) = 0 as x | 0 and g(t) is chosen
such that g()/(1 —7(g(t))) ~ /7 as t 10,

(i1) X is in the small-time domain of attraction of an «-stable process Z if and only
if the following hold:

(a) when X is of finite variation, then o> =0 and vy = 0,
(b) the functions e — TF (&) are regularly varying at 0 with index —av if cx > 0,
and vt (e) /v (€) = ¢4 /c— ase | 0.
(c) when o =1 it is also required that (vt ()~ (v —7(e)) — F/cy ase |0,
and g(t) is chosen to satisfy 7= (g(t)) ~ t tex/a if cx > 0.
(iii) X is attracted to a Brownian motion with variance 52 if and only if 2*v(z) /(o +
7%(z)) — 0 as x L 0 and g(t) is chosen to satisfy t/5> ~ g(t)/(c? +T%(g(t)))
ast ] 0.

In the following example, we consider a non-strictly 1-stable process that is
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attracted to a linear drift.

Example 2.2 (|42, Ex. 4.2.2]). Assume that X is a 1-stable process with Lévy measure
where ¢y # c_. Directly from the definition of the Lévy measure v of X, we see
that 7(z) = (¢4 + c—)/x and that v — F(z) = v + (c+ — c_)log(z). Hence, we see
that the conditions of Theorem 2.12(i) are fulfilled for any 74 having the same sign as
(¢c— —c4). Thus, a non-strictly 1-stable process is attracted to a non-zero linear drift
process, and the scaling function g(¢) must satisfy —g(t)/log(g(t)) ~ t(c— —c4+)/7
ast ] 0. A

In the following two lemmas, we assume that X is in the small-time domain of
attraction of an a-stable process Z with Lévy measure vz, i.e. assume that (2.6)
holds, and let Xt(n) = by Xy, where b, = 1/g(1/n), with corresponding generating
triplet (O'(Qn) s Y(n)s Yn))-

Lemma 2.13 (|25, Lem. 4.8]). Assume that X is in the small time domain of
attraction of an a-stable law. Then (), 0(2n) and f(_l’l) x2y(n)(dx) have finite limits
as n — oo. Moreover, for any p < « such that f[LOO) 2Py, (dx) < 0o, we have that
f[lm) TPy (da) — f[l,oo) 2Pry(dz) < 0o as n — oo.

Lemma 2.14 (|25, Lem. 4.9]). Assume that max{fy(n),o}, U(Zn); f(_l ) $2V(n)(d$)
and f[Loo) 2Py, (dr) are bounded. Then E[(supte[()’l} Xt("))p] is bounded.

We will, in the ensuing lemma, consider the discrete time version of domain
of attraction of an a-stable law. We consider a sequence (X,,)nen of iid random
variables with the same distribution function F'. If we can find normalising constants
A, and By, such that the distribution F,, of (X1 + --- 4+ X,, — A4,,)/B,, converges
weakly to a distribution function G of an a-stable random variable, then we say that

F' is in the domain of attraction of G with exponent a.

Lemma 2.15 ([41, Lem. 5.2.2]). If F' is in the domain of attraction of an a-stable

law G, then for all § < o, the moments [g |x|°F,(dz) are uniformly bounded in n.

§2.4 Convex hull & the stick-breaking process

In this section we introduce the main objects of this entire thesis, the convex hull,
concave majorant and the conver minorant of a one-dimensional Lévy process X.
We also define the closely related stick-breaking process, and how this can be used

to describe the law of the faces of the convex minorant and concave majorant.

Definition 2.16. Let X be a one-dimensional Lévy process, and fix a time interval

[0,T] for some positive time horizon T" > 0. The convex minorant Cy (t) (resp.
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concave majorant C7 (t)) of a path of X is the largest (resp. smallest) function that
is point-wise smaller (resp. larger) than the path of X, i.e. Cy(t) < X; (resp.
Cr (t) > Xy) for all t € [0,T7].

The boundary of the convex hull of the graph of a Lévy process X over [0, 7]
is a union of the graphs of the convex minorant and the concave majorant.

In chapters 4, 5 & 6, when considering only the convex minorant for a fixed
time horizon T > 0, we will, for convenience, drop the superscript and subscript,
and denote by C = (C(t));cjo,r) the convex minorant on the fixed time interval
[0,T]. In the case where we are considering the convex minorant of X on [0, 00), we
use the notation Coe = (Coo(t))te[0,00)- Note that the convex minorant and concave
majorant are piecewise linear functions for any Lévy process X, with countably, but
possibly infinitely, many pieces of linearity, as seen in Theorem 2.18. To describe the
law of these pieces of linearity, we need the process (¢, )nen, called a uniform stick

breaking process.

Definition 2.17. For any T > 0, a uniform stick-breaking process ({n)nen on [0, T
is defined recursively by an #d-U(0, 1) sequence (Up)nen as follows: Lo =T, £, =
UnLn—1 and Ly, = Ly_1 — £y, for n € N. The process (Ly)nenuqoy will be referred to

as the stick-remainders.

Note that if (¢,,)nen is a uniform stick-breaking process on [0, T, then (afy,)nen
is a stick-breaking process on [0,aT"] for any a > 0. There is a very close relation-
ship between the convex minorant (or the concave majorant) and the stick-breaking

process, as seen in the following theorem.

Theorem 2.18 (|38, Thm 3.1]|). Let X be a one-dimensional Lévy process and
(bn)nen be a uniform stick-breaking process on [0,T) independent of X for a fixed
T > 0. Then, the conver minorant C(t) of X on [0,T] has the same law (in the
space of continuous functions on [0,T]) as the piecewise linear convex function on

[0,T], given by the formula

n

oo
t— Z & min{max{t — a,,0}/4y, 1}, where &, =X, , —Xr, and

n=1

. . (2.8)
an =3 U L ptctnstn) T 2 O Lgist=eustnys Jorn €N.
k=1 k=1

In particular, the face of the piecewise linear function with length £, has vertical

height &,.

Note that a similar result exists in the case where we consider the concave

majorant. In that case, the indicator function in the first part of a,, from (2.8) would
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have the opposite inequality, since we would sort by decreasing slope instead (in the
case of the convex minorant the faces are in order of increasing slope). Moreover,
note that Theorem 2.18, generalises to all Lévy processes the characterisation of the
law of the convex minorant (and the concave majorant) established in [64] for diffuse
Lévy processes. This extension is very important for the results in this thesis, since
it allows us to study the convex minorant (and the concave majorant) of all Lévy

processes, including Poisson processes with drift.

Corollary 2.19 ([38, Cor. 3.2]). Let 0 € [0,00) and \g ~ Exp(0) (with N\g =
o0) be independent of the Lévy process X. When 8 = 0 we assume that | =
liminfy o X¢/t > —00. Define the o-finite measure pg(dt,dz) on (0,00) x R:
t~Le " P(X; € dz)dt, 0 >0,
po(dt, dz) =
{n{x/m}t—l]?(xt c dx)dt, 0=0.
Let 29 = ) cn 5(6%"),5519)) be a Poisson point process with mean measure pg. Then
the convex minorant Cy, = (Cx,(t))iciorg) of X has the same law as the piecewise
linear function given in (2.8). In particular, the face of the piecewise linear function

)

with horizontal length 6%9 has vertical height ff,(ﬁ), and when 0 = 0, the corresponding

slope 57(19)/5519) lies on the interval (—o0,1).

Remark 2.20 (|38, Sec. 2.2 & App. A]). Let 6 € (0,00) and A\g ~ Exp(6) be inde-
pendent of the Lévy process X. Let (E%G))neN be a stick-breaking process on [0, Ag].
Then the random measure » 7 | § () On (0, 00) is a Poisson point process with mean

measure satisfying E[Y > | s (A)] = N t~le=%dt for any measurable set A. O

In the following remark, we see the relation between the values of [ and the

finiteness of the convex minorant C..

Remark 2.21 (|64, Cor. 3]). Note that the value [ = liminf; ,,, X;/t is a.s. constant,
and [ € (—o0,00] if and only if Cy is a.s. finite. O

For a Lévy process that is not a compound Poisson process, we let p; denote

the a.s. unique time at which the minimum of X is attained on [0,¢], and in the

ensuing theorem we see a property for the distribution of p.

Theorem 2.22 (|64, Thm 2|). Let X be a Lévy process (but not compound Poisson
process) for which 0 is regular for both half-lines (—00,0) and (0,00). Then the

distribution of p1 is equivalent to the Lebesgue measure on [0, 1].

In the last part of this section we will discuss the werter time process of the
convex minorant C), with exponential time horizon. For some 6 € [0,00), let A\gp ~
Exp(#) (with Ay = oo) be independent of the Lévy process X. Define the right
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derivative of the convex minorant Cy, = (Cx,(t))icjorg) by O3, (t) = limeyo(Cx, (t +
e) — Cy,(t))/h, which exists for all t € [0, \g). The vertex time process T = (Ts)scr
with an exponential time horizon (see [38, Sec. 2.3]), is defined by 7, = inf{t €
(0,A9) : C3,(t) > s} A Ag, and is the right-inverse of the non-decreasing process C} .

Theorem 2.23 ([38, Thm 2.9]). Let 6 € [0,00) and let | be as in Corollary 2.19.
Then, T has independent but non-stationary increments and its Laplace transform is

given by
= o dt
E[e "] = exp (—/ (1—e e "P(X, < St)t) ,
0

for allw > 0 and either s € R (if 6 > 0) and or s € (—o0,1) (if 6 =0).

§2.4.1 Cauchy case

In this section, we will state some of the results known about the derivative of the
convex minorant C’ in the case where X is a Cauchy process (see also Example 5.2).
Throughout the rest of this section, we assume X = (Xt)te[o,l] to be a standard
one-dimensional Cauchy process and let C' = (C(t));c[0,1) be its convex minorant,

with right-derivative C”.
Theorem 2.24 ([21, Thm 2|). The process (C'(t))ic(0,1) is continuous and has the

same law as —cot(mwL(ty1)) fort € (0,1), where v = (y)t>0 s a standard gamma
process and, for x >0, L(z) = inf{s > 0: vs > x} is the inverse process of ~y.
Corollary 2.25 (|21, Cor. 3|). With probability one, it holds that
/ 11
i inf |C'(s)|logloglog(1/s)  liminf |C'(1 — s)|logloglog(1/s) _ l
510 log(1/s) 540 log(1/s) T
Moreover, if f : [0,00) — [0,00) is an increasing function so that t — f(t)/t is

decreasing, then both limsupg o |C'(s)| f(s) and limsupg o [C'(1 —s)[f(s) equals 0 or
oo according as x — f(x)/x is integrable at 0 or not.

Let 75 :== inf{t € (0,1) : C'(t) > s} A 1 be the right inverse of C’. As explained
in the paragraph ensuing the proof of [21, Cor. 3|, we can also study the behaviour

of ¢’ on (0,1), and show, using a variation of the arguments used in the proof [21,
Cor. 3|, that

: (C'(s + 12) —x)log(1/s) _ 2
lln;f(]up Tog loglog(1/s) =m(l+2z%) a.s. (2.9)
§2.5 Vigon theorems & related results

Vigon proved many important results, and in this section we introduce some of these

results, as well as some related results. We start by defining the notion of abruptness,
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which is important when characterising smoothness, was introduced by Vigon in his
PhD thesis |78, Def. 12.1.1] (see also |79, Def. 1.1]).

Definition 2.26 ([79, Def. 1.1]|). Let X be a Lévy process of infinite variation, and
set M ={te€[0,00):3e>0Vse (t—¢c,t+¢e): Xs < XporXs <Xy} to be the set
of local maxima of X. Then X is said to be abrupt if the following Dini derivatives

are infinite at every local minimum t of the path of X, i.e., for allt € M,
) KXipe — X X — Xy
limsup——— = —© and liminf —— =
10 € el0 €
The main result of [79] gives an integral criteria, in terms of the transition

probabilities of X, for when an infinite variation Lévy process is abrupt.

Theorem 2.27 ([79, Thm 1.3]). A Lévy process X of infinite variation is abrupt if
and only if fol P(X;/t € [a,b])t~dt < oo for all a,b € R where a < b.

The notion of an eroded process was introduced in [80, Def. 1.2| (see also |78,
App. D, p. 10]).

Definition 2.28 ([80, Def. 1.2]). An infinite variation Lévy process X is eroded if
the following Dini derivatives equal zero at every local minimum t of the path of X,
i.e. forallte M,

X +e Xt

Xire — Xt
lim sup Dire Am and lim inf =2
10 € el0 €

=0.

In a similar fashion to Definition 2.28, we define a Lévy process X to be strongly
eroded if (X¢ — rt)s>0 is eroded for every r € R. In the ensuing theorem, we see a
characterisation of when X is eroded in terms of the transition probabilities. This

theorem can also be derived using |79, Prop. 3.6].

Theorem 2.29 (|80, Thm 1.4]). An infinite variation Lévy process X is eroded if
and only if the measure S, given by S(dx) = fol P(—X,/t) € dx)t~1d¢t, gives infinite

mass to all neighbourhoods of 0.

Another important class of Lévy processes, is the class of processes that creeps.
Recall that the first passage time of X is defined as R, = inf{t > 0: X; > z}.

Definition 2.30 (|77, Def. 1.1]). The Lévy process X is said to creep upwards if,
for all z > 0, P(Xgr, = x) > 0. We say that X creeps downwards if —X creeps

upwards.

Ezample 2.3 (|79, Ex. 1.5]). The property of creeping is closely related to abruptness.

Indeed, if a Lévy process X creeps upwards or downwards, then X is abrupt. A
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In the following theorem, we see a characterisation of when X creeps upwards
given in terms of the characteristics of X, which is more tractable than criteria given

in terms of the transition probabilities.

Theorem 2.31 ([77, Thm Kaal). Let X be an infinite variation Lévy process on R
with Lévy measure v and no Gaussian component. Then, X creeps upwards, if and
only if
1 x
/ 5= ——7(r)dr < o0,
o J°, Ti(u)du

where T(x) = [z (Lo<a<st + Lis<a<oy)v(ds) for all z € R and Ty (x) = [*) T(u)du
for all x € [-1,0).

Remark 2.32 ([55, Eq. (1.7)]). Let X be a Lévy process with 02 = 0 and Lévy
measure v. Consider the following asumptions:

(a) f(o,l) zv(dz) < oo and f(—l,()) |z|v(dx) = oo.

(b) f(—LO) |z|v(dz) < oo and f(O,l) zv(dx) = oo,
Assuming (a) (resp. (b)) implies that X will creep upwards (resp. downwards). ¢

§2.5.1 Integrability of s,(r)

Throughout the remainder of the section we assume the Lévy process X to have
infinite activity. Recall that ¢ is the characteristic exponent of X, satisfying ¢ (u) =
log E[exp(iuX1)] for u € R. Define for any p > 0 and r € R,

1 1
=— | R———du.
s(r) 27 /R p+ tur — Y(u) "
The relation s,(r) € (0, oo] holds since, by Ry(u) < 0 and (4.5), the integrand in the
definition of s,(r) is positive for all u € R. Define for any ¢ > p > 0 the measures

tp and pip 4 given by
> —prdt * ot —grndt
()= [Pt e e mg(4) = [T RCG e A - T
for any measurable A C R. We note here that both measures are diffuse since the
law of X/t is diffuse by Lemma 2.2. Moreover, p, ,(R) < oo for any finite ¢ > p > 0
since t — (eP' — e~ /t is integrable on (0, 00), while clearly u,(R) = oo for any
Lévy process X. In fact, X is strongly eroded if and only if 11,(I) = oo for all

bounded intervals I in R (see Theorem 4.2 below).

Remark 2.33. For any ¢ > 0 and z,w € C with Rz, Rw > 0 and ¢ > |z — w| we have
R(1/(g+2)) < 8R(1/(g+w)). Indeed, the inequality is equivalent to (g+Rz)|g+w|? <
2(g+Rw)-(2]g+2])?, which follows from |g+w| = |g+z+(w—2)| < |g+2z|+q < 2|g+2]
and ¢ + Rz = ¢+ Rw + R(z — w) < 2(¢+ Rw). Thus (1/8)s4(r) < 5p14(r) < 8s4(r)
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for any ¢ > p > 0 and r € R, implying that the finiteness and local integrability of
s, do not depend on p € (0, c0). O

For Lévy processes with bounded jumps, Theorem 2.34 below was established
in [80, Thm 1.5]. We extend this result to all infinite activity Lévy processes. Our
proof follows the same strategy as the one in [80] but is shorter and has the advant-
age of being almost completely elementary, requiring only basic facts about Fourier
inversion and Brownian motion. The key step in [80], relying heavily on the fluctu-
ation theory of Lévy processes, is replaced by a simple Gaussian perturbation of the
Lévy process. Moreover, almost no potential theory is used in our proof. More spe-
cifically, we apply Theorem A.27 only once to show that limg_,. 54(r) = 0 whenever

sp(r) < oo for some p > 0.

Theorem 2.34. Suppose X has infinite activity. Then for any p € (0,00) and

—o00 <a<b< oo, we have

b
[ e = (a0 (2.10)

The equivalence (4.3) below is immediate from Theorem 2.34. The proof of
Proposition 2.35 below is elementary, requiring no knowledge of potential theory for
Lévy processes. Theorem 2.34 follows easily from Proposition 2.35 and Theorem A.27
as we will see below. Moreover, fluctuation identities are not used in the proof of
Theorem 2.34, which is what one would expect since identity (2.10) involves only

the marginal laws of X.

Proposition 2.35. Suppose X has infinite activity. For p > 0 and a,b € R with
a < b we have:

(a) if fabsp(r)dr < 00, then for any q € [p,00) we have

b
[ nr) = ) = (. ); 211
(b) if pp((a,b)) < oo, then f;;; sp(r)dr < oo for every e € (0,(b—a)/2).

Note that (2.11), applied to every open subinterval of (a,b), implies s, > s, a.e.
on the interval (a,b) for any ¢ € [p,c0). We now show that Proposition 2.35 implies
Theorem 2.34.

Proof of Theorem 2.34. First assume a,b € R and ff s,(r)dr < co. Then s, is finite
a.e. on (a,b). Recall that the g-capacity ¢ of the set {0} (see Definition A.25)
for the process (X; — rt);>o satisfies (4s,(r))~! < ¢f < s,(r)~! for any ¢ > 0 by
Remark A.26. If s,(r) < oo, then, by Theorem A.27 (see also Remark A.30), we

have ¢! — oo and hence s,(r) — 0 as ¢ — oo. Since, by (2.11) we have s, < s, a.e.
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on the interval (a,b) for any ¢ € [p, 00), the monotone convergence theorem (along a
countable sub-sequence) implies f;(sp(r) —54(r))dr 1 f: s,(r)dr as ¢ — co. Again,
by monotone convergence, we have pi,4((a,b)) T pp((a,b)) as ¢ — oo, implying the
identity pp((a,b)) = ffsp(r)dr by (2.11).

Next we show that, for a,b € R, f; sp(r)dr = oo implies p,((a,b)) = oc.
Suppose pi,((a, b)) < co. Then f;:ll//: sp(r)dr < oo for all sufficiently large n € N by
Proposition 2.35(b). Hence, (2.10) holds over every interval (a+1/n,b—1/n). Since
s, > 0, taking n — oo and applying the monotone convergence theorem gives (2.10)
over the interval (a,b), completing the proof for a,b € R.

Take any real sequences a,, | a and b,, T b as n — oco. Since (2.10) holds over the
intervals (ay, b, ), the monotone convergence theorem implies (2.10) over the possibly

infinite interval (a,b). O

The following result can be deduced from the results in [70, Sec. 42] on the
potential theory of Lévy processes. Since Lemma 2.36 is key in the proof of Propos-

ition 2.35, we include an elementary short proof for completeness.

Lemma 2.36. Suppose the Lévy process X is of infinite activity and s,(r) < oo for
some p >0, r € R. Then, for any € > 0 we have

1 sin(ue) 1 1 [ _
— R du=— P(X; —rt € (- Phat. (2.12
27r/R ue  p+iur —P(u) " 25/0 (Xy —rt € (=e,2))e (2.12)
In particular, the following limit holds
1 o]
sp(r) = lim / P(X; —rt € (—¢,¢))e Pldt, p> 0. (2.13)
el0 z¢ Jy

Note from (2.13) that p — s,(r) is a non-increasing function for each r € R.

Proof of Lemma 2.36. Since (X;—rt)s>0 has infinite activity, we may assume without
loss of generality that r = 0. Recall the measure UP(dz) := [ P(X; € dz)e P'dt
on R from Definition A.24. Note that U? is diffuse by Lemma 2.2 and, by Fubini’s
theorem, the Fourier transform of UP equals [ TP (dr) = fooo e~ (Pt =

1/(p — ¢ (u)). Fourier inversion formula from Theorem A.5 and Fubini’s theorem

yield
1 c ezus_efius 1
UP((—,e)) = lim — [ R d
(o=t g [ = g
g L[y L,
), u =)

Since 0 < R(1/(p — ¥(u)))?> < R(1/(p — (u)))/p for all u (as in (4.5)), and
since s,(0) < oo, the function u — R(1/(p — ¥ (u))) is square-integrable. Since
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u +— sin(ue)/u is also square-integrable, their product is integrable by Cauchy—
Schwarz. Thus, UP((—¢,¢)) = n ! [p(sin(ue) /u)R(1/(p — ¥ (u)))du for any £ > 0,
implying (2.12). Since |sin(z)/z| < 1 and the map u — R(1/(p—1(u))) > 0 is integ-
rable, taking € | 0 in (2.12) gives (2.13) by the dominated convergence theorem. [J

Proof of Proposition 2.35. (a). Since s, is integrable on (a,b), it is finite a.e. on
(a,b). By Remark 2.33, for each r € (a,b) with s,(r) < oo we have s,4(r) < oo for
all ¢ > 0. Hence sq(r) > (26)7" [[TP(X; — 1t € (—¢,¢))e?dt — s4(r) as e | 0
by (2.12) in Lemma 2.36 since |sin(z)/x| < 1 for € R. Thus, the dominated
convergence theorem and Fubini’s theorem give

b b o)
1
/ Sq(r)dr = / lim % / P(X; —rt € (—¢,¢))e dtdr
a a 0

el0 2¢

o)

: 1 b _at
215%1 ; %E[/a L(x,—e)/t,(Xy+e) /0y (r)dr | e~ T dL.

The random variable %(t/s) f; L((x,—e)/t,(X1+¢)/t) (r)dr is bounded by 1 and converges
to Ligp) (Xe/t) + %]l{&b}(Xt/t) as ¢ | 0, which equals 1(45)(X¢/t) a.s. since X has
infinite activity. Since the function ¢ — (e ?* — e~ %)/t is integrable on (0, 00) for

any q > p, the dominated convergence theorem implies

dt

b . oo t b _ _
[ et = sytonar =tim [ B[] @ - en
dt

= [ Bl -G = [TRe e @e - e
0 0

t )
establishing (2.11).

(b). Assume pp((a,b)) < oo and that there exists some ¢ > 0 such that
f;:: sp(r)dr = co. We now show that these assumptions lead to a contradiction. Let

Brownian motion B be independent of X. The characteristic exponent of X + ¢B

equals u +— ¥ (u) — ¢?u?/2 for any ¢ > 0. For any p > 0 let

5 and note

1 1
S o—
p(r) = or /]R%p + dur — (u) + §2u2/2du’

b
b—a du
0 °(r)dr < )
</a s, (r)dr < 5 Ap+g2u2/2<m

Thus (2.11) holds for the process X + ¢B, the interval (a +&,b — €) and any ¢ > p.

Since, by the monotone convergence theorem, the upper bound in the last display

tends to zero as ¢ — 0o, the monotone convergence theorem applied to the right-hand
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side of (2.11) yields

b—e 1 1
dud
/ / p+iur — p(u) + 2u?/2 uar
dt

:/0 P((X;+¢By)/t € (a—i—a,b—s))e’pt?

(2.14)

Since we assumed that [" - be sp(r)dr = oo, then for every M > 0 there exist
some K > 0 such that the 1nequahty (2m)~ f f R(1/(p+iur —¢(u)))dudr >
2M holds. The bound R(1/(p + iur — ¥(u) + ¢2u?/2)) < 1/p and the dominated

convergence theorem (applied as ¢ | 0) give

b—e 1
S B B e R LR
for all sufficiently small ¢ > 0. Since M > 0 is arbitrary, this implies that the integral
on the right side of (2.14) diverges as ¢ | 0.
To complete the proof, we show that the assumption p,((a,b)) < oo implies
that the integral on the right side of (2.14) is bounded as ¢ | 0. We will first bound
the integral on [¢2, 00). Note that

P((X;+<By)/t € (a+¢e,b—¢)) <P(|sB/t] > e) + P(X,/t € (a,b)).

By assumption, the integral [ P(X;/t € (a,b))e P"t~1dt is finite and converges
to pp((a,b)) < oo as ¢ | 0. The elementary bound P(|Bq] > z) < e~ /2 )(\/2rx)
implies that,
> dt [ ppdt [ e at
P(|sB:/t| > —Pt:/ P(|By| > eVt —P<t</ — =<
[, BUsB = e = [TRB 2 evie i< [T
It remains to bound the integral on the right side of (2.14) over the interval
(0,62) as ¢ | 0. To do this, note that
sup P(sBy/t + x € (¢,d)) = P(|B1] < (d — c)Vt/(2)) < (d — c)ﬂ/(gx/%r),
z€R
for any ¢ < d. Thus, elementary inequalities yield

/Og P((X, +<B.)/t € (a+e,b— s))%

:/§ /]P(gBt/t—i—xe(a—I—a,b—s))IP(Xt/teda:)it
0 R

2

S o 1 g —
S/ (b—a 25)\@% :/ (b—a—2¢)dt < o
0 SV 2m 13 0 V2r WVt

Hence, the right side of (2.14) is bounded as ¢ | 0, completing the proof. O
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§2.5.2 Characterisation of infinite variation

The following lemma is proved in [78, Prop. 1.5.3]. The basic idea for its proof is
already present in [27], see the first display on page 34 of [27]. As this lemma is very

important for the examples in Chapter 4, we give a proof below.

Lemma 2.37 (|78, Prop. 1.5.3]). Let ¢ be the characteristic exponent of a Lévy
process X. Then the following equivalence holds: floo u” 2| R (u)|du = oo if and only
if X has paths of infinite variation.

Proof. If the Gaussian component o2 > 0, the integral in the lemma is infinite and X
is of infinite variation. We thus assume o2 = 0. Since the compound Poisson process
composed of the jumps of X of magnitude at least 1 has a bounded characteristic
function, we may assume that the Lévy measure v of X is supported in the interval
(—1,1). Recall that (z) = v((—1,1) \ (—z,z)). Define v(z) = fwl v(y)dy for x €
[0,1) and 0 otherwise. By Fubini’s theorem we get 7(0) = f(_l,l) |z|v(dz). Moreover,
for any twice differentiable function f : [0,1) — [0,00) with f(0) = f/(0+) = 0,

Fubini’s theorem implies

||
/( | Jlalvtan) = /( i, /0 7 (y)dyv(dz)
1 1
- / F()p(y)dy = / (2)P(2)de.
0 0

The choice f(z) = x? yields 2f01 v(x)dz = f(*Ll) 2?v(dz), implying that v is
integrable. Similarly, the choice f(z) = (1 — cos(ux))/u® gives u 2[Ry (u)| =
f(il’l) u™2(1 — cos(ux))v(dr) = fol v(z) cos(uz)dz. Fix A\ € (0,00), integrate the
last identity on (0, A) and apply Fubini’s theorem again to obtain
/A 7mwgu)‘du = /1 sin(Az) v(z)de.
0 u 0 x
Note that the integrand is integrable since |sin(Az)/z| < X for all x € R and v is
integrable. Recall that v(z) = 0 for x € R\ [0, 1) and v is of bounded variation (since
v > 0 is non-increasing with v(0) < co). Hence, Fourier’s single-integral formula in

Theorem A.6 gives

/ u 2R (u)|du = lim /x_l sin(Az)v(x)dz
(0,00) A—00 R

— (x/2)7(0) = (r/2) /( NCCCE

This quantity is infinite if and only if X is of infinite variation, completing the

proof. O
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Chapter 3

Asymptotic shape of the concave

majorant of a Lévy process

§3.1 Introduction and main results

The main objective of this chapter is to understand the asymptotic shape of the
concave majorant of a Lévy process as the time horizon tends to infinity (see Fig-

ure 3.1).

tes O (1) (v7,Cr)

(v, CT)

Figure 3.1: A sample path of a Lévy process X on the interval [0,7], the graphs
of the concave majorant C7; and the convex minorant C;~ and the time and space
position of their respective supremum (v7",C7 ) and infimum (y57, C7 ).

Let X = (Xi)i>0 be a one-dimensional Lévy process and fix a time interval
[0, T for some positive time horizon T' > 0. As in Definition 2.16, let (C7 (t))ejo,7)
(resp. (CF (t))iejo,r)) be the concave majorant (resp. the convex minorant) of a path
of a Lévy process X on the interval [0,7]. Let Y7 (resp. Y7 ') denote the length
of the graph of the concave (resp. convex) function ¢ — C7(t) (resp. t — Cr (%))

over the interval [0, T]. The following inequalities are immediate from Figure 3.2 on
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page 28 below:

1 <T7/T < (T 20, — C;(T))/T, where O = sup C7 ().  (3.1)

t€(0,T]

If E|X;|'T¢ < oo for some € > 0 and EX; = 0, the bounds in (3.1) and Propos-
ition A.45 imply that Y7 /T — 1 a.s. as T — oo (note Cr = Supyefo,r) Xt and
C7(T) = X7). Our main aim is to identify the precise asymptotic behaviour and
the dependence of the shape parameters Y7, supremum C7 , time of supremum
vz and final position C7 (T') of the concave majorant C';. More precisely, we seek
to identify the correct asymptotic mean, analyse the fluctuations of the length 17>
around its asymptotic mean and study their dependence on other shape parameters.
If the second moment is infinite, we study analogous questions for X in the domain
of attraction of a stable process.

Our main result describes the asymptotic dependence between the fluctuations
of the length of the concave majorant, its supremum, final position and the time the
supremum is attained, for Lévy processes that have zero mean and finite variance
(see Theorem 3.1 below). We also describe this dependence in the case the process
is in the domain of attraction of a stable law with stability parameter a € (0,2] \
{1} (see Theorems 3.4, 3.6 and 3.7 for o € (1,2) with zero mean, a € (1,2] with
nonzero mean and « € (0, 1), respectively). As we shall see, the dependence has very
different structure in each of these cases, with Theorem 3.1 being the most subtle.
In particular, for example, the dependence between the fluctuations of the length
of the concave majorant and the other statistics weakens with increasing a. For a
short overview of the results in this chapter see YouTube [9].

Before stating our results, recall that the concave majorant of a path of a
Lévy process X is a piecewise linear function with countably many faces (see The-
orem 2.18). Each face is given by a horizontal length [ > 0 and a vertical height
h € R, thus having the slope h/l. Note that all the faces with slope equal to a given
real value s € R must lie next to each other in the graph of the concave majorant
and can be concatenated into a mazimal face with slope s. Let Hy equal the number

of maximal faces with horizontal length [ at least 1.

Theorem 3.1. Let X = (X¢)i>0 be a Lévy process with Lévy measure v. Assume
that the Lévy process has zero mean E[X1] = 0 and finite positive variance o =
E[X7] € (0,00). For T > 0 define O(T) := 3 [ 2*log™ (min{T,2?})v(dz). Then
the following weak limit holds as T — oo:
Y7 —T—(0?/2)Hr +O(T) Hr —logT C; C7(T) 5
< ViegT © VigT VT T ’T>

d —
— <%Z1,Z2,031,0'B1,p>,

(3.2)
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where the standard Brownian motion B = (Bi)i>o is independent of the normal
random vector (Z1, Z3) with zero mean, satisfying EZ? = EZ3 = 1 and B[Z1Z3) = 0,
B = Supyefo1) Bt and p € [0,1] is the a.s. unique time such that B, = B;.

The weak limit in (3.2) shows that the asymptotic centering of the length Y7
of the concave majorant C'7 is stochastic. Moreover, the fluctuations around the
centering are asymptotically independent of the centering itself and the randomness
in the centering is a function of the horizontal lengths of the faces of C7 only. A
linear transformation of the vector in (3.2) yields a deterministic centering of Y7 at
the cost of increasing the asymptotic variance. Put differently, the variance of the
centering contributes o#/4 (recall 02 = E[X?]) to the total asymptotic variance of
the length 17 .

Corollary 3.2. Under the assumptions of Theorem 3.1, we have

1 0'2 d \/3 2
—— | Y7 —T — —logT T —oc°Z T .
\/@( T 5 log +O( ))—) 5 7 % as T — oo, (3.3)
where O(T) = £ [ 2*log™ (min{T, z*})v(dz) = o(log T') and Z is a standard normal
variable. Moreover, if [ x*log™ (|z[)Y/2?v(dz) < oo, then ©(T) = o(y/logT), and
thus ) /3

—— | Y7 —T — —logT —o0°Z T . 4

ToaT < T 5 log ) - 507 as T — oo (3.4)

Further remarks about Theorem 3.1 and Corollary 3.2 are in order.

Remark 3.3. (i) The limit in (3.2) reveals that the fluctuations of the asymptotic
length of the concave majorant U} are independent of its asymptotic supremum,
time of supremum and final position. In the case only the first moment of X7 is finite,
the dependence of these shape statistics persists in the limit (see Theorem 3.4 below),
while if even the first moment of X is infinite, the length 17 becomes a deterministic
function of the asymptotic supremum and final position (see Theorem 3.7 below).

(ii) Corollary 3.2 is stated for the deterministic centering of the length only. However,
the same linear transform yields a quintuple limit analogous to (3.2). Put differently,

as T — oo, we have
<T?«—T—(02/2)logT+@(T) Hr —logT Cr Crp(T) 7TA>
ViogT © VieT VT VT T T

d _
— (%Zl + %2227Z270-317UB1’p>'

The dependence structure of the length Y7 and Hr is intractable for any finite

T > 0, but, as shown by this limit, is asymptotically rather simple.
(iii) There exist Lévy processes for which (3.3) holds and (3.4) does not. Indeed, by
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Fubini’s theorem, the integral in the asymptotic mean satisfies

1
20(T) :/av2 log™ (min{T, z*})v(dz) :/ t/ 22 (dz)dt,
R 1 R\(_\/i\/i)

(iv) Note that in the weak limit of Theorem 3.1 neither X nor its concave majorant
C7 are scaled before the length Y7 is calculated. Since X is in the domain of
attraction of Brownian motion, one could scale space by 1/+v/T and time by 1/T and
then compute the length of the graph of the resulting concave majorant. This length
would, by continuity, converge to the length of the concave majorant of a Brownian
motion on [0,1]. For the original length Y7, this approach only yields Y7 /T 4,
(v) To the best of our knowledge, Theorem 3.1 had been established neither for
Brownian motion nor compound Poisson processes. Moreover, the marginal conver-
gence in Corollary 3.2 does not follow easily from the random walk case, recently
analysed in [4], since, for instance, the law of the length of the convex minorant is
not invariant under stochastic time-changes, see Figure 3.3 below.

(vi) Consider the counting measure hp(A), where A is a Borel subset in R, recording
the number of maximal faces with horizontal lengths in A. In (3.2) we considered
the variable Hy = hp([1,00)), but the same weak limit holds for any hr([a, c0)) with
a € (0,00). Moreover, for any bounded set A, the mean measure E[hr(A)] equals
[yt~ 1dt for all T > 0 satisfying A C [0,7] by Lemma 3.9 below. O

Recall from (2.6), that a Lévy process X is in the domain of attraction of
an a-stable law for some o € (0,2] if X7r/ar LN Sa(1), as T — oo, with scaling
function ar = T'/*I(T) (positive function) and (S, (t))¢>0 denote an a-stable process
(see §2.3). We note that if X is as in Theorem 3.1 (E[X;] =0 and 0 = /E[X?] <
00), the standard CLT implies that X satisfies (2.6) with o = 2 and scaling function
ar = VT. Results analogous to Theorem 3.1 for Lévy process in the domain of
attraction of an a-stable law will now be presented: the case a € (1,2) with E[X;] =
0 (resp. a € (1,2] with E[X;] # 0; a € (0,1)) is considered in Theorem 3.4 (resp.
Theorem 3.6; Theorem 3.7). The case a = 2 with E[X?] = oo and E[X;] = 0 as well
as the case o = 1 are not considered. To state these theorems, recall the definition

of a uniform stick-breaking process (¢, )nen on [0, 1] from Definition 2.17.

Theorem 3.4. Assume X is in the domain of attraction of an a—stable law with
€ (1,2) and E[X;] =0. Then, as T — oo, we have

T Ty C(T) v
<2(TT _T)a77T77%

aT ar ar (3 5)
d 1 = a— n)\2 = «a n = ag(n = .
- (2 Zgi/ H(s) ’Za/ (S8 ))+’Z£711/ S )’ZE”E{S&"BO}) 7

n=1 n=1 n=1 n=1
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where (Un)nen s a uniform stick-breaking process that is independent of the sequence

(ngn))neN of independent copies of Sa(1).

Under the assumptions of Theorem 3.4, the Lévy process X has infinite variance.
By (3.5), the fluctuations of Y7, about its centering function are typically of order
T2/=1 compared with the fluctuations of order v/log T in the finite variance case
(see Theorem 3.1 above). The last three coordinates of the limit law in (3.5) have

o

the same law as (sup;c(o,1) Sa(t), Sa(1),7*7), where 47 is the time at which the
supremum of S, (t) over ¢ € [0, 1] is attained. We do not know of an interpretation of
the law of the first coordinate as a simple functional of the path of the stable process
Sq- In particular, it is not equal to the law of the length of the concave majorant of
Sq on [0, 1]. However, the tail decay of this coordinate can be characterised using the
fact that the law of the series > ° Tl O6_1(5’6(;1))2 satisfies a stochastic perpetuity

equation.

Proposition 3.5. The following asymptotic equivalence holds

P332, 6/ (SE)2 > x)

lim 0
r—00 IP((Sa )2 > 1,)
lim P(L3 2/ (SU)2 > 5) gt/
prm— 1 _
T—00 (c+ —}—c_)x—a/Q 9 _ o’

for the constants cy,c_ > 0 defined by c+ = limy_ o0 IP(:l:S’él) > /) /x=2, which
satisfy cy +c— > 0.

Note that in Theorems 3.1 and 3.4, we have assumed that X has a finite first
moment and E[X;] = 0. If the mean is not zero, the behaviour in these cases is
described by the following result. In this description, it is important to distinguish

between the cases of positive and negative mean.

Theorem 3.6. Assume p:=EX; # 0 and that X is in the domain of attraction of
an a-stable law with o € (1, 2].
(a) Suppose p > 0, then, as T — oo, we have
Y7 —V1+p*T Cp —pT C3(T) = pT\ 4 u
, , =+ Sa()[ —,1,1.
ar ar ar 1+ p?

(b) Suppose < 0 and let (X o0,v5) be the a.s. finite limit of the supremum and its

time (Cp ,v7) as T — oo. Then, as T — oo, we have

Yo — 1+ p2T —~ C(T)—pT )\ 4 - —
( L a 7CT7T(),U/a’YT)_><Mzsa(]-)vXOO)Sa(l)?rYOO>’
a V3i+p

T ar

where So(1) and (X o0,75) are independent.

27



Note that the centering function of Y7 in Theorem 3.6 equals the length of the
graph of the linear function ¢ — ut on [0,7]. Moreover, the order of the fluctuations
of Y7 in this case is different than that in Theorems 3.1 and 3.4. Asymptotically,
Y7 and CF (T) are positively correlated when g > 0 and negatively correlated when
u<0.

When X is in the domain of attraction of an a-stable law with o € (0,1), the
tails of X are very heavy. The large jumps of X make its concave majorant thin
and tall, implying that the length Y7 will be well approximated by the extremes of
X. Define Cy = infycjo ) Cf (t) and let v be the time at which the infimum is
attained (see Figure 3.1). Denote S, (1) := supyepo,1] Salt), Sa(1) = infiejo,1) Salt)
and let ¥ (resp. 7*7) be the time at which (Sa(t)).ejo,1] attains its supremum

(resp. infimum).

Theorem 3.7. Let X be in the domain of attraction of the a-stable law S, (1) for

a € (0,1). Define
= (12,0, GO o
T ~— ) ’ ’
art ar ar T
. (TE CF CF(1) o
ar  ar’ ar T

) , A= (25,(1) = Sa(1), Sa(l), Sa(1),7*7),
)o A= (Sal) = 28,0, 5a (1), 50007,
Then the following joint convergence holds: (A%,A%) A (Al,AQ) as T — oo.

The Lévy process X in Theorem 3.7 has a thin and tall concave majorant,
so the asymptotic centering by T', present in Theorems 3.1 and 3.4, is no longer
required. Moreover, note that in Theorems 3.1 and 3.4 the fluctuations of Y7 about
this centering were significantly smaller than 7', which is no longer the case here.
The proof of Theorem 3.7 in §3.3.2 below is based on and approximation of C7" by
simpler geometric figures such as the ones in Figure 3.2.

The concave majorant lies between two natural geometric figures. Under the
concave majorant lies the ‘hut’ C7, defined as the linear path connecting the vertices:
(0,0), (v, X7) and (T, X7), where v5> = arginf{t > 0: X; V X;_ = X7} is the
time X attains its supremum on [0, 7]. Over the concave majorant lies the ‘box-top’
CY, defined as the linear path connecting the vertices: (0,0), (0, Xr), (T, X7) and
(T, Xr).

Suppose that the lengths of the hut C4 and the box-top C7 are Y4 and Y7
respectively. It is clear from the triangle inequality that Y2 < Y77 < Y/l These
lengths do not generally all have the same asymptotic behaviour. The next result

provides a short comparison in the cases a € (1,2] with E[X;] = 0 and a € (0, 1).
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Figure 3.2: The figure shows a sample of the path of X, the concave majorant C7,
the hut C7 and the box-top C.

Proposition 3.8. Define T4 and YI. as before then the following statements hold

as T — oo.
(a) Suppose E[X1] = 0 and 0? = E[X?] < oo, then
ThoT, T“—T—‘ﬁlo T+06(T) i(1[‘” -T)
T 7\/@ T 2 g 7\/T T

d (02 (B?Jr (31—31)2> V3

9 _
— —o0°“Z,0(2B1 — B
P 1_p ) 2 g 70( 1 1))7

2
where Z is a standard normal variable independent of the standard Brownian motion
B = (Bt)i>0, B1 = supyepo,1) Br and p € [0,1] is the a.s. unique time such that
B, = Bj.

(b) Suppose the limit in (2.6) holds for some a € (1,2), scaling function ar and
E[X;] =0, then

Toon -y Lo~y Ly d
<a2T(TT T), s (Ty —T), . (7 T)> 5
1 - o n)\+ ? fo: @ n)\— 2 EOO: a— n)\2 fo: e n

where (Un)nen s a uniform stick-breaking process that is independent of the sequence
(S&n))neN of independent copies of Sqa(1).
(c) Suppose the limit in (2.6) holds for some a € (0,1) and scaling function ar, then
Ay~ AT
<Z§ E; ZJ{“) 9 (28,(1) — Sa(1))(1,1,1).

Under the assumptions of either Theorem 3.1 or Theorem 3.4, the centering
functions of T/, Y7 and Y7 in Proposition 3.8 are of the form T'+ o(T) as T — co.
However, even though the three statistics are closely related, the order of their fluc-
tuations, measured via the scaling functions, exhibits a wide variety of behaviours,
see Table 3.1 below. In the case o € (0,1), the centering functions are all zero and

the corresponding scaling functions coincide with the scale of the process.
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Setting Scaling of X T T 7
Theorem 3.1 ar = JT 1 JIogT JT

(E[XF] < o0)
e Lap = veur) | 7y | Tty | e
T STy v | riery | ren) | oo

Table 3.1: The table shows the scaling functions (after centering) in the weak limits
of the lengths T2, T7 and Y7 under the assumptions of the corresponding theorems
with ar as in (2.6).

Recall that T/ < Y70 < Y\. Interestingly, for X with finite variance, by
Proposition 3.8(a) the fluctuations of Y7, are asymptotically independent of those
of T/ and Y7}, while the fluctuations of the sandwiching lengths Y/, and Y7} exhibit
a strong asymptotic dependence, both being deterministic functions of the vector
(By, B1, p). Proposition 3.8(b)&(c) states that the dependence of the fluctuations of

all three statistics persists in the limit when o < 2.

§3.1.1 Overview of the proofs

Our starting point is Theorem 2.18, which implies the following crucial identity for

any Lévy process and time horizon T > O:

(Y7, Hp,Cp (1), Cp )

iy 2 2 + (3.6)
= Z( (T'tn) +§n7IL{Tanl}agn?gn7T€nﬂ{§n>0})7
n=1
where &, = Xrr, , — Xrr,, Hy is a random variable such that |Hp — H/| is

bounded in L' as T — oo (see Lemma 3.14 below for details) and ¢ is a uniform
stick-breaking process independent of X with stick-remainders (Ln)nenuqoy- This
identity is essential in all that follows as it reduces the claims in Theorems 3.1,
3.4 and 3.6 to limit statements for the sum in (3.6), which is given in terms of the
increments of the Lévy process over independent stick-breaking lengths. Establishing
those limits as time horizon T' — co turns out to be a delicate task.

In the case of finite variance and zero mean, the proof of Theorem 3.1 re-
quires splitting the weak limits into three asymptotically independent weak limits.
The faces of C7 of length smaller than 1 do not contribute to the fluctuations of
(Y7, H}). However, all faces of C> of moderate size contribute in aggregate to
its fluctuations, with any finite set of faces the of moderate size not surviving in

the limiting fluctuations. In contrast, only the largest few faces of C7 influence the
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scaling limit of the vector (C7 (T),C7 74 ), making its limit independent of the
limiting fluctuations of (Y7, H;). Moreover, the CLT for (Y7, H}.) consists of two
asymptotically independent weak limits. The first captures the fluctuations due to
the stick-breaking process while the second describes the fluctuations conditional on
a manifestation of the stick-breaking process. The remaining work in the proof of
Theorem 3.1 is mostly concerned with establishing weak limits, conditional on the
stick-breaking process, and crucially depends on Theorem 3.20. Theorem 3.20 re-
quires different methods to those used in this section. Consequently, Theorem 3.20
is stated and proved in §3.4 below.

In the case of finite first moment and infinite variance, the proofs of Theor-
ems 3.4 and 3.6 split the sum in (3.6) into two sums according to whether the faces
are shorter or longer than one. However, unlike in the finite-variance zero-mean
case, here this is just a technical step: in the proof of Theorems 3.4 all the faces
of the concave majorant survive in the limit, contributing both to the fluctuations
of its length as well as the remaining statistics of C7. It follows from the proof of
Theorem 3.6 that only the vertical heights of the faces of U7 in aggregate contribute
to the fluctuations of its length, which are determined by the asymptotic behaviour
of its final point C7 (T') = X7 as T' — oc.

In the infinite first moment case, Theorem 3.7 follows by a sandwiching argu-
ment involving the weak limits for the lengths Y/ and Y7 as in Proposition 3.8
above. As in the proof of Theorem 3.6, only the heights of the faces of U7 in

aggregate contribute to this limit.

§3.1.2 Connections with the literature

Convex hulls of stochastic processes are of longstanding interest, see e.g. [1] and
the references therein. Of particular interest are the geometric properties of convex
hulls such as the length, area and diameter, see |4, 54, 66, 81, 82| for random walks
and [44] for isotropic stable process. Concave majorants of one-dimensional Lévy
processes are also of interest in physics. In the monograph [57, Ch. XI|, for example,
the problem of whether a quantum particle stays within the light cone is analysed
using concave majorants of one-dimensional Lévy processes.

If the Lévy process is in the domain of attraction of a stable law, one can pose
two types of questions about the limiting behaviour of its convex hulls. A limit of
a geometric quantity (e.g. perimeter) of the convex hull of the original process may
be considered or the limit of the convex hull of the scaled process may be analysed.

Since taking the convex hull of the graph of a function is a continuous mapping!,

!This mapping takes cadlag functions equipped with the Skorokhod topology to compact sets
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in the latter case it is natural to expect that the limit will be given in terms of the
corresponding geometric quantity of the convex hull of the stable limit, which is what
happens in [56, Sec. 5]. In this chapter, we consider the former type of question for
the length of the concave majorant. It is clear from Theorems 3.1 and 3.4 above that
in this case the asymptotic mean and the scale of the fluctuations around them are
of different order than those of the process. Moreover, the limit is not given in terms
of the corresponding quantity for the stable process. Differently put, we analyse the
statistics describing the geometry of the convex hull of the original process as the
time horizon tends to infinity without scaling the process first and then considering
the limiting behaviour of such statistics.

The object of study in [56] is the convex hull of the scaled multi-dimensional
Lévy process attracted to an isotropic a-stable process. This confers upon the convex
hull a spatial homogeneity not enjoyed by the concave majorant, which is a one
dimensional object in space-time that behaves very differently in space and time
coordinates. A further difference with problem considered in [56] is that our aim is to
understand the fluctuations around the asymptotic centering rather than obtaining
the limit, which in our case is straightforward, see (3.1) above.

A related question about the fluctuations of the length of the convex minorant
of a random walk, as the time horizon tends to infinity, was studied in the recent
paper [4]. CLT-type results for the length of the convex minorant of a random
walk ware established in [4] under hypothesis analogous to ours (i.e. the increments
either have finite variance and zero mean or are in the domain of attraction of an
a-stable law for a € (0,2) \ {1}). The joint limits for the shape statistics in the
random walk case are not discussed in [4]. Moreover, we stress that the fluctuations
of the length of the concave majorant in our Theorems 3.1, 3.4 and 3.6 cannot be
deduced easily from the results of [4] even in the case of a compound Poisson process
since the random time-change connecting it with a random walk distorts the concave
majorant, see Figure 3.3 below.

As mentioned in §3.1.1 above, a crucial structure used to establish our main res-
ults is the characterisation of the law of the concave majorant for all Lévy processes
given Theorem 2.18, proved in the recent article [38].

Finally we note that in [70, Sec. 28|, Sato explores the long time behaviour of a
Lévy process and its supremum of the process. Since the concave majorant on [0, 7]
always coincides with the process at times 1" and ~7", our results may be viewed as
an extension of those in |70, Sec. 28§].

The remainder of the chapter is organised as follows. Theorem 3.1 is proved

in R? equipped with the Hausdorff distance.
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Random walk S, Compound Poisson process X; = Sh,

Figure 3.3: The figure shows a sample of the path of a random walk S, (left)
and that of the compound Poisson process X; = Sy, (right), where Ny is a Poisson
process independent of S,. Note that both processes visit the same states and in
the same order, but the random time-change induced by N, distorts the shape of the
concave majorant, since the two concave majorants have a different number of faces.

in §3.2. Theorems 3.4, 3.6 and 3.7 as well as the two propositions in the introduction
are proved in §3.3. A Gaussian approximation theorem (Theorem 3.20), is proved
in §3.4.

§3.2 Proof of Theorem 3.1

Recall that &, = X7, _, — X7r, and denote t,, :== T¢, for n € N, where ¢ = ({,)nen
is a uniform stick-breaking process on [0, 1], independent of the Lévy process X, and
L = (Ln)nenu{oy is its stick-remainder process. Recall that (¢, )nen is a uniform stick-
breaking process on [0, T]. Define the following set of indices J7 := {n € N : ¢, > 1}.

The strategy for the proof of Theorem 3.1 is the following. We will show that
the cardinality of Jr is by Theorem 2.18 closely related to the random variable Hr

appearing in Theorem 3.1 (see Lemma 3.14 below for more details). Setting
— (0 Il —log T 302, &8 a1 én 2nm tnﬂ{fn>0}>

ViegT T VT T
and using the aforementioned close relationship and Theorem 2.18, we will find that
Theorem 3.1 is equivalent to the vector
2 ~
P onet (WG + 13 —ta) — 137+ O(T)
VlogT

converging weakly to ¢ = (622,/\/2, Zy,0B1,0B1,p) as T — co. We next apply

,0,0,0, 0) + wr, (3.7)

certain moment estimates for X and limit results for the stick-breaking process ¢ to

show that the quintuple in (3.7) converges weakly to ¢ if and only if the following
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weak limit holds as T — oo:
> onesp (En/tn — 0t)
2¢/log T’
2

where 07 = 0% — fR\(in /) 2?v(dx) for any ¢+ > 1 and some x > 1 such that

,0,0,0, 0) tor S, (3.8)

o1 > 0 (see Proposition 3.16 below for details). Note that the second coordinate in
the quintuple in (3.8) is a deterministic function of the stick-breaking process ¢ and
denote the remaining quadruple by ¢/.. In order to establish (3.8), we condition ¢ on
¢ and prove that its weak limit under the conditional law is (02Z1/v/2,0B1,0B1, p).
Since this limit law does not depend on ¢, applying Proposition 3.11 below will
complete the proof of Theorem 3.1.

The steps described in this strategy require a variety of technical results. The
details of the proof of Theorem 3.1 are given after the technical results have been

established (see page 43 below).

§3.2.1 Limit properties of the stick-breaking process

The proof of Theorem 3.1 requires a detailed analysis of certain asymptotic prop-
erties of the stick-breaking process. We start with a compensation formula for the
point process based on a stick-breaking process, analogous to Campbell’s formula

for Poisson point processes.

Lemma 3.9. Define the point process Ep = Y, o 0, , where 65 is the Dirac measure
at . Then for any measurable function f : [0,T] — Ry the following identities hold
(with all quantities possibly equal to +00):

E[ . f(x)zT(dx)} _ E[% f(tn)] _ /O ' fff)dt. (3.9)

The point process Z1 converges weakly as T — oo to a Poisson point process Zoo on
(0,00) with intensity t — t=. Moreover, there exists a coupling of point processes

= = = d — = d — = = .
Zoo and Zp for all T > 0 such that: =p = Zp and 2o = oo, S0 — S @.S. in the

vague topology and for every compact set A C (0,00), we have Zp|a = Zoo|a for all

sufficiently large T'.

The distributional convergence in Lemma 3.9 holds in the vague topology of
locally finite measures on (0, 00), i.e. [ f(2)Er(dz) = [ f(2)Ex(dz) a.s. as T — o0
for any continuous function f on (0, c0) that vanishes at 0 and oo (see also [43, Ch. 16,
p. 316]).

Proof. Note that —log /¢, is gamma distributed with density ¢ +— t"“te=t/(n — 1)!.
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Thus, Fubini’s theorem implies (3.9):

n—1 00 T
E (> f(tn ] Z/ fn_lt _tdt:/o f(Te_t)dt:/O fit)dt

neN neN

To prove Zr S Zoo as T — oo, it suffices to provide a coupling (E7, Zs,) with
= 4 Zp and 2o 4 Eo such that Ep — = a.s. as T — oo. To that end, let Y
be a subordinator with infinite mean E[Y]] = oo and the convex minorant C on
Ry. By Corollary 2.19, for any enumeration of the horizontal lengths (I, )nen and
vertical heights (hy,)nen of the faces of C'o, the point process éoo =D neN (1 hy) OI
(0,00)? is Poisson with mean measure t~'P(Y; € dz)dt, (¢,z) € (0,00)2. Similarly,
let =1 be the point process of lengths and heights of the convex minorant Cr of Y
on [0,T7.

For any s > 0 define the set A5 := {(¢t,z) € (0,00)? : x/t < s} and let Ts be
the last time the right derivative of Co, was smaller than s, which is a.s. finite by
Remark 2.21. It follows that C7 = C on [0, Ts] for any T > T, implying that ET
and S agree on A, for any T > T. Since Usso 4s = (0, o0)? and any compact set

n (0,00)? is contained in some A, we have
[ gwE = [ wE.@). >
(0,00)? (0,00)?

for any compactly supported continuous function f : (0,00)? — R,. Since Ty < oo
for all s > 0, we therefore have = =1 — S a.8. in the vague topology. Moreover, this
1mphes that the projections Zp = _T( xRy ) 4z E7 converge to Zo = HOO( xRy) = d

Z~ a.s. in the vague topology. O

Recall that J7 = {n € N : ¢, > 1} is the finite set of indices of sticks in [0, T
of length greater than one and denote by J5% := N\ Jr its infinite complement.

Corollary 3.10. (a) Let f : Ry — Ry be a measurable function and T'> 1. Then
the following equalities hold:
E Y ftn) /f and B f(ta) = /f t. (3.10)
ne€Jr nelg

In particular, the first expectation in (3.10) always has a (possibly infinite) limit as
T — 0o and for any q > 0 we have im0 B, 5 th?=1/q.

(b) For any bounded and measurable function f : [1,00) — R with lim_,~ f(t) =
0 we have 3, 5 f(tn) = o(logT), implying that (log T)-! > neap £ (tn) .

Proof. (a) Note that f(t,)1,e5,} = h(tn) where h(t) = f(t)1{7s13, so (3.10) follows

from (3.9). The formulae for the power functions then follow easily.
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(b) Let T > 1 and note that

L A (OIS
10gTEn§Tf(t") = | fiogr = El(Z0)]

where Z7 has the density ¢ — (tlogT)~!, t € [1,T]. Since Zr 5 oo, we have
f(Zr) L 0 and since the variables |f(Zr)| are bounded by sup,cp o) |f(%)], the
dominated convergence theorem implies that E[f(Z7)] — 0. O

We now prove the following CLT for the cardinality of the set J7 defined above.

Proposition 3.11. The cardinality |Ir| of the set Ip satisfies the limits
1
97|/logT 251 and  (|97| —logT)/\/logT % N(0,1)  as T — oc.

Moreover, for any T we have Jp C {1,...,7(T) + 1} and E[r(T)] = E[|JI7|] =
log™(T'), where we define 7(T) == |[{n € N: L, > 1/T}|.

Proof. Recall by definition of the stick-remainder that L, = [[,(1 — U;) for an
iid sequence (U;);en of uniform random variables on the unit interval. Thus S, =
—log L., is a random walk with exponential increments of unit mean or, equivalently,
the jump times of a Poisson process with unit intensity. Thus, the definition of 7(T")
implies that, for T > 1, 7(T') follows the marginal distribution of the Poisson process
with unit intensity at time logT. Put differently, 7(T") is Poisson distributed with
mean log 7. In particular, we have (7(T") —logT)/+/log T 4 N(0,1) as T — oc.

Recall that £, = L,[[iZ, Ui < Ly for all m > n. Since L4 < 1/T
we get £, < 1/T for all m > 7(T) + 1 and thus Jr C {1,...,7(T) + 1} and
7(T) + 1 —|Jr| > 0. Corollary 3.10(a) gives E[7(T) + 1 — |J7|] = 1 and thus
E[|7(T) — |37]|] < 2 for all T > 0, implying (7(T) — |I7|)//log T L) Hence,
the CLT for 7(T) yields the CLT for |J7|. Since the random variables 7(T")/log T,
T > 2, are uniformly integrable, we have 7(T")/log T L—1> 1 and thus

1
37|/ log T = ([37| — 7(T))/log T + 7(T)/log T <= 1. 0

Remark 3.12. The law |J7| is much more complicated than that of 7(T"), which fol-
lows a Poisson distribution with mean logT" (for 7' > 1). The reason for this lies
in the fact that 7(7') is a stopping time in a correct filtration, while |J7| is not,
making its moments hard to control. In Proposition 3.11 we circumvent this prob-
lem by approximating |Jp| with 7(7"). We note that, even though the expectation
E[|7(T) —|37||]] < 2 is bounded for all " > 0, the difference |7(T") — |Jr|| takes
arbitrarily large values with positive probability. O

The following L' limit holds.
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Proposition 3.13. Let f : [1,00) — R4 be measurable and non-increasing with

limy o f(t) = 0. Then, as T — o,
_ f(t
logT< Z Fltn) ]En; fltn > = IOgT<n§ f(tn) / dt)

Proof. Define for every T' the random variables

) 0 T f)
Ari= 30 00 = 3 J(TLy), and - Bri= Y S(TL) - e

nedr
1
Note that it suffices to show that IE|Ar| is bounded for T > 1 and Br/+v/log T .
By Lemma 3.9 and the equality in law t, 4 TL,, we have

= > Elf(tn) Vg, >1) = Y B (TLa) Lz, >13] = 0. (3.11)
TLEN TLEN

Since the function f is non-increasing and ¢, < T'L,_1 for all n € N, we have Cp =
> neyy (f(tn) = f(TLy—1)) < 0. Similarly, as f is non-increasing, by Proposition 3.11

T(T)+1
(Cr = Ar[=| > f(TLn-1)= ) f(TLn)
n=2 neJp
o R EID DR {2 28| EF T Ca R REH]
ne{l,...,7(T)+1}\JIr

Thus (3.11) and Proposition 3.11 yield E[|Cr|] = —E[Cr] = E[Ar — Cr] < 2f(1),
implying that E|Ar| is bounded by 4f(1) for all T > 1.

It remains to show that Bp/+/logT L—1> 0. Let S,, = —log L,, and note that

—_

B o= Zg? g, is a random measure with atoms at the jump times on the interval
[0,1og T'] of a Poisson process with unit intensity. Thus Zr is a Poisson point process
on [0,log T'] with the Lebesgue measure as its mean measure. By the reflection and
translation invariance of the Lebesgue measure, the mapping theorem for Poisson

point processes (Theorem A.47) gives Zp 4 ZZS{) Olog T—5;, implying

m(T) m(T) 7(T) T
Dr = Z f(eSn) L Z f(elosT=5m) = Z f(TL,) = Br +/1 ff)dt.

Campbell’s formula Theorem A.48) yields

lo T logT T 2
]E[DT]:/O ) / /) ——=dt, Var[Dr]= /g f(e®)dx = : f(tt)

Thus, it suffices to show that E[B%]/logT = Var[Dr|/logT — 0 as T — oc.
Consider the distribution functions gr(t) = logt/logT for t € [1,T] and define
Zr = g;l(U ) = TY for all T > 1 and some fixed uniform random variable U on

(0,1). Then Zr — oo a.s. and hence f(Zr)? — 0 a.s. as T — co. By the dominated
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convergence theorem, Var[Dr]/logT = E[f(Z1)?] — 0 as T — oo. O

§3.2.2 A conditional limit theorem and the proof of Theorem 3.1

Recall from the first paragraph of §3.2 that (¢,),en denotes a uniform stick-breaking
process on [0,7], independent of X, and that Jp denotes the set {n € N : ¢, >
1}. Each horizontal length ¢,, has an associated slope given by &, /t,, where &, =
Xrr, , — Xrr, is the corresponding vertical height. Aggregate all the horizontal
lengths with a common slope in the sequence (t)nen into a maximal horizontal
length corresponding to that slope. Consider the set §r of the maximal horizontal
lengths with size at least 1. Note that, by Theorem 2.18, |F7| 4 Hr, where Hr is
the number of all horizontal lengths greater or equal to 1 of the maximal faces of the
concave majorant t — C7°(t). The analysis of the set §r is based on the properties
of the J7 established in §3.2.1 above. This strategy is feasible because the difference
of sets F7 and {t, : n € Jr} is bounded in L' in the following sense.

Lemma 3.14. For any bounded function f :[1,00) — R, the following holds

sup E Z f(t) — Z f(tn)| < 0.

>0 {iesr n€ir
Proof. Suppose X is not compound Poisson with drift. Then, by Doeblin’s diffuse-
ness lemma (Lemma 2.2) and Theorem 2.18, no two slopes in the sequence (&, /t,)nen
coincide, implying the identity §r = {t, : n € Jp} a.s. The claim then follows since
both random sums are equal a.s.

Suppose X is compound Poisson with drift v (see Remark 2.1 for the definition
of the drift of a Lévy processes of finite variation). Consider two horizontal lengths ¢,
and t,, such that the corresponding slopes &, /t,, and &, /t,, are equal with positive
probability. Since the pair (¢,,t,,) has a density f, n, : (0,7) x (0,7) — (0,00), the

result in Proposition A.12 implies

&n _Em) _ X, X, _p(f G
P(%_tm)_/(ojy]l)( L= u>fn’m(8’u)deU_IP(tn_’Y_tm>7

where X' £ X is a Lévy process independent of X. Thus all slopes &, /t, different
from v are also different from each other with probability one and therefore the
corresponding faces are already maximal. Hence the set equality {¢,, : n € Ip}\§r =
{tn :n € I, &, = i, } holds a.s.

To complete the proof, it is sufficient to show that the number of faces with

length at least 1 and slope &,/t, = 7 is bounded in L'. By Corollary 3.10(a), we
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have

El{n € 31 : &u/tn =7} =B Y P(Xy, = ytnltn)

neJp

T _ [e¢) _
:/ P(X; = fyt)dt / P(X; = vt)dt’
1 t T—o0 1 t

where the limit is finite by Lemma A.44. O

Remark 3.15. The proof of Lemma 3.14 implies that the only maximal face of the
concave majorant C7" of a compound Poisson process X with drift oy that corresponds
to more than one face in the representation in Theorem 2.18 is the face whose slope
equals . All the other faces in this representation are finite in number and have

slopes different from each other. O

The following result, a conditional CLT given ¢, is the final ingredient for the
proof of Theorem 3.1.

Proposition 3.16. Suppose E[X1] = 0 and 0 = /E[X?] € (0,00). Ifv # 0,
choose k > 1 such that v((—k,k)) € (0,00] and otherwise set k := 1 and recall that
o2 = 0% - fR\(iﬁ £ ev/) z?v(dz) for t > 0. Then we have the following limit in
probability as T — oo:

s 2ot (VG 8 = tn) = 5(0*[37| — [z 2* log" (min{T’ 2?})v(dx)) p
T - Oa

VdiogT

1 & o
h Sro= o Y (3007 ).
T T ol T & <tn Utn)
(3.12)

Proof. Define for every T' > 1, the random variables

1) ._ 2 2 (2) ._ 1 2 2 &
o) = § t2 v = § Vi —ty — 2 ),
T \/logT VIR G~ t). X ViegT < ( nt 2,
nedp

neJg

1
and ng)) = W( ; (02 — atzn) - /Rx2 log ™ (min{T, xz})zx(dx)>,
ne€Jr

and note that, since N = J% U Jp, (3.12) states that Eg) — Eg,}) — Zgg) 50 as
T — oo. It is therefore sufficient to prove that the expectations E[|E(Tl) 1], E[\Zg) 11/2]
and ]E[\Eg?)ﬂ all tend to 0 as T' — oo.

Since /12 + &2 — t, < || and E[|&,]|f] < B[22 = oy/f,, by Corol-
lary 3.10(a),

Bz

E t .
2 oVl 0

nel,

_ﬁEzj:C [1€nl1] < \/—
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Taylor’s theorem for the function  — v/1 + 22 around x = 0 applied to /1 + &2 /t2
yields

(2)
by : n y
=7 s/logT‘ Z 8t3 6(lnl/tn) logT Z 8t3

where 6 : [0,00) — [0, 1] is a bounded function. Recall that E[X?] = Var(X;) =

for all ¢ > 0. Since = — /z is concave and starts at 0, we have

—-3/2 —-3/2
1/2] B, 06 EYe, Bl
10g1/4 T logl/4 T

4
[ \/logT
—1/2
QEZneﬁTt" / 21_T_1/2

log1/4T - log1/4T T—o0

)

where the last equality follows from Corollary 3.10(a). This implies IE)HE%2 ) 112 0
as T' — oo.
It remains to prove that E[]Zg)ﬂ — 0 as T'— oo. Applying Corollary 3.10(a)

and Fubini’s theorem, for any 7' > 1 we obtain

ES (0% o2 / / 21/ dz)dt
T/\ 2/1% dt
/ / —:U2l/(d:n) :/m2 log™ (min{T, 2% /k*})v(dz).
R\(—k,k) R

Moreover, since k > 1, we have

0§/x2 log™ (min{T, z*}) Z —07)
R

neJr

= /R(log(/-ﬁ )1 (2|<VT} +1log(Tx?/2%)1 f<|a:\<mf})x v(dx)

< log(ﬁ;Q)/Rx%(da:) < 0.

Thus, Proposition 3.13 implies that, as T — oo,

(3) _ 1 2 2 2 2
i DI ARLPIEES)
n€ir

neJp
1 . Ll
4+ —IE o? — o2 /93210g+ min{T, > Vd:E)—)O. O
; ﬁogz( 2 (o) - | o log(min{T, v (d)

The conditional limit result is a key ingredient for the proof of Theorem 3.1 is

the following conditional limit result.

Proposition 3.17. Let X7 be as in (3.12) in Proposition 3.16. Then the following

conditional limit holds: for any x € R,

P(Sr < 2f) s 0(v22/0?),  as T — oo, (3.13)
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where ® is the distribution function of a standard normal random variable.

The limit law in (3.13) is N(0,0%/2) and the convergence in L! is equivalent to
the convergence in probability since the random variables P(Xp < z|¢) are bounded.
In particular, (3.13) implies the weak convergence P(Xr < x) — ®(v/22/0?) for all
x € R. The proof of Proposition 3.17 requires certain limit results for stick-breaking

processes from §3.2.1 and Theorem 3.20.

Proof of Proposition 3.17. The proof consists of three steps.
Step 1. Let Z ~ N(0,1) be independent of the stick-breaking process ¢. Fix
r>0and vy >0, let

gr(t) = (log T) 2B X7/t I{XF/t < r\/log T} — |07 Z2°["1{07 2% < r\/log T}]],
for t > 0, where we recall that o? = o2 — fR\(_K /) 2?v(dz). In this step we
establish the following limit:
S grta) 250, as T — oo, (3.14)
neJr
The integration-by-parts formula implies that for any non-negative random variable

¢ and constant a € (0,00) we have

aE[(" <] =P(C < a) — v/l 27 'P(¢ < ax)da.
Applying the identity in the previous display tvv(i)ce yields
0<gr(t) <r"Kr(t) <2r"K(t), where (3.15)
Kp(t) = [P(X7/t < r\/log T) = P(07 2> < r\/log T)|

1
+ V/ 27N P(XE/t < ar\/logT) — P(0:Z < xr+/log T)|dx
0

and K(t) := sup,ep |P(Xt/Vt < 1) — P(0:Z < x)|. Since the normal distribution
has a bounded density, the weak limits X;/v/t KN N(0,02) and 0, Z 4 N(0,0?) as
t — oo hold in the Kolmogorov distance by Theorem A.8, implying lim;_,~ K () = 0.
Moreover, by the dominated convergence theorem, we have limp_,o, K7(t) = 0 and
thus limp_, o gr(t) = 0 for all ¢ > 0.

Let Z7 and Eo, be the coupled point processes described in Lemma 3.9 and recall
that =7 — Z4 in the vague topology and, for any N > 1, we have Z.([1, N]) <
oo and §T|[17 N = §00|[1, N for all sufficiently large 7. By the definition of vague

topology, we have f[l 00) K(x)2r(dz) — f[l 00) K(2)Z00(dz) a.s. Since gr(t) — 0 as
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T — oo for every atom t of EOO“LN]’ we have

lim sup/ gr(7)ZE7(dz)
[1,00)

T—o0

< lim sup/ g7(7)Z7(dr) + lim sup/ 2r7 K (x)Zr(dz)
(1,N] (N,00)

T—o0 T—o0

2K (2)E0 (d) = 207 /(N RCENCES

~ limsup / (2) B () + /
L]

T—o00 (N,oo)
By Theorem 3.20 we have Ef[1 o) K (2)Eos (da) = [t t)dt < oo. Therefore,
the display above and Fatou’s lemma imply, as N — oo,

lim sup E Z gr(ty) < Elimsup/ gr(2)ZEr(dz)
[1,00)

T—o00 nedr T—o0

< QTW]E/ K(2)2(dz) = 27“7/ K(x)dm — 0,
(N,0) N €z

thus proving (3.14).
Step 2. Denote S, 7 = &2/(2tp,\/logT) for all n € N and T > 1. Assume that
the following limits in probability hold as T — oc:

Z Py(Sp1 > €) 5o, for every € > 0, (3.16)
nedr

p o’
Z Vary ( nTls, T<,,}) — EX for some r > 0, (3.17)
neJp
3 ]E[S 1 }—Ug" E0, for some s’ >0 (3.18)
S, U= T g T S

where we denote Py(-) = P(-|), Ey[-] = E[-|¢] and Var,(-) := Var(-|¢). We now prove
that (3.16)—(3.18) imply the L! limit in (3.13).

Since the random variables in (3.13) are bounded, it suffices to prove the limit
in probability. Fix a sequence (Tj)gen such that T, — oo. By a diagonal argument,
there exists a subsequence, again denoted (7})ren for ease of notation, such that the
limit in (3.16) holds for all positive rational € as T — oo almost surely. Thus, the
limit in (3.16) holds for all € > 0 as T, — oo a.s. Moreover, we may assume that the
limits in (3.17)—(3.18) hold a.s. as T — oco. Recall that, given the stick-breaking
process £, the variables {S,, 7, : n € Jp} are independent, making ({S, 7, : n €
J7.})ken a triangular array of row-wise independent random variables. Applying
the CLT for triangular arrays in Theorem A.9, we deduce that (3.13) holds a.s. as
Ty — 0.

Step 3. In this step we prove (3.16)—(3.18). Recall that Z ~ N(0,1) is inde-
pendent of ¢. By (3.14) with v = 0 and r = €, Markov’s inequality and Proposi-
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tion 3.11, we have

lim E Y P &altn )~ tim EY P Wl
T—oo < ¢ ViegT T—oo & ¢ ViegT
T T
of B[Z9]
T T—oo e (6\/@)3
for all € > 0, implying (3.16) (recall that S, 7 = &2/(2t,/logT)).
To prove the limit in (3.17), first note that |a® — b?| < (a+b)|a —b| for a,b > 0,
implying

15U6E‘3T’
< lim ————+- =0,
T—o0 €3(log T)3/2

1,—142 2 1.2 2 2
‘Ef[ﬁtn EnH{S%SQtne\/logT}} — [y [i"th H{UfnZQSQe\/logT}} ’
< 2ey IOgT‘Ef [%tglé?l]l{éﬁgmne\/logT}} - E [%UfnZzﬂ{ofnz%%/loﬁ}} ‘

Thus, by applying (3.14) with v = 1 and v = 2 and r = 2¢, we find (all limits are
taken in L1):

ZnGJT Var@(%Wlfﬂ{ggztne\/ﬁlog T})

T
Tl—I>Ic1>o logT
i ZnEJT Varg(%afn ZQl{a?nZ2§26 /logT}) . ZnE:TT Varg(%afn Z2)
= lim = lim
T—00 log T T—00 logT
= lim ! ot|37| + Z (of —ot)) = ot
T—o0 21log T tn 2’

n€lr
where the first equality in the second line follows from the fact that Var(Z?) = 2 and
the last equality in the same line follows from Proposition 3.11 and Corollary 3.10(b)
applied to the bounded function t — af — 0% with zero limit as t — oo. This
establishes (3.17) since S, 7 = £2/(2t,/1ogT).
It remains to prove (3.18). Markov’s inequality, the equality E[Z?] = 1 and

Proposition 3.11 imply
2

1 E 1 2 Z2:ﬂ. Utn
logT < 2%t 4" Moz, 722<2eI0g T} | ~ 5
necJr

E[o} 78]

1 1
-~ SR [l 2 729 } <
\/longg 12962 Hop, 22>2¢/l0g T} | = \/longeZj (2ey/log T)3
T T

1 8 8 10508 Lt
= oy EIZ° < ———|Jp| — 0.
8e3log? T n%:T wElZ7] < 8¢3 log? T| 7

The display above and (3.14) with v = 1 and r = 2¢ imply (3.18), completing the
proof. O

Proof of Theorem 3.1. The proof of Theorem 3.1 consists of several steps.
Step 1. In this step we show that (3.2) follows from the limits in (3.20) below.
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By Theorem 2.18, Lemma 3.14 and Proposition 3.16, the weak limit in (3.2) of

Theorem 3.1 is equivalent to the following limit as T" — oo:

r e Yonea &/t —02) (37| —log T 302 &8 o001 & Lo tnlie,>0)
T 2/log T © VogT VT T T

i) C = (0'221/\/57 Z270-§170-Blap)7

(3.19)

where the standard Brownian motion B, the stick-breaking process ¢ and the stand-
ard normal variables Z; and Zs are all independent.
Define n,, := &,/+/tn for n € N and note that

> nea (n — of.) 97 —1og T = 1/ o )1/ -
CT = ( r i s 72671/ ng_vzgn/ nn’zgnﬂ'{nn>0} :
2\/@ \/10? n=1 n=1 n=1

Let W1, W5 ... be an iid sequence of standard normal random variables independent
of ¢, Z1 and Zs. For k € N and T > 1 define the random variables

(e = 0P )Yy ok L1y — log T 0.0.0
Xk, T + 2\/10? ) \/@ y Uy Uy

k—1 k—1 k—1
+ (0,0,Zf%:,Zfﬁ”nn,ZEnﬂ{wm) , and
n=1 n=1 n=1

2 k—1 k—1 k—1
g
Xk = <\/§Z17 Z27 ZE,}/QO’W;, Z 2717,/20-W7Z7 Zenﬂ{aWnN)}) .
n=1

n=1 n=1

By Theorem A.7, (3.19) will follow if we prove that the following limits hold:

() Xk 7 X (0) i 2 G () Jim lim sup (| — Grll > €) = 0, Ve > 0,
(3.20)
where ||z| = 2?21 |z;| denotes the /'-norm in R?, d > 1.

Step 2. In this step we establish (3.20a). Define (%) = (¢1,...,6,_1). To
prove (3.20a), it suffices to show that E[p(xr.1)[(*)] — Elp(xx)|¢*)] as. as T — oo
for any continuous and bounded function ¢ : R> — R. With this in mind, denote by
P®*) the conditional probability measure P given ¢(%).

Under P®) | the process (lky ly1,...) is a uniform stick-breaking process on
[0, Ly—1] independent of (1,)n<k. Thus the first two coordinates of xj 7 are inde-
pendent under P®) of the last three coordinates. Moreover, since X;/ Vit i) VA
as t — oo, then, under P®) we have (11,...,m6-1) = (&1/vVE1, -+ €1/ V1) L\
(cWi,...,0Wg_1) as T — oo (recall that t,, = T¥,). Thus, to prove (3.20a), it
suffices to show that the first two coordinates of xj 1 converge weakly to the first
two coordinates of y;, under P*).

Recall that, under P(**) the process (£, %;+1,...) is a uniform stick-breaking
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process on [0, Ly_1] and Y 2, t, = T'Ly_1. Thus, Proposition 3.11 implies that

* 1 —log(T Ly _
>k {tn>1} g(TLi-1) i> Zy, as T — oo under Pk,
log(T'Lk-1)

Since log(T'Ly,_1) = log T + log Lj_1, where Lj_; is deterministic under P(*), then
> 1 —logT
Lnte Litnz1) & LN Zy, as T — oo under P*),
Vd1ogT
Moreover, since P*)(-|¢) = IP(-|¢), Proposition 3.17 implies that P*) (g < z|¢) ,
P(02Z,/V2 < z) for all z € R as T — oo, where X7 is as in (3.12). Denote by E®*)
the expectation under P*). Thus, taking limits in the following identity

MT =

E® 125 PP (51 < 20)] = PO (Mp < )P (62212 < 2)
+ E® L,y (PP (Sr < 2(0) = PP (6721 /V2 < 1)),
implies IP(k)(MT <y, Yr<z)— IP(k)(Zg < y)IP(k)(U2Z1/ﬂ <z)asT — oco. To

see that the first two coordinates of X 7 converge weakly to those of x; under P,

note that E*) Zﬁ;ﬁ n2 —of. |/\/1ogT < 2(k — 1)o?/\/logT — 0 as T — oo.
Step 3. In this step we establish (3.20b)—(3.20c). To prove (3.20b), it suffices

to show the convergence for the last three coordinates. Note that

k—1 0o
Z (\/E:O’WJ_, \/EZUWna gn]l{aWn>0}) k%)o Z(\/EZUW;’ \/‘EO’Wna gn]]-{UWn>0})v
n=1

n=1
where the limit has the same law as (0 B1, 0 B1, p) by the scaling property of Brownian

motion and (3.6) applied to o B, implying (2.14b).

If we prove limy, o0 limsupy_, o Ellxxr — ¢rl] = 0, (3.20c) will follow by
Markov’s inequality. Moreover, the previous limit is a consequence of the follow-
ing limits

lim sup E Zﬁj |77721 - Ut2n|]l{tn21} —0 Jim sup EZQ; ﬂ{tn21} —0

T—o0 2¢/logT ’ T—o0 2¢/logT ’
oo oo

lim limsupEZ V|| =0, lim IE £, = 0.
k—oo T 50 — k—ro0 it

The first two limits in the display obviously hold. The fourth limit holds since
Zflozk 0, = Ly and EL,_, = 217F. Finally, the third limit in the display above

follows from the bounds
EY Vel <Y ENGE 0] =0 Bl =0 (2/3)" = 30(2/3)F,
n=k n=~k n=~k n=k

implying (3.20c) and completing the proof. O

Proof of Corollary 3.2. By Theorem 3.1, it suffices to prove the claims on the integral
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Jg #%log™ (min{T, 2?})v(dz). Since z?log™ (min{T,2?})/logT tends to 0 pointwise
on z as T — oo and is upper bounded by the v-integrable function x + z2, the
dominated convergence theorem implies that the integral is o(logT"). Similarly, the
integral is o(yv/IogT) if z +— z%(log™ |2])!/? is v-integrable. O

§3.3 Stable domain of attraction

This section is dedicated to proving Theorems 3.4, 3.6 and 3.7, stated in §3.1. Assume
the limit in (2.6) holds for some a € (0,2] \ {1}, and recall that this is equivalent
to (2.7), ie. (Xer/ar)ic, 4 (Sa(t))icp,1), as T — oo, in the Skorokhod space
D|0,1] equipped with the Jj-topology, with the scaling function ar is as in (2.6).
Since ar — oo as T — oo, we assume without loss of generality that ar > 1 is
locally bounded for all T' > 1. The following lemma provides a key step in the proofs
of Theorems 3.4 and 3.6.

Lemma 3.18. Suppose a Lévy process X satisfies (2.7) for some a € (0,2]. Then,
for every p € [0, ), there exists a constant K, € (0,00) such that E[|X;/a;|P] < K,
forallt > 1.

Proof. By the the concavity of z +— zP (when p € [0,1]) and Jensen’s inequality
(when p € (1,a)), we have (a + b)? < 2=V (a? + bP) for any a,b > 0. Thus,
B[ X,[7) < 2D (E[| X\, 7] + E[|X;_|;|?]) for all t > 1, where [t := sup{m € N :
m < t}. By Lemma 2.15, E[|X,/a,|P] is bounded for all n € N. By the regular

variation of a; > 1, we have

.. a . a . a _
1< lim inf —* < hmsup—t < hmsup—t =c l/a,
t—=00 Q¢ t—oo  G|¢] t—oo  Oct

for any ¢ € (0,1), implying a;/aj;) — 1 as t — oo. Thus, it suffices to show that
E[|X,|P] is bounded for s € [0,1]. This bound follows from Lemma 2.6 and the
inequality E[|X,?] < E[X"] + E[|X, ] implied by |X,[? < max{X7, [X,P}. O

Remark 3.19. An explicit upper bound in Lemma 3.18 can be obtained in terms
of the characteristics of X and the regularly varying function a; by using methods
analogous to the ones in the proof of Lemma 2.6 (see the proof of [39, Lem. 2]).
Since the explicit value of the upper bound C), is not important in our context, we

only provide the short proof above. O

§3.3.1 The case of finite mean

Proof of Theorem 3.4. Recall Py(-) = P(:|¢) and IEy[-] = E[-|¢], where £ is the stick-
breaking process on [0, 1], and ¢, = T¥,. Denote n, = &,/a, and o, = a4, /ar for
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n € N and note that \/t2 + &2 —t,, = £2/(t, + /t2 + £2). Thus, by (3.6), we have

Tr —T Cr Or (1) 7
a%/T ’aT’ ar ,T

o0 QQ 772
> ( nn ,Qn7h§,9nnn,€n1{gnnn>o}>-
n=1 My + \/E% + 02n2a3./T?

n

By Theorem A.7, (3.5) will follow if we prove the following limits: for any k € N,

k—1 QQ 772
Z < L , QnTthrv Onn, gnﬂ{gnnn>0})
bo+\[ &+ 022}/ T?

= i (3.21)
-1
d 1204—1 n)\2 jl/a n)\ 1t pl/ag(n
T 2 (S (S0 () /5 b gy )
and, for all € > 0,
Jim lim suplP(Z [(Roos 001 s 00005 01 gm0y || > e) =0,
© T—oo n=k
(3.22)

oy
bo+\ [+ 223 T
and ||z]| = 320, |2i| denotes the £'-norm in R, d > 1.

To prove (3.21), it suffices to show that the weak convergence holds conditional

where R, =

on ¢. By assumption, we have X;/a, LS S&l), aet/ag — et and ai/t — 0 ast — oo.
Thus, given ¢, the random variables ny,...,m; are independent and we have the
following convergences as T' — oo: (N1,..., M) S (S(()l), .. .,S&k)), (01,-.-,0K) —

(E}/a, e ,E,lc/a) and ap/T — 0. The continuous mapping theorem then yields the
weak convergence in (3.21) conditional on /.

Next we prove (3.22). To prove this, we note that » 2, ¢y = Ly_; and
P(Lp_1 > ¢€) < e 'ELp 1 — 0 as k — oo, so it suffices to show that, for all
€ > 0, the following limits hold as k — oc:

oo o0
lim sup P (Z R, > e) — 0, limsupP (Z On|nn| > 6) — 0. (3.23)

T—00 " T—o0 n—*k
We will prove both limits via Markov’s inequality P(|¢] > €) < e PE[|¢|P] for p > 0,
and bounding the first moment by splitting the summation over the sets Jr and
3% (recall that J7 = {n € N : ¢, > 1}). First note that R, < |¢,|(T/a%) and

pnltn| = |€nl/ar, where ap — oo and a2./T — oo as T — oo. There exists a constant
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K such E[| X;|] < K/t forall t <1 (see, e. g Lemma 2.6), so Corollary 3.10(a) yields

2K
limsup IE Z onlEp|ny| < hm sup —]E Z £1/2 =limsup— =0, and
T=oo peae >k ar- e, T—oo AT
KT 2KT
limsup Z R, <limsup —E Z 51/2 = limsup = 0.

a a
T—o00 n€S >k T—o0 T neds, T—o00 T

It remains to consider the summation sets Jr N {k,k+1,...}. By Lemma 3.18,
for any p € (0, ), we have E,[|n,[P] < K, for some K, > 0. Since ¢t — a; is regularly
varying at infinity with index 1/a, Potter’s bound (Theorem A.53) implies that for
all ¢ € (0,1/a) there exists a constant K; > 0 such that as/a; < K (s/t)? for all
t > s> 1. Thus, the second limit in (3.23) follows from the limit

limsup B Y onFelm| < K1K7 Z E[(,/%] = 3K1K] ;5(2/3)F"1 —— 0.
=00 edrn>k n—k h=yoo
Fix any p € (0,a/2) and ¢ € (1/2,1/a) and note that R, < 02n2/¢,. By
Markov’s inequality and the subadditivity of z — xP, the first limit in (3.23) follows
from

limsup E Z RE < Kyp(K)) ZPZEgp 29-1))

T—o0

neJr.n>k n=k
 Kop(K)*P(1+p(2g — 1)) F 0 O
N p(2¢ — 1) k—oo

Proof of Proposition 3.5. Note that Q = £ 3>°°° | Il 1(5((1”))2 satisfies

20 = &/ (SR + 3 &l S

_62/01 1 S( ) +L2/a 1 (n) S(n) 2
(5002 S(z) e

Let A = L7 B = 177162 and Q' == 132, (6,/L1)%°"1(SV)? and
note that @ = AQ’' + B. Since (¢,/L1)n>2 is a stick-breaking process on [0,1]
independent of L; and S&l), we conclude that Q' 4 @ is independent of (A, B).
By Theorem A.59 it follows that P(Q > z) ~ (1 — E[A*/?])"'P(B > x), as
x — 00. Furthermore, by Lemma A.60, we have
P(B > x) ~ E[(%K?/Q_I)Q/Q]IP((S&D)Q > x), asx — 0.
Recall that L; = 1 —¥¢; ~ U(0,1). Similarly, we have that ¢; ~ U(0,1). Thus, it
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follows that
(1 — E[Aa/ZDflE[(%ﬁ/a—l)aﬂ] _ 2—a/2(1 B E[Vll—aﬂ])—lE[Vf_a/g]
2 -1 92 9l—a/2
— 9—a/2 _ _
2 (1 4 — a) 4 — 2 _a
Thus we have P(Q > 2) ~ 2-9/P((5{))? > 2)/(2  a), as & = oo. The last

asymptotic equivalence in Proposition 3.5 follows from the identity ]P((S’g}))2 >
z) =P(SY > vz) + P(=SY > /a). 0

Proof of Theorem 3.6. (a) Assume p > 0. We assume without loss of generality that

t — a; is continuous and a; > 1 for all ¢ > 0. Define

X —uT 1 -
Zr ::( H 1 1) r—H , Zé« ::—(TIJ/:—\/1—{—#2T,XT—,LLT,XT—MT).

V1t 2 ar ar

Since Zr % (u/\/1+p2,1,1)Sa(1) as T — oo, it suffices to show that || Z7 — Z%|| 5
0 as T'— oo. Define

Ar =7 — 1+ 12T — %(XT —uT), T >0.

Vi
Note that | X /a7 L 0as T — oo since the positive drift g > 0 implies that — X, —
~X_, <ooas. as T — co. Since | Z) — Z7|| = a;'||(Ar,0, (X1 — X7)/ar)||, and
Xr—Xrp 4 — X, part (a) will follow if we show that Ap/ap B 0asT — oo

By (3.6), we have (Y77 — T, Xy — uT) g S (V2 €2~ tn, &n), Where we
define En =&, — pt,. Thus we have Ap 4 > nen Gns Where

G- VEFE T - L,

1+ p?

€2 + 2utn&n \ po&
= V142, (142008 ) - =),
G << Tei ) L+ /21,

To prove that Ar/ar LN 0, we again split the summation set with J7 and J%. Define:
1 2 d A (1 2
A%) = ZneiT ¢, and A%) = Znech ¢, and note that Ap = Agw) + Agp).
Fix some p € (0,/2) and use the inequality /1 + 2z <1+ 2/2 for z > —1 and
the subadditivity of z — xP to obtain

&
2

e 2071+ w2t

(AL far ] < E|

g €l

|<ey &

TN

T

Recall that (X; — ut)/a; LN Sa(1l) as t — oo. Thus, by Lemma 3.18, there exists

a constant Ks, > 0 such that E[|X; — ut|?] < Kgpaip for all ¢ > 1. Therefore
Eq[|6a|?] < Kopai? for n € Jr.

Suppose a € (1,2). Pick ¢ € (1/2,1/a) and apply Potter’s bound (The-

orem A.53) to obtain a;/ar < K (t/T)? for all T > ¢ > 1 and some K; > 0.

49



Thus, Corollary 3.10(a) yields

Bl ort] < K X Sy — 1 (%8B S 67 (22)"
n€dr =
Ssz(Ké)Qp(?)p]Eiﬂﬁ@ql) W(;)P7

which tends to 0 as T' — oo, implying A / ar Bo.
Suppose o = 2. We may assume a; = /(¢ ) for a locally bounded and slowly

varying function [. Thus, by Proposition A.54, l f t=1(t)?Pdt is also slowly
varying and Corollary 3.10(a) ylelds
(1 P < _ Z<T)
E[[Ar" /ar’] < KyE Z = Kyl Z Kap a’} Too
nEST n€dr

It remains to show that A /aT B 0asT — co. The inequality /1 +x +y >
1+y/2 for x > y%/4 and  +y > —1 shows that A(T) > 0 a.s. By the subadditivity
of z — /z, we obtain

1 (2) 1‘1‘/‘ (2’M||£~n|)1/2 . 1 gn
E[lar’]] < En;jc ' \/1 T+ St +p?) 1 + 2ty
1 kg :
<oy ((s m)m V2l

neds,
By (2.5) and Jensen’s inequality, there exists a constant K > 0 Such that E[|X; —
ut|] < K+/t for all t < 1. Thus, Corollary 3.10(a) yields A /aT oasT 00,
completing the proof of part (a).

(b) Note that X7 — X < 00 a.s. and 75 — 75 < oo a.s. as T — co. Next,
we split the length of the concave majorant in two at the time of the supremum, so
the total length Y7 up to time 7" is equal to the sum of the length A(Tl) up to time
v and the length A(2) from 7 to T'. Tt follows that A(l) — T~ as. as T — oo,
(2)

implying A /aT — 0 a.s. Thus, it suffices to consider A}’ for the weak limit of
Y7 . Since the post-supremum process is independent of the pre-supremum process

by Lemma 2.7, as in part (a) we conclude that, as T — oo,

<A§?)(T'VT”) <c;<T>—XT>—u<T—v;>)‘ SEX|

X —
p , or (X oo 75)

o
T, 1) Sa(1).
Note here that the limit law does not depend on (X o, 75, so the limit is independ-
ent of (Xoo,75). Since we also have | Xoo — X7| — 0 and |75 — 7| — 0 as. as

T — o0, the result follows. O
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§3.3.2 Sandwiching the concave majorant

When the tails of X are sufficiently heavy for it not to have the first moment, the

asymptotic behaviour of the boundary of its convex hull is straightforward.

Proof of Theorem 8.7. The supremum, infimum and the times at which they are
attained are functionals that are continuous a.s. in Ji-topology with respect to the
law of an a-stable process, since the times at which the extrema are attained are
a.s. unique (see Lemma A.4 and Theorem 2.22). Thus, by the continuous mapping
theorem, it suffices to prove | Y7 — (2C7 — O (T))|/ar — 0 and [Y57 — (C5 (T) —
2C7)|/ar — 0 a.s. as T — oo. Recall Xp = C7 (T) < Xp = Cp and v7 € [0,7].
Hence, by Figure 3.2, the following inequalities hold:

2X7 — Xr < ()2 + (X)) 2+ (T = 77)* + (X1 — X1)?) '/
<T7 <2X7r—Xr+T.
Since a € (0,1) we have limy_,, T//ar = 0, implying | Y7 —(2C7 —C7 (T))|/ar — 0

a.s. as T'— o0o. The proof of the second limit is analogous. O

Proof of Proposition 3.8. (a)&(b) In part (a), define ar := /T for all T > 0. Note
that T‘;lw —-T= QYT — X7 and

T%—T:(\/(7?)“7%—7?)+(\/(T—'YT“)”(YT—XT)Z—(T—VT“))-

We will show that

72 R
T Xy (Xr—Xp)?
a% 27 2(T —~7)

The conclusions of parts (a) & (b) will then follow from (3.24), an application of the

P

Yh—T =0, as T — oc. (3.24)

continuous mapping theorem and Theorems 3.1 & 3.4, respectively.

To prove (3.24), by symmetry, it suffices to establish, as 7' — oo, the limit
Ta7?|((vy)? —i—Y?«)l/Q — ¥ — Y?«/(27?)| 5o Taylor’s theorem yields v/1 + 22 =
1+ 22/2 + 2*0(|z|)/8, where 6 : [0,00) — [0,1] is a bounded function. Thus, the
limit in probability is implied by the limit 7' a;2Y§~ /(v7)3 BoasT — 00, which
is itself a direct consequence of the fact that ap/T — 0, the continuous mapping
theorem and the weak limits v /T A v~ and Xr/ar 4 Sa(1) as T — oo.

(¢) The proof follows as in the proof of Theorem 3.7, using the triangle inequality
to obtain

2X1 — X < YHh <Y} =T +2X7 — X7,

and then using the fact that T'/ar — 0 as T — oo. O
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§3.4 A Gaussian approximation theorem for Lévy pro-

cesses

The classical central limit theorem (CLT), applied to a one-dimensional Lévy pro-
cesses X = (Xi)t>0 with zero mean and finite variance, states that P(X;/Vt <
r) = ®(z/0) as t — oo for all x € R, where o2 is the variance of X; and @ is the
distribution function of a standard normal random variable Z. Since the law ® has
a bounded density, this weak convergence is well-known to imply the convergence
in the Kolmogorov distance sup,cp |P(X;/Vt < z) — ®(z/0)| — 0 as t — oo, see
Theorem A.8. It is natural to inquire about the rate of this convergence without
additional assumptions on the Lévy process. In this section we answer this question,
thus extending to the continuous-time setting the classical random walk result by

Friedman, Katz and Koopmans [35].

Theorem 3.20. Let X = (X;)i>0 be a Lévy process satisfying o = E[X?]/? €
(0,00), EX1 =0 and Xo = 0 a.s. If the Lévy measure v of X is nontrivial, choose
k > 1 such that 0 < v((—k,k)) < co and otherwise set k = 1. Defining o7 =
o? — fR\(fﬁ\/f,n\/f) z?v(dz) for t > 0, we have
o dt
/ sup‘IP(Xt/\/iga:) — ®(z/oy)|— < o0. (3.25)
1 z€R t
Heuristically, (3.25) states that the Kolmogorov distance between the laws of
X;/V't and 0,Z decays faster than say 1/log(t) as t — co. The parameter x > 1 is
chosen to ensure oy > 0, with its precise value not being important for (3.25). We
stress that oy in (3.25) cannot, in general, be replaced by o. Such a replacement would
require strictly more than second moment. This result is proved in [8, Thm 1.2,
but has been omitted here since it is outside of the scope of this thesis. The main
idea behind the proof of Theorem 3.20 is to apply Berry-Esseen bounds to a Lévy
process possessing all moments, obtained by removing from a path of X the finitely

many jumps with magnitude greater than s/t during the time interval [0, ¢].

§3.4.1 Proof of Theorem 3.20

Let (X2,3,v) be the generating triplet of the Lévy process X = (X;);>0 corres-
ponding to the cutoff function x +— 1(_; y(z), where ¥2>0and B € R (see §2.2).
All generating triplets in the following proof are with respect to the cutoff function

T = ]l(—l,l) (l’)

Proof of Theorem 3.20. For any t > 1, let YO = (}78(:&))820 be the compound Poisson
process consisting of jumps of X with magnitude at least kv/¢ and define YV =
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(Ys(t))8>0 as Y( ), = X, Y( ) Then, by Theorem 2.3, Y® is a Lévy process with
generating triplet (X2, v (—rv/Ervi) B) whose jumps are of magnitude smaller than

kv't. Since the support of the Lévy measure of Y®) is compact, by Theorem A.11,

Y;(t) has moments of all orders. Thus, we may define the real number p; = IEY;(t).

Moreover, the constant x > 1, chosen in the statement of Theorem 3.20, ensures

0<0t2222+/ rv(dz) = Var( )/t<oo for all ¢t > 1.
(—rVT,EVT)

The first equality in the last display follows from the identity o = %2 + fR 2?v(dz),
which holds by Example A.1 applied to X. The same argument applied to the Lévy
process Y® yields the second equality in the display.

Define the function

K(t) = sup|P(X;/Vt < z) — ®(z/oy)| for all t > 0.
z€R

Let J; denote the event on which X only has jumps of magnitude smaller than xv/
during the time interval [0, ¢]. Note that on the event J; we have X; = Yt(t), implying,
for all x € R and t > 1, the inequality

P(X; < @)~ PV < )| < ElLixcoy — Ly, | < Elly] = B(F).
By adding and subtracting the probability IP(Yt(t) /+/t < x) in the definition of K(t),
for all £ > 1 we obtain the inequality
K(t) < A(t) + P(J5), where A(t) = sup |P(Y" )Vt < z) — (z/ay)|. (3.26)

z€R
The triangle inequality implies
A(t) = sup (V) = ) Vi < w) = @((w+ e/ VD or)| < B#) + D(1),
re

where for any ¢ > 1 we define

B(t) = sup P((V\" = ) /VE < z) — B(x/or)| and
Te
D(t) == sup @ (z/01) — ((2 + e/ V1) /o1)]-
BAS
To complete the proof, it suffices to show that the following integrals are finite:

(a) /100 (Jt)%<oo (b)/1 B()%<oo /D —<oo

The integrals in (a)—(c) exist since the integrands are non-negative. It remains

to prove they are finite. Fubini’s theorem yields

. /R 22u(dz) = /0 ” oum(@)ds = /O " (V) < oo, (3.27)

where v is the Lévy measure of X and we recall that 7(x) = v(R\ (—z, z)) for z > 0.
(a) Since YO = X —Y® is a compound Poisson process with intensity 7(kv/%),
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the first jump of Y®) is exponentially distributed with mean 1/7(kv/7). As the event
J¢ can be defined by the first jump of Yy® being greater than ¢, it has probability
P(J;) = e~ ("D Thus, we have

P(JS) =1 — e VD < 1m(kv/t), for t >0,

implying the bound [~ ¢t™'P(Jf)dt < [[°w(kvVt)dt < I/kK%
(b) For any ¢t > 1, Y( ) is nontrivial and infinitely divisible with a finite third mo-

ment. More precisely, Y, ® _ =Y 11 Zi, where the variables Zj, := Y;g:)n —Yt((g_l) /n 4

Yt(/tr)Z are independent. The Berry-Esseen inequality for independent random variables
yields a constant ¢ > 0 such that it for all n € N holds that

n 7, —EST . Z
Blo) = sup | (ZEL D EXi o) g
yeR Var (Y p_, Zi)

3
_ B[V — BV den(EB[Y7[") + [E[]T)

(nVar(v))** (nVar(¥;))*?

The second inequality in the display above follows from the inequality |(a+b) /2P <
(|a[P41b|P)/2 for any a,b € R and p > 1 (which holds by convexity), applied with a =
Yt(/?w b= EY(/) and p = 3. Since, by Lemma 2.4, the hmlt limy, o0 nIB || t/n| | =
tf(_ﬁ D) |z|2v(dx) holds, the equalities IE[Y( )] IB[ ]t/n and Var (Y, ())

t/ t/
Var (Yl(t) )t/n imply

den + |E[YP]P
B(t) < lim ( U t/n ](t)‘ 3[/2t/n]| )
e (nVar(Y,,)))
4e(limy,— o0 nIE[|Y t)| ] + lim,,— o0 ‘E[ ” 3 /n?)
(Var (v,)1)*/?
4ct z|Pv(dz
_ f(*/{ t,/c\/z)‘ | ( )3/2 < 403/ |x|3 (dz:)
(Ezt—i—tf(_K T i) z?v(dz)) Vo3 J (=i mvi)

for any ¢t > 1 (recall that t — o2, defined in Theorem 3.20, is non-decreasing). We

thus obtain
b dt 4 b
/ Bt < §/ t3/2/ |23 (da)dt
1 t 01 K tn\f

120/ 3/2/Kf dl‘dt

where the second inequality follows from the identity | (—w.w) |z|3v(dz) = —w?v(w)+
3 Jy #*v(x)dx for all w > 0. The limit 0 < y?*v(y) < fR\(_y ) 2?v(dr) — 0 as

y — oo implies foﬁﬁ 2?7(z)dz/VT — 0 as T — oo. Thus, the bound in (3.28) and

(3.28)

| /\
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integration-by-parts imply that the integral in (b) is finite:

/ t=3/2 / z)dadt
>

N
= {—215”2/ 2’
0

(:L‘)d:c]oo + /100 212 2w(kVT) - AN
1
—Q/OKJU v(z)dz + &3 /1001/(%;\/%)(175— 2/0Kx v(x )dar—I—/ﬁ/K 7(y/y)dy

2
§2/ 2*v(z)dx + kI,
0

where the final inequality follows from (3.27).

(c) Since the distribution ® is unimodal and symmetric, the mean-value theorem
implies that D(t) satisfies

£) =@/ (2VEor)) = B(—pe/(@2VEor))| = e~ /2|l /(V2rtor) < |l /(o01V/2)

for t > 1 and some ¢ € (—|us|/(2Vt0oy), |1e|/(2V/t0r)) (recall that t + o2 is non-
decreasing). Since o1 > 0, it suffices to prove that [/ | pet=3/2dt < co. By 0 =
E[X;] = Bt + tfR\( 11) zv(dx), we have p; = E[Y, () = —t fR\ VD) v (dz).
Hence |p] < tfR\(—\f,\f) |z|v(dz) for all t > 1 since k 2 1. Apply Fubini’s theorem

to obtain

[l /Co / 2
——dt < — zlv(dz)dt < 2 zv(dz) < oo
/1 t3/2 1 VEJR\(—vivD) [zl (d) R\(~1,1) (dz)

This implies that the integral in (c) is finite, completing the proof of Theorem 3.20.
O]
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Chapter 4

When is the convex hull of a Lévy

path smooth?

§4.1 Introduction and main results

The boundary of the convex hull of the range of a planar Brownian motion con-
sists of piecewise linear segments but is well-known to be smooth (i.e. continuously
differentiable) everywhere [30]. The convex hull of a graph of a path of a standard
Cauchy process also possesses a smooth boundary almost surely [21], a fact not easily
discerned from the simulation in Figure 4.1 below (but ¢f. discussion following The-
orem 4.2 below). Since the law of the graph of the standard Cauchy process scales
linearly in time, it is natural to ask whether smoothness of the hull occurs at all
for Lévy process without a linear scaling property (note that the range of a planar
Brownian motion also possesses a temporal scaling property). In this chapter we
characterise (in terms of transition laws) what turns out to be a rich and interesting
class of Lévy processes whose graphs have smooth convex hulls almost surely. We
study its properties by analysing how the smoothness of the hull of a graph may fail
for a general Lévy process (see YouTube [14] for a short presentation on the results).

Recall that the boundary of the convex hull of the graph of a Lévy process
X over a finite interval [0, 7] is a union of the graphs of the convex minorant and
the concave majorant defined in Definition 2.16 (see Figure 4.1). Recall that the
minorant and majorant are piecewise linear functions for any Lévy process X. The
set of slopes & C R of the convex minorant, which has the same law as the set
of slopes of the concave majorant (see e.g. Theorem 2.18), plays a key role in the
question of smoothness of the boundary of the hull. Unless otherwise stated, X

is assumed to be of infinite activity (i.e. X is not compound Poisson with drift,
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Figure 4.1: The path of a Cauchy process and its convex hull.

which would make S clearly a finite set and thus smoothness infeasible), making X
diffuse (i.e. the law of X; has no atoms) for all ¢ > 0 (see Lemma 2.2) and thus
the cardinality of the set of slopes § is infinite by Theorem 2.18. The following
zero-one law characterises the local finiteness of S in terms of the increments of X.

The characterisation holds for all Lévy processes X with diffuse increments.

Theorem 4.1. For any measurable set I C R, the set S N1 is either finite a.s. or

infinite a.s. Moreover, the cardinality |S N I| of the intersection S N I is infinite
almost surely if and only if

! dt

/0 IP(Xt/tGI)T = 0. (4.1)

Theorem 4.1 follows from a novel zero-one law for stick-breaking processes in
Theorem 4.18 and Corollary 4.19, established in §4.3 below, and the characterisation
of the law of convex minorant of a Lévy process (see e.g. Theorem 2.18). Since the set
of slopes of the concave majorant of the path of X has the law of &, Theorem 4.1 can

be used to establish the following characterisation of the smoothness of the convex
hull.

Theorem 4.2. The boundary of the convex hull of the graph t — (t, Xy), t € [0,T],
of a path of any Lévy process X is continuously differentiable (as a closed curve in
R?) a.s. if and only if (4.1) holds for all bounded intervals I in R. Moreover, this

is equivalent to the set S being dense in R a.s.

It is clear that if the set of slopes S is not dense in R, the convex hull cannot
possess a smooth boundary. Indeed, a gap in S (i.e. an open interval contained in

the complement R\ S) results in the jump of the derivative of the convex minorant
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and concave majorant (see §4.4.2 below for the proof of Theorem 4.2). Intuitively,
as suggested by the simulation in Figure 4.1, § is dense if every contact point of
X with the boundary of the hull is both preceded and followed by infinitely many
contact points between the path and the boundary. More generally, Theorem 4.1
(applied to intervals I = (a,b) with rational a < b) implies that, interestingly, the
set L(S) of the accumulation points (see §4.5 for definition) of the random set S is
almost surely constant for any Lévy process X. Theorem 4.2 thus states that the
convex hull of the path of X has a smooth boundary if and only if £(S) = R a.s.
Note that the criterion in Theorem 4.1 depends neither on the time horizon T nor
(by the Lévy-Itd decomposition of X)) on the behaviour of the Lévy measure of X
on the complement of any neighbourhood of zero, even though the set of slopes S
does depend on both. In particular, if the paths of X have finite variation, then
both sides of the equivalence in Theorem 4.2 fail, see §4.1.1.1 below for details.

It was conjectured (without proof) in [3, Rem. 3.4.4] that if the paths of X
have infinite variation (or, equivalently, if the integral over any neighbourhood of
zero of the distance from zero against the Lévy measure of X is infinite), then S has
finitely many points on every interval (a,b) if and only if (4.1) fails for all a < b.
This is implied by Theorem 4.1 above and is furthermore equivalent to £(S) = () a.s.
Moreover, as we will see below (Proposition 4.3), since X is not compound Poisson
with drift, £(S) = () a.s. in fact implies that X must be of infinite variation.

Recall from Definition 2.26, that an infinite variation process X is abrupt if,
limsup 4o (X¢e — X¢—)/e = —o0o and liminf. o(Xi1e — Xi)/e = oo at every local
minimum ¢ of the path of X. The notion of abruptness captures Lévy processes that
approach and leave very rapidly each local minimum of their trajectory. Interestingly,
Theorem 2.27 states that an infinite variation process X is abrupt if and only if
condition (4.1) fails for all intervals in R. Since the minimum is a contact point
between the path of X and its convex minorant, abrupt Lévy processes are unlikely to
have smooth convex minorants. In fact, the criteria in Theorem 4.2 and Theorem 2.27
imply that an infinite variation Lévy process X is abrupt if and only if £(S) = ()
a.s. Recall from Definition 2.28, that an infinite variation Lévy process X is eroded
if limsup4o(X¢4e — X¢—)/e = 0 and liminf,o(X;e — X¢)/e = 0. Eroded Lévy
processes approach and leave their local minima very slowly and are good candidates
to possess a smooth convex minorant. However, eroded processes appear not to
satisfy the condition in Theorem 4.2 that the limit set £(S) equals R a.s. Indeed, it
follows from Theorem 2.29 and Theorem 4.1 that an infinite variation Lévy process
is eroded if and only if 0 € £(S) a.s. is approached continuously by the slopes of
the minorant from both sides, i.e. 0 € L7(S) N LT(S) a.s. (see §4.5 below for the
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definition of £*(S)).

It is clear that, if X is abrupt, then (X; — rt);>¢ is also abrupt for any r € R.
However, since an infinite variation Lévy process X is eroded if and only if 0 €
L7(S)NLT(S) a.s. and the left- and right-accumulation points of the slopes of the
process (X; — 7t);>0 equal L7(S) and £1(S) shifted by the drift —r, respectively,
this invariance may fail for an eroded process. Recall that a Lévy process X is
strongly eroded if (X; — rt);>0 is eroded for every r € R, which is equivalent to
L7(S)NLT(S) =R a.s. Since the interior of £(S) is contained in L~ (S)NLT(S) C
L(S) by definition, the process X is strongly eroded if and only if £(S) = R a.s.
or, equivalently, if the boundary of its convex hull is smooth. Since the respective
criteria on the law of X in Theorem 4.2 and Theorem 2.27 are not complementary,
an interesting question, closely related to Vigon’s point-hitting conjecture discussed
below (see Conjecture 4.10), is which (if any) infinite variation processes satisfy (4.1)
for some bounded intervals I but not for others. In particular, are there any eroded
processes that are not strongly eroded? See §4.1.1 below for further discussion of
these questions.

The class of strongly eroded Lévy processes, defined in terms of the transition
probabilities by the criterion in Theorem 4.2, has a rich structure. For example, it
contains families of processes with symmetric and asymmetric Lévy measures, includ-
ing a standard Cauchy process but excluding all non-standard Cauchy (i.e. weakly
1-stable) processes with asymmetric Lévy measures, see §4.2 below. Moreover, a
strongly eroded process has no Gaussian component (by Proposition 4.6) and, since
it satisfies £(S) = R a.s., has paths of infinite variation (by Proposition 4.3). Its
Blumenthal-Getoor index is thus greater or equal to one while the related index S_,
defined in (2.4), is less or equal to one (see Proposition 4.6). More generally, for any
strongly eroded Lévy process X, the Lévy process X + Y is strongly eroded for any
Lévy process Y of finite variation (see Proposition 4.5 below). In contrast, if Y and
X are both strongly eroded and independent of each other, the Lévy process X +Y
need not (but, of course, could) be strongly eroded, see Example 4.6 below. The
properties of strongly eroded Lévy processes will be discussed in more detail in the
remainder of §4.1 and in §4.2.

It is natural to attempt to construct the non-random set of limit slopes £(S)
directly from the characteristics of an arbitrary Lévy process X. It turns out that, if
X is of finite variation, £(S) is a singleton given by the natural drift of the process,
see Table 4.1 below for an overview of our results. In the infinite variation case, we
characterise £(S) up to Conjecture 4.9 stated below, which is implied by Vigon’s
point-hitting conjecture [80, Conj. 1.6] (see the discussion of Conjectures 4.9 and 4.10
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below). More precisely, if Vigon’s conjecture were true, our sufficient condition for
X to be strongly eroded (i.e. £(S) = R a.s.), given in terms of the characteristic
exponent of X, would also be necessary, and its complement would imply abrupt-
ness (i.e. L£(S) = 0 a.s.). Moreover, via Orey’s process in Example 4.7 below, if
Conjecture 4.10 were true, there would exist a strongly eroded Lévy processes whose
path variation is arbitrarily close to two. This is in contrast to all known examples
of strongly eroded Lévy processes, which turn out to have Blumenthal-Getoor in-
dex equal to one (see §4.2 below). However, if Vigon’s conjecture is not true, there
would exist an infinite variation Lévy process with slopes of the convex minorant
accumulating at some deterministic values but not at others. Differently put, in this
case the non-random set £(S) would be a proper closed subset of R, implying that
kinks in the boundary of the hull would constitute a proper subset of the contact
points between the boundary and the closure (in R?) of the graph of the path. As
it is not easy to imagine a boundary of the hull of the path being smooth in some
regions but not in others, our results could perhaps be viewed as further evidence

for Vigon’s point-hitting conjecture.

§4.1.1 Where and how does the continuous differentiability of the
boundary fail?

This change of perspective sheds light on where the smoothness features of the
boundary discussed above come from. Before stating our results in detail, we give an
overview in Table 4.1. Let C': [0,T] — R denote the piecewise linear convex minorant
of the path of X on [0, 7], see e.g. Theorem 2.18. Its right-derivative C" : (0,7) — R
is a non-decreasing piecewise constant function with image {C'(z)[0 <2z <T} D S.
Moreover, we have {C'(z)|0 < 2 < T} C LT(S)US C L(S)US, see Table 4.2
in §4.5 below for details. Differently put, for every r € S there exists a maximal
open interval I, C (0,7, satisfying C’(I,) = {r}. Note that, in general, C’ may
but need not be discontinuous at a boundary point of I,,. However, as an increasing
right-continuous process, its path is completely determined by the set S of values
on the dense set | J, s I and its discontinuities are in a one-to-one relationship with
the gaps of S.

The second derivative (as a distribution) is given by a positive Radon measure
dC’ on (0,T). Since the set of slopes of the concave majorant and the convex
minorant have the same law, the second derivative of the concave majorant has
the same law as the (negative) Radon measure —dC’. Thus, the derivative of the
boundary of the convex hull over the open interval (0,7) is discontinuous at a point

if and only if the point is an atom of the measure dC”. Over the set {0,7} C [0, 7],
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the discontinuity of the boundary occurs if and only if the derivative C’ is either

bounded below or above.

Lévy process X | Derivative C" and the limt set £(S) Measure dC’
atomic; atoms
accumulate from
left /right or from
both sides at a
unique (random)
accumulation point
in 0,7

C' bounded below and above; C’
discontinuous on boundary 01,
Vr e S; L(S) = {1}, where
o = limy o X/t as.,and y9 ¢ S

Finite variation

C’ discontinuous on boundary 91,

Infinite variation atomic; atoms

vreS;
& 51 locally iy C'(¢) = limt’ 2 C'(#) = o0; accumulate only at 0
integrable ¥ £(S) :% and T'
Infinite variation C" is continuous on (0,7);
& 51(r) = o0, —limy o C'(t) = limyp C'(t) = o0; singular continuous
VreR L(S)=R

Table 4.1: Summary of the regularity results of the convex minorant C: [0,7] — R
of any Lévy process X of infinite activity (i.e. not compound Poisson with drift)
over time horizon 7. The function s;, defined in (4.2) in terms of the generating
triplet of X, is either locally integrable or everywhere infinite under Conjecture 4.10.
By Theorem 4.8 below, this conjecture is known to hold for most Lévy processes.

Let ¢ be the Lévy-Khintchine exponent of the Lévy process X (see (2.1)). Note
that ®(1/(14dur —(u))) > 0 for all r,u € R since R(u) < 0, where Rz is the real
part of a complex z € C and 32 = —1. Hence 0 < s1(r) < oo for any r € R, where

1 1
=— | R————d € R. 4.2
s1(r) 27T/R 1+ dur — ¢(u) o " (42)
The identity in Theorem 2.34 below (first established in [80] for Lévy processes with

bounded jumps) yields the following equivalence for any real a < b:
b 1
dt
/ s1(r)dr < co if and only if / P(X;/t € (a, b))T < 0. (4.3)
a 0

By definition, s1 € L{. (r) if and only if 5 is Lebesgue integrable on a neighbourhood
of r € R. Thus r € L(S) is (by (4.3) and Theorem 4.1) equivalent to the condition
s1 ¢ Ll (r), involving only the characteristic exponent of X and not the law of X,
for ¢ > 0. For example, the presence of a non-trivial Brownian component implies
that £(S) = 0 and, equivalently, that S is locally finite a.s., see Proposition 4.6
below.

The sum of the lengths of the open maximal intervals {I5 : s € S} of constancy

of C' equals the time horizon T. As suggested by Table 4.1, the random Radon
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measure dC’, supported on the complement of | J, s Is, must therefore be singular

sES
a.s. with respect to the Lebesgue measure. Thus the Lebesgue decomposition of
dC’ is in general a sum of an atomic and a purely singular continuous components.
Moreover, if Conjecture 4.10 holds, only one of these summands is non-trivial for
any Lévy process.

The convex minorant of a compound Poisson process with drift has only finitely
many faces, making its derivative necessarily discontinuous at all boundary points of
its maximal intervals of constancy. If X has infinite activity but finite variation, then
C'" is bounded on [0, 7] and discontinuous at every point in (J,cg 0L, but is possibly
continuous at the single (random) accumulation point of this set (see Proposition 4.3
below and discussion thereafter for details). If X has too much jump activity or a
Brownian component, then C” is discontinuous at every point in | J . g 01, and infinite
on {0, T} (see Proposition 4.6 below and the discussion thereafter for details). Hence,
for C' to be continuously differentiable on the open interval (0,7) (i.e., for X to be
strongly eroded), the process X must have sufficient jump activity to be of infinite
variation, but not too much, as its index S_ (see (2.4)) must be bounded above by
one. These features are discussed in more detail in the following subsections (see
Table 4.2 in §4.5 for all possible behaviours of the right-derivative of a piecewise

linear convex function).

§4.1.1.1 Finite variation

Throughout this subsection we assume X has finite variation but infinite activity.
Let 7o denote the natural drift of X defined in terms of the characteristics in (4.17)
below. Since, by Lemma 2.2, it follows that P(X; = ~ot) = 0 for all ¢ > 0, the

integrals

1 dt 1 dt
I_ = P(X; < t'yg)T and I, = P(X; > tvO)T (4.4)
0 0

satisfy I_ 4+ I, = oo, implying that at least one is infinite. Moreover, the integrals
I are given in terms of the law of a pure-jump Lévy process (X; —ot)¢>0, uniquely
determined by the Lévy measure of X. Let £T(S) (resp. £7(S)) be the set of
right-accumulation (resp. left-accumulation) points of S (see §4.5 for definition).
Equivalence (4.3) and Theorem 4.1 imply that, for any s € R, P(s € £L1(S)) € {0,1}
(resp. P(s € £7(S)) € {0,1}) and that it equals 1 if and only if 51 ¢ Li (s+) (resp.
s1 ¢ Li (s—)), where a function f is in L{ (s+) (resp. Ll _(s—)) if and only if
[ Lsoo) € Lige(s) (vesp. f- Loy € Lig(s)). In particular, if the a.s. constant

set £(8S) is countable, then limit sets £ (S) and £~ (S) (which are subsets of £(S))

are also constant a.s.
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Figure 4.2: Behaviour of C and C" for a finite variation infinite activity process X. The left
panels graph the piecewise linear convex function C' (circles mark contact points with the
path of X). The panels on the right graph the corresponding right-continuous derivative C’
(jump-size equals the difference of consecutive slopes). The top (resp. middle) panels cor-
respond to right-accumulation (resp. left-accumulation) in Prop. 4.3(b) (resp. Prop. 4.3(c)).
Note that in both of these cases, C' is only right-continuous at the accumulation point of
jump-times. The bottom panels depict two-sided accumulation in Prop. 4.3(a), making C”
continuous at the unique accumulation point of the jump-times.

Proposition 4.3. Let X have infinite activity and finite variation. Then the de-

rivative C' (and thus the set of slopes S) is bounded from below and above. C' is

discontinuous on | J,cg 01, where I, is the maximal interval of constancy of C' cor-

responding to slope r, and the limit set of slopes L(S) is a singleton {~o} (the natural

drift vo0 of X is defined in (4.17)). Time v € [0,T] at which the process (Xi —~ot)t>0

attains its minimum in [0, T] is a.s. unique. If v > 0, denote the left limit of C' at

v by C'(v—) = limyp, C’'(t). Then we have:

(a) if Iy = 1. = oo, then v € (0,T), L~(S) = LT(S) = {vw} and C'(v—) =
C'(v) = a.s.;

(b) if I < oo, then v € [0,T) with P(v = 0) > 0, L~(S) =0, LT(S )z {7},
C'(v) =59 a.s. and, on the event {v > 0}, we have C'(v—) < ¥y a.s.;

(c) if I+ < oo, then v € (0,T] with P(v =T) > 0, LT(S) =0, L~(S) = {7},
C'(v=) =70 a.s. and, on the event {v < T}, we have C'(v) > 7y a.s.
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By Rogozin’s criterion (see Theorem 2.8), the integral conditions in Propos-
ition 4.3(a) are equivalent to 0 being regular for both half-lines for the process
(Xt —v0t)e>0. In particular, for the two conditions to hold concurrently it is neces-
sary (but not sufficient) for X to exhibit infinitely many positive and negative jumps
in any finite time interval (see Theorem 2.10) and sufficient (but not necessary) for
X to be spectrally symmetric. The other cases are also possible since I_ < oo (resp.
I < o0) if X is the difference of two stable subordinators and the positive (resp.
negative) jumps have a larger stability index. The following corollary is a simple
consequence of Proposition 4.3, equivalence (4.3) and Theorem 2.9. It characterises
which case in Proposition 4.3 occurs in terms of either the Lévy measure v or the

characteristic exponent v (via s defined in (4.2)) of the process X.

Corollary 4.4. Let X have infinite activity but finite variation with natural drift
Yo. Then we have

max{z,0}r(dz
11 fo T v((y, 00))dy
max{—z,0}v(dz)

I =0 <<= s ¢ Llloc(fyo_) — / max{—z -
(—11) [0 (o0, —y))dy

Proposition 4.3 and Corollary 4.4 give a complete description (in terms of the
characteristics of any infinite activity, finite variation Lévy process X) of how the
continuity of the derivative C’ fails, see Figure 4.2 for all possible behaviours. The
proof of Proposition 4.3 is based on the criterion in Theorem 4.1 and the crucial
fact that, as t — 0, the quotient X;/t a.s. stops visiting closed intervals that do
not contain the natural drift vy (since lim;_,o X;/t = 1o a.s.), see §4.4.1 below for
details. The smoothness of the minorant in the infinite variation case is more intricate
precisely because in that case we do not have a good understanding in general of

how frequently the quotient X/t visits intervals in R as ¢t — 0.

§4.1.1.2 Infinite variation

The set of slopes S is unbounded on both sides for any X of infinite variation,
ie. supS = —infS = oo, and hence —limy o C’'(t) = limyr C'(t) = oo as. (cf.
Figure 4.3). Indeed, by Theorem A.38, asserting that X/t takes arbitrarily large
positive and negative values at arbitrarily small times ¢ for any X of infinite variation,
it is impossible for the convex minorant to start at 0 or end at 17" with a finite slope:
—oo = liminf; o X¢/t > inf S, and, by time reversal, co = lim sup, (X7 —X71-1)/t <
supS. Thus the boundary of the convex hull of the path of X is differentiable over
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the set {0,7}.! However, the smoothness of the boundary of the convex hull of the
graph of ¢t — X over the open interval (0,7) is a much more delicate matter. We
now state some results to elucidate this structure.

40-
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Figure 4.3: The left pictures show the graph of a piecewise linear convex function C' with
circle marks on |J, g 0I,. The right pictures show the graph of the derivative C’ with
visible points of increase marked with a circle. In the top two pictures, there are no points
of continuity as C’ tends to 0o near times 0 and 1. In the bottom two pictures, the function
C' is continuously differentiable with a singular continuous derivative C’.

A strongly eroded Lévy process, perturbed by a finite variation process, is still

strongly eroded. In fact, for any Lévy process, such a perturbation shifts the set
L(S) by the natural drift, defined in (4.17), of the finite variation process (given a
set A C R, define A+b:={a+b : a€ A} for any b € R with convention § +b := 0).

Proposition 4.5. Suppose the Lévy process X is of the form X =Y +Z for (possibly
dependent) Lévy processes Y and Z. Let Sx and Sz be the sets of slopes of the faces
of the convex minorants of X and Z, respectively. If Y is of finite variation (possibly

finite activity) with natural drift b defined in (4.17), then L(Sx) = L(Sz) + b.

The proof of Proposition 4.5 relies on the a.s. limit b = limy o Y;/t and the
stick-breaking representation of the convex minorant in Theorem 2.18. The main
idea is that if Z;/t frequently visits any neighborhood of a point € R as ¢ | 0, then
X/t visits the neighborhoods of x + b just as frequently. Crucially, when the visits
of Z;/t to the neighborhoods of x occur, Y;/t must necessarily be close to b (since

the limit Y;, /t, — b holds along any random sequence of times t,, | 0).

"More precisely, the boundary of the convex hull of the graph of t — X, as a closed curve in
R?, contains points (0,0),(T,0) € R? and possesses local parametrisations o, @7 : (—e,e) — R?,
for some & > 0, such that ¢o(0) = (0,0) € R?, o7 (0) = (T,0) € R? and the derivatives ¢(0) and
©7(0) exist.

65



Proposition 4.5 and its proof may suggest that, if Y;/t and Z;/t were to visit all
open intervals as ¢t | 0 with such frequency that their respective sets of slopes Sy and
Sz are dense, then the same should be true for X;/t. This intuition, however, turns
out to be false, as Example 4.6 below illustrates. Intuitively, the reason for this is
that the frequent visits of Y;/t and Z;/t to such neighborhoods may be sufficiently
rare so that they do not occur simultaneously with sufficient frequency even when

Y and Z are independent.

Too much jump activity breaks smoothness. Denote by ¢ > 0 the volatility of the
) 2?v(dz) for u > 0
(see (2.2)). Moreover, from (2.4) & (2.3) recall the definitions of the lower-activity
index S_ and the Blumenthal-Getoor index Sy, that 0 < f_ < g4+ < 2, and that

we in general may have f_ < 1. However, both indices agree if the tails of v are

Brownian component of X and recall the function o2(u) = |, (

regularly varying at 0 (e.g. if X} is in the domain of attraction of an a-stable law as

t10).

Proposition 4.6. If [[°(1+u*(0? +7%(1/u))) *du < oo, then L(S) =0 a.s. and
hence X is abrupt. In particular, this is the case if 0> >0 or f_ > 1.

Proposition 4.6 shows that a strongly eroded process necessarily satisfies §_ <
1 < B4. This is natural since, in some sense, the running supremum of the process
X fluctuates between the functions t — t'/#+ and t — t'/8~ as t | 0 (see Pro-
position A.39) and the visits of X;/t to compact intervals determine whether X is
strongly eroded. In other words, it is natural that strongly eroded processes require
the linear map t — ¢ to lie between the functions ¢ — tY/#+ and t — /8- as t | 0,
which is equivalent to f_ <1 < 8. We remark that, despite the necessary condition
on the indices f_ and fy allowing a strict inequality, all our examples of strongly
eroded processes lie in the boundary case 5 = 1 = ;. However, as explained in
Example 4.7 below, Conjecture 4.10 implies that a strict inequality is feasible for

certain strongly eroded Lévy processes.

Too much asymmetry breaks smoothness. Recall from Definition 2.30, that a Lévy

process is said to creep upwards (resp. downwards) if IP(T(I’OO) < OO7XT<I,OO) =
z) > 0 (resp. P(T( oo n) < 00, X7_,, = ) > 0) for some z > 0 (resp. = < 0),
where T4 = inf{t > 0 : X; € A} denotes the first hitting time of set A C R
(with convention inf() = o0), i.e., if the process crosses levels continuously with
positive probability. Processes that creep (upward or downward), all of which are
abrupt by Example 2.3, tend to have Lévy measures that are asymmetric on a
neighborhood of 0 (see Theorem 2.31 for a characterisation of such processes in terms

of v). For instance, if o = 0 and v is of infinite variation but f(O,l) zv(dx) < oo (resp.

66



f(fl,O) |x|v(dx) < o0), then X creeps upwards (resp. downwards), see Remark 2.32.
These facts suggest that asymmetry tends to produce abrupt processes. This
heuristic is also suggested by the following;:
5 1 _ 1 — Rp(u) < 1
L+ dur —¢(u)  |1+dur —(u)|? = 1 —Rp(u))

where we note that the characteristic exponent of the symmetrisation X of X (a

<1, (4.5)

process with the same law as X — Y, where Y is independent of X but shares its
law) equals 2Re). In particular, under Vigon’s point-hitting conjecture (see Conjec-
ture 4.10 below), this inequality and (4.3) yield the following implications: (I) if X is
abrupt then X is abrupt and (II) if X is strongly eroded then X is strongly eroded.
We complement these observations with the following result, further supporting this

heuristic.

Proposition 4.7. Let X be an infinite variation Lévy process and suppose there
exist constants ¢ > 1 and xo € (0,00] such that v([z,y)) > cv((—y, —z]) for all
0<z<y<wzg. Then X is abrupt.

We stress that the process in Proposition 4.7 is abrupt but need not creep. The
assumption in Proposition 4.7 requires, on a neighborhood of 0, the restriction of v
on the negative half-line to be absolutely continuous with respect to its restriction
on the positive half-line with Radon-Nikodym derivative ¢(x) = v(d(—=x))/v(dx)
bounded above by 1/c < 1 (equivalently, limsup, ,@(z) < 1). This condition is
nearly optimal, since there exist strongly eroded processes with positive asymmetry
1 — ¢(x) that vanishes (arbitrarily) slowly 1 — ¢(x) | 0 as = | 0, see Example 4.10
below.

The domination of the positive jumps in the assumption of Proposition 4.7 is
not essential. If the negative jumps dominate, ie. cv([z,y)) < v((—y,—z]) for
all 0 < x < y < =z, then Proposition 4.7 implies that —X is abrupt. Thus, by
Theorem 2.27, condition (4.1) with —X fails for all intervals in R. Therefore (4.1)
also fails with X for all intervals in R, making it abrupt. Finally, we note that by
using Propositions 4.7 and 4.5 jointly, we obtain a simple recipe to construct abrupt
processes with f_ <1 < 3.

Sufficient conditions for X to be strongly eroded (or abrupt). The following theorem,

implied by Theorem 4.1 above and the results in [79], shows that most Lévy processes
of infinite variation are either strongly eroded or abrupt (cf. paragraph following
Theorem 4.8). Moreover, Theorem 4.8 offers simple conditions to ascertain whether
X is strongly eroded or abrupt. The criteria are (mostly) in terms of the behaviour

at infinity of the Lévy—Khintchine exponent 1 of X. More precisely, it is connected

67



to the ratio ¥ (u)/u for large |u|. This ratio appears naturally since the characteristic
exponent of X/t is given by u +— ti(u/t), whose behaviour for small ¢ is described
by the behaviour of ¥ (u)/u for large |u|.

Let 3z and |z| denote the imaginary part and the modulus of the complex
number z € C. Recall from (2.1), that ¢(u) = —u?0?/2 + iuy + [p(e™* — 1 —
iurl(_y 1y (7))v(dz), for u € R, where fti) (resp. ) is an even (resp. odd) function

on R, making |¢| an even function on R.

Theorem 4.8. Let X be a Lévy process of infinite variation with e = EeiX1 for
u € R. Then the following hold.

(i) If Hmsup)y) o0 [¢(u)/ul < 0o, then X is strongly eroded.

(#1) If imyy 00 [ (w) /u| = 00, then X is either abrupt or strongly eroded.

(ii-a) Assume that lim), o [R)(u)/ul = oo, then X is strongly eroded if and only
if [ R(1/(1 — b(u)))du = oo,

(ii-b) Assume that 0 < liminf |, [Reh(u)/u| < limsup)y o0 R (w)/ul < 0o and
limyy,| o0 (S (u)/u| = 0o, then X is strongly eroded if and only if floo u(l +
|S9(w)?)~du = oo,

(ii-c) Assume 1m0 |RY(u)/ul = 0 and Lm0 IS (u)/u] = oo, then X is
strongly eroded if and only if we have floo(l—ﬂ?w(u))(l—i— 1S9 (u)|?) " du = oo.

In fact, the proof of Theorem 4.8 shows that, under the assumptions of The-
orem 4.8, 51 is either locally bounded (making X abrupt) or everywhere infinite
(making X strongly eroded). Cases (i) and (ii) in Theorem 4.8 are in some sense
generic, but they do not exhaust the class of infinite variation Lévy processes, see
Examples 4.5 and 4.7 below. In fact, Example 4.5 defines a strongly eroded Lévy
process, outside of the scope of Theorem 4.8, with the characteristic exponent that
fluctuates between linear and superlinear behaviour as ©v — oco. However, the class
of processes in the union of case (i) and (ii) is closed under addition of independ-
ent summands. Similarly, cases (ii-a), (ii-b) and (ii-c) are not exhaustive within (ii).
However, for neither case (i) nor case (ii) to hold, it is necessary that |¢)(u)| fluctuate
between (sub-)linear and superlinear functions of |u|, suggesting that most Lévy pro-
cesses satisfy the assumptions of Theorem 4.8. Furthermore, any infinite variation
process satisfies [ u™2[Rep(u)|du = oo (by Lemma 2.37, see also [78, Prop. 1.5.3]),
which further restricts the Lévy—Khintchine exponent of any process outside of the
domain of Theorem 4.8. Note that this class is not empty, see Examples 4.6, but
for those specific examples we can nevertheless determine whether they are strongly

eroded or abrupt.

A conjectural dichotomy. Our results may be viewed as further evidence for Vigon’s
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point-hitting conjecture (see Conjecture 4.10 below), whose origins go back to Vi-
gon’s PhD thesis [78, p. 10| in 2002 and which implies the following dichotomy for

infinite variation Lévy processes:

Congecture 4.9. Any infinite variation Lévy process is either abrupt or strongly

eroded.

In order to understand the relationship between Conjecture 4.9 and Vigon’s
point-hitting conjecture, recall first that the process X hits points if for some = € R,
the hitting time T, = inf{t > 0 : X; = x} is finite with positive probability. If X
has infinite variation, Theorem A.29(b) implies that P(7, < co) > 0 for some = € R
if and only if P(T, < oo) > 0 for all z € R.

Congecture 4.10 (|80, Conject. 1.6]). Let X be an infinite variation process and for
any r € R define the Lévy process X () = (X¢—7t)t>0. Then the following statements
are equivalent.

(i) There exists some 7 € R such that the process X () hits points.

(ii) For all 7 € R the process X (") hits points.
(iii) The process X is abrupt.

By Theorem A.29(a), s1(r) < oo is equivalent to X (") hitting points (recall the
definition of s1 in (4.2)). Moreover, by the equivalence in (4.3) and Theorem 2.27, X
is abrupt if and only if 51 is locally integrable on R. Conjecture 4.10 thus says that
the following three statements are equivalent for any infinite variation Lévy process
X: (i) s1(r) < oo for some r € R, (ii) s1(r) < oo for all » € R and (iii) the function
51 is locally integrable on R. In particular, under Conjecture 4.10, the function s;
is either everywhere infinite or locally integrable, thus implying Conjecture 4.9 by
Theorem 4.1, equivalence (4.3) and Theorem 2.27.

The finiteness of s1(r), hinging entirely on the integrability at infinity of the
positive bounded function u — R(1/(1 + iur — ¢(u))), becomes a focal point under
Conjecture 4.10. For instance, Conjecture 4.10 holds if X satisfies the assumptions
of either Proposition 4.7 or Theorem 4.8 (the below proofs of these results establish
that s1 is locally finite on R). The condition §1(0) < oo is equivalent to a number of
probabilistic statements about the infinite variation process X:

e the potential measure of X is absolutely continuous with a bounded density (by

Theorem A.28(a)),

e the point 0 is regular for itself for the process X, i.e. P(Typ = 0) = 1 (by

Theorem A.29),

e the process X possesses a local time field (by Theorem A.22).
In principle, any of these properties may hold for X but not for some X ™). Conjec-

ture 4.10, which asserts that this is not the case, can thus be equivalently stated by
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substituting “hitting of points” with any of the three properties in the bullet-point
list.

The structure of Conjecture 4.10, in terms of varying drifts, is natural as a
number of properties of infinite variation processes are known to be invariant under
addition of a deterministic drift and, more generally, under a perturbation by an in-
dependent finite variation process Y. For instance, as Vigon shows in Theorem 2.31,
if the infinite variation process X creeps in either direction, then X +Y also creeps in
the same direction. Despite Vigon’s extensive body of work in the area over the years
(see |77, 78, 79, 80]), to the best of our knowledge Conjecture 4.10 remains unsolved.
In Conjecture 4.9 we offer a weaker conjectural dichotomy and prove that, if it holds
for X then it holds for X + Y, where Y is any finite variation process independent of
X, see Proposition 4.5. As Conjecture 4.9 remains unsolved in spite of our efforts,
in conclusion we only remark that it implies the existence of a strongly eroded Lévy
process with high activity of small jumps, i.e. Blumenthal-Getoor index arbitrarily

close to two (see Example 4.7 below).

§4.1.1.3 Infinite time horizon

Given any Lévy process X (possibly compound Poisson with drift), define the quant-
ity | :== liminf; ,o X/t € [—00,00]. The convex minorant Cn, of X on the time
interval [0, 00) is finite a.s. if and only if [ € (—o0, 0] by Remark 2.21 (recall from
Kolmogorov’s zero-one law shows that the limit [ is a.s. constant); otherwise, Coo
equals —oo on (0,00). By Corollary 2.19, when [ € (—00, 00|, Cx is also piecewise
linear and the slopes of the faces of C lie on the interval (—oo,l). Whenever the ex-
pectation EX is well defined, i.e., if min{IEX;", EX| } < oo, Theorems A.13 & A.14
imply that [ = EX; = limy_,o X/t a.s. Otherwise, we have IEXlJr =EX, = oo and

the following theorem (see also [32]) characterises [.

Theorem 4.11 ([31, Thm 15]). If EX;" = EX; = oo, then | € {—00, 0} and
]

/(—oo,—l) fom v([max{1,y},o0))dy

=00 if and only if v(dz) < co. (4.6)

Hence, the convex minorant and concave majorant of X are both finite a.s. if
and only if E|X;| < oo, and in that case [ = EX; = lim;_,o, X;/t a.s.

Proposition 4.12. Suppose | € (—o0, 0], then we have limy_,oo CL () =1 a.s.

Proposition 4.12 implies that the set of slopes Sy, of the convex minorant Cy
satisfies | € L7 (Sx) and Soo C (—00,1) a.s. whenever [ € R. This means that C

becomes nearly parallel to the line ¢t — It as t — 00; however, this does not entail
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any additional continuity for C’_ (other than during its intervals of constancy) as
it does not occur at a finite time. In particular, Proposition 4.12 shows that, if

l € (—00, 0], then S is an infinite set even for compound Poisson processes.

Proposition 4.13. Suppose | € (—oo,0]. Let S be the set of slopes of the convex
minorant C of an arbitrary Lévy process X (possibly compound Poisson with drift)

on the time interval [0,1]. Then we have
L(S0) = {1} U(L(S) N (—0,1)) a.s. (4.7)
Moreover, for any s € (—00,1), we have P(s € L¥(Sx)) = P(s € £LE(S)) € {0,1}.

As a consequence of Propositions 4.12 & 4.13, the limit set £(Sy) is constant
a.s. The results in §4.1.1.1 & §4.1.1.2 together with Propositions 4.12 & 4.13 yield
the following.

Corollary 4.14. Suppose X has finite variation and | € (—oo,00]. Let I, be the
mazimal open interval of constancy of CL_ corresponding to slope r. Then C._ is
discontinuous on UTGSOO OI, o0, lower bounded and limy_,o, C%_(t) =1 a.s. Moreover,
the following statements hold:

If X has finite activity, then

(i) C has infinitely many faces with L(Soo) = 0 when | = oo and otherwise
L7 (8x) = {1} and LT (Sx) = 0.

If X has infinite activity, then:

(ii) If I € (y0,00], then the process t — X — ot attains its infimum on [0,00) at
a unique time v and L(Seo) = {0,1} if I < 0o and otherwise L(Sx) = {10}
Moreover,

(ii-a) if I+ = I_ = o0, then v € (0,00) and CL (v—) = CL (v) =7 € L™ (Seo) N
L1(8x) a.s.,
(1-b) if I_ < oo, then v € [0,00), P(v =0) € (0,1], C.(v) =0 ¢ L™ (Sxo) and,
on the event {v # 0}, we have C._(v—) < vy a.s.,
(1i-c) if I+ < 0o, then v € (0,00), C'(v—) = v ¢ L1 (Sx) and we have C'(v) >
Y a.S.
(iii) Ifl € (—00,70], then L™ (Sx) = {l} and LT(Sx) = 0.

Corollary 4.15. Assume that X has infinite variation and | € (—o0, 00|, then
inf Soo = —o0 a.s. Moreover, C._ is continuous if and only if fol P (X /t €
(a,b))dt = oo for alla < b < .

Again, under Conjecture 4.9, the Lebesgue-Stieltjes measure dC/_ is either

purely atomic or purely singular continuous.
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§4.1.2 Related literature

The smoothness of the convex hull of planar Brownian motion goes back to Paul
Lévy [51]. In [30], the authors establish lower bounds on the modulus of continuity
of the derivative of the boundary of the convex hull (see [30] and the references
therein). These results all concern the spatial convex hull of Brownian motion while
we consider the time-space convex hull of a real-valued Lévy process X, i.e. the
convex hull of ¢ — (¢, X;). However, in our context it is also natural to enquire about
the modulus of continuity of the convex minorant of X, a topic that is addressed in
Chapter 5.

In [21], Bertoin describes the law of the convex minorant of Cauchy process in
terms of a gamma process, establishing the continuity of its derivative. The result
relies on an explicit description of the right-continuous inverse of the slope process of
Cauchy process (see [38, 40] and [57, Ch. XI| for similar characterisations for other
Lévy processes). Our approach is instead based on the stick-breaking representation
of the convex minorant of Lévy process first established in [64] (see also [1, 38, 63]).
This is an important stepping stone for our results in §4.3 below.

The abruptness of a Lévy process X is closely connected via (4.1) to the proper-
ties of the contact set between X and its a-Lipschitz minorant (the largest Lipschitz
function with derivative equal to £a a.e.) or between X and its convex minorant.
This connection also has a geometric interpretation. By [2, Thm 3.8, the subor-
dinator associated to the contact set between the process X and its a-Lipschitz
minorant has infinite activity if and only if (4.1) holds for the interval I = [—a, a].
By Theorem 4.1 this subordinator has infinite activity if and only if C' has infinitely
many faces whose slope lies on [—a, a]. When this occurs, the Lévy process remains
close to the a-Lipschitz minorant after touching it [2, Rem. 4.4]. We also observe this
behaviour at every contact point between the Lévy process and its convex minorant
when the latter is continuously differentiable. In contrast, an abrupt Lévy process
must leave its convex minorant sharply after every contact point in the same way it
leaves its running supremum [77] (see also [80]). This strengthens the contrasting be-
haviour between abrupt processes and strongly eroded processes, cf. the conjectural
dichotomy in §4.1.1.2 above.

§4.1.3 Organisation of the chapter.

The remainder of this chapter is organised as follows. In §4.2 we illustrate the
breath of the class of strongly eroded Lévy processes. In particular, we show that

even within the class of Lévy processes with regularly varying Lévy measure at
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zero, a wide variety of behaviours is possible. In §4.3 we introduce and establish a
zero-one law for the stick-breaking process (see Theorem 4.18 below), which implies
Theorem 4.1. Theorem 4.2 and all other results of §4.1 are established in §4.4.
In §4.6 we describe informally, in terms of the path behaviour of the process X
as it leaves 0, what appears to be the main stumbling block for establishing the
dichotomy in Conjecture 4.9 and, more strongly, Vigon’s point-hitting conjecture
(see Conjecture 4.10 above). The analytical behaviour of an arbitrary piecewise

linear convex function and its right-derivative is described in §4.5.

§4.2 Is an infinite variation Lévy process strongly eroded?

Examples and counterexamples

The class of strongly eroded Lévy processes has a delicate structure, depending
crucially on the fine behaviour of the Lévy measure at zero. In this section we
present evidence for the following principles for constructing strongly eroded Lévy
processes, as well as study their limitations. Heuristically, the boundary of the
convex hull of the path of an infinite variation Lévy process X becomes smoother as

any of the following occur:
(I) the jump activity decreases (cf. Example 4.9);
(IT) the small jumps become more symmetric (cf. Examples 4.9 and 4.10);

(ITI) at zero, the Lévy measure “approaches” that of a Cauchy process (cf. Ex-

ample 4.1).

However, as we shall see from the examples below, the following features are also
demonstrated: (I) a decrease of the straightforward measure of the jump activity,
such as the Blumenthal-Getoor index, appears not to be sufficient for X to be-
come strongly eroded, cf. Example 4.7; (II) there exist both asymmetric strongly
eroded processes with one of the tails of the Lévy measure at zero dominating (i.e.
IS (u)|/Rep(u) — oo as |u] — oo, where 1 is the characteristic exponent of X), cf.
Example 4.10, and symmetric abrupt processes; (III) there exist abrupt processes
attracted to Cauchy process, cf. Example 4.2. We further show that the classes
of abrupt processes (i.e., with £(S) = ) and strongly eroded processes (i.e., with
L(S) = R) are not closed under addition of independent summands. Moreover,
the sum of a strongly eroded and an independent abrupt process may be either ab-
rupt or strongly eroded, cf. Examples 4.6 and 4.10. In addition, a subordinated

abrupt process of infinite variation may be either abrupt or strongly eroded, while
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a subordinated strongly eroded process may (but need not) be strongly eroded, cf.
Example 4.11.

§4.2.1 Near-Cauchy processes

We begin with processes in the domain of attraction of a Cauchy process. Already
in this class, we will see how easily a minor change in the jump activity of a process
turn a strongly eroded process into an abrupt one. In particular, it is clear that
information that does not capture the asymmetry of ¢ (such as the indices Sy and
[— defined in (2.3) & (2.4)) will have limitations in determining whether X is strongly

eroded or abrupt.

Ezample 4.1 (Domain of normal attraction to Cauchy process). Suppose that X/t
converges weakly as t | 0 to a Cauchy random variable S with density proportional
to z = 1/(A\2 + (x — X2)?) on R for some A\; > 0 and Ay € R. Then X is strongly
eroded. Indeed, lim; o P(X¢/t € (a,b)) = P(S € (a,b)) > 0 for any a < b by
assumption, so Theorem 4.1 immediately gives the claim. Such an assumption is
satisfied if, for instance, 77 (z)x — ¢, 7~ (xz)z — ¢ and f(fl,fz}u[r,l) yv(dy) — ¢ as
x } 0 for some ¢ > 0 and ¢/ € R by Theorem 2.12. A
Ezample 4.2 (Domain of non-normal attraction to Cauchy process). Assume the
characteristic exponent of X is given by ¢ (u) = iuy+ [ (€™ —1—iuxl_y 1)(x))v(dz)
for u € R where v is symmetric with 7 (z) = 27 !p(x), > 0, for a slowly varying
function p at 0 with lim, o p(x) = co. By symmetry, we have f{m§|y\<1} yv(dy) =0
implying that (y — f{x§|y‘<1} yv(dy))/(zvt(x)) = v/p(x) — 0 as x | 0. Thus,
Theorem 2.12 imply that X;/h(t) converges weakly as t | 0 to a Cauchy random
variable S for an appropriate function h (given in terms of the de Bruijn inverse
of p) with non-constant ratio h(t)/t that is slowly varying at 0. However, X may
be abrupt or strongly eroded. In fact, S (u) = yu and Ri(u) is bounded between
multiples of |u|p(1/|u]) as |u| — oo by Lemma 4.17 below. Hence (4.3) and The-
orem 4.1 show that X is abrupt (resp. strongly eroded) if fol(a:p(x))*lda: is finite
(resp. infinite). Intuitively, as shown by the following examples, a sufficiently large
p may make X sufficiently different from a Cauchy process, resulting in an abrupt
process X. Pick p(z) = log(1/x)*1(g1/2)(x), then X has infinite variation (since
fol 27 p(z)dr = o0) and is abrupt since fol(xp(x))*ldx =1/log(2) < oco. If instead
p(x) = log(1/x)1(9,1/2)(z), then X is strongly eroded as fol (wp(z))~ldr =00. A

Next we consider 1-semi-stable and weakly 1-stable processes, both of which

have relatively simple characteristic exponents.

Ezample 4.3 (Weakly stable processes). Let X be a (possibly weakly) 1-stable pro-
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cess, i.e., with Lévy measure v(dz) = |2 ~2(c4 L(g,00) (%) + ¢~ 1 (_co,0)(x))dz for some
cy > 0with ey +c_ > 0. If c; = c_, then X is Cauchy (strictly 1-stable), has infinite
variation, ¢ (u) = —6@|u| for some 6 > 0 and X is strongly eroded by Theorem 4.8(i).
If ¢4 # c_, then X is weakly 1-stable, has infinite variation, is not attracted to a
Cauchy process as t | 0 (see Example 2.2), ¥(u) = —0|u|(1 + i8sgn(u) log |u|) for
some ¢ > 0, 8 € R\ {0} (where sgn(z) := 19 )(z) — I(—a0,0)(z)) and X is abrupt
by Proposition 4.7. Since the symmetrisation of a weakly 1-stable process is Cauchy
(strictly 1-stable), the class of abrupt Lévy processes is not closed under addition

even within the class of weakly stable processes. A

Ezample 4.4 (Semi-stable processes). Let X be a 1-semi-stable process (see Defini-
tion A.31). Then, by Theorem A.32 and Proposition A.33, X has infinite variation
and there exists a positive constant b > 1 such that the Lévy measure v is uniquely
defined as a periodic extension of its restriction to (—b,b) \ (—1,1). Moreover, by
Theorem A.36, if X is strictly 1-semi-stable (i.e. if f(—b,b)\(—l,l) zv(dz) = 0), then
s1(r) = oo for all r € R, in which case X is strongly eroded by Theorem 4.1 and (4.3).
Otherwise (i.e., if X is not strictly 1-semi-stable), then s; is locally bounded by The-
orem A.36, making X abrupt. In both cases, the tails of the Lévy measure of X need
not be regularly varying at 0. In particular, this gives examples of strongly eroded
processes with possibly asymmetric Lévy measures that are not regularly varying at

0. However, all these examples have f_ = 54 = 1. A

§4.2.2 Oscillating characteristic exponent

The fact that abrupt processes are not closed under addition is obvious since any
strongly eroded process is the sum of two spectrally one-sided processes, both of
which creep and are thus abrupt. In contrast, proving that strongly eroded pro-
cesses are not closed under addition requires us to look at processes with oscillating
characteristic function in the sense that |¢)(u)/u| has a finite lower limit and an

infinite upper limit as |u| — oo.

Ezample 4.5 (Strongly eroded with mild oscillation). Define p : (0,e7¢) — (0, 00)
given by p(1/z) := (1+sin(loglogz)?-log z - (loglog 2)?) 1 ce o) (x). We claim that p
is slowly varying at 0. By Karamata’s representation theorem (see Theorem A.50),
it suffices to show that h(z) = log p(e~*) (i.e. p(z) = eM1o8(l/2))) satisfies b’ () — 0
as  — oo. This is easy to see in our case since we have h(z) = log(1 + sin(log x)? -
z - (logz)?), establishing the slow variation of p.

Let X be symmetric with v(dz) = a:_Qp(\a:|)]l(Oje_e)(\x|)dx (note that v is a
Lévy measure since p € LL (0) as |p(z)] = O(Jz|7¢) for any ¢ > 0 by Potter’s

loc
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bound (Theorem A.53)) and o = 0, implying that 3 (u) = 0 and the even function
—Rp(u) = |R(u)| is bounded between multiples of |u|p(1/|u]) as |u| — oo (see
Lemma 4.17 below). Thus, for some ¢ > 0 and all sufficiently large |u|, (4.5) gives

R 1 B 1 —Re(u)
L +iur —(u)  u?r? 4+ (1 — Rp(u))?
C
Z Tul (L + sin(log log [u])2 - log [u] - (log log [u])%)’

We claim that X is strongly eroded. To see this, note that sin(km + u)? < u?
for any £ € N and u € R, implying that sin(loglogu)? - (loglogu)? < 1 for u €
[exp(eF™=1/(k™) "exp(e*™)]. Hence, we have

o du o0 exp(eF™) du
/ . >y /
ce u(1+sin(loglogu)? -logu - (loglogu)?) = Joxp(ehn=1/(km)) 2ulogu
R
N 2k
k=1

proving that X is strongly eroded. We note here that Theorem 4.8 is inapplicable

as liminf, , [ (u)/u| < oo and limsup,,_, [ (u)/u] = co. A

Ezample 4.6 (Eroded processes are not closed under addition). Define the function g :
(0,e7¢) = (0, 0) given by o(1/x) = (1+cos(loglog x)?-log z- (loglog )?) L ce o0) ().
A similar argument to the one made in Example 4.5 above shows g is slowly varying at
0 and yields another strongly eroded process. However, the sum X of such a process
and the one from Example 4.5 above is symmetric with Lévy measure v([z,00)) =
2712 + log(1/z)(loglog(1/2))*)1(g c—e)(x) for all 2 > 0. Lemma 4.17 then implies
that for some ¢ > 0 and all sufficiently large |ul, (4.5) gives

1 1 c

e i — o) S T=Ro(w) = Ju] -Tog|u] - (loglog [u] 2

Since [ (u-logu-(loglogu)?) 'du = 1 < 00, the process X is abrupt by Theorem 4.1
and (4.3). A

The fluctuations present in the previous examples are tame enough for us to
determine decisively that s; is identically infinite and hence not locally integrable.
In the following example we find a symmetric process for which we may show that
$1(0) = oo but for which, as a consequence of the heavy oscillations of its charac-
teristic function, it is incredibly hard to find whether s;(r) is finite or not for any
given 7 # 0. The oscillations of the characteristic exponent in particular satisfy
both liminfj, o [¢(u)| = 0 (hence B— = 0) and limsupj,_ [¢(u)]/|u|* > 0 for
a constant « € (1,2) (which in fact agrees with ;) that may be taken arbitrarily
close to 2. In particular, this symmetric process is a prime candidate for one of the

two interesting possibilities: (I) a counter-example to Conjecture 4.10, as §1(0) = co
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but s;(r) is possibly finite for some r # 0 (which may possibly result in a non-
eroded, non-abrupt process) or (II) a strongly eroded process with path variation
B+ = a € (1,2) arbitrarily close to that of a Brownian motion. When the process is

asymmetric, however, it is abrupt.

Ezample 4.7 (Can an eroded Lévy process have path variation close to that of
Brownian motion?). We recall the definition of Orey’s process [58]. Fix any a €
(1,2), cx > 0 with ¢ + c— > 0 and integer n > 2/(2 — a). Set 0 =0, v = 0 and
V=3 enn®(ctba, + c_6_q,) for a = 277", Then we have f(—l,l) |z|v(dx) =

(cr+co) D en al=® = oo, making the associated Lévy process of infinite variation.
Since cos(2km) = 1 for every integer k and 1 — cos(z) < 2?2 for z € [0, 1],
R (27 /ay) s o = k n_k
B AT AT 1 — cos(2 =N " 29" (1 — cos (27277
cr 1) kz a, “(1 — cos(2mwax/an)) Z (1 —cos (2m )
=1 k=1
> k > k
< 472 20" —(2—a)n® _ 4.2 —n"((2—a)n”—-2)
<d4r® ) 2 4?2 —— 0,
k=n+1 k=1

where the limit follows by the monotone convergence theorem and the inequality
n > 2/(2 — ). Thus, we conclude that liminf,_,~ |R¢(u)| = 0. Similarly, we have
—alRY(r/an) = (er + c-)al T3 a5 (1 — cos(rag/an)) > ey + c_), implying
lin 54Dy o0 [0/ > 2(c + ),

Suppose ¢y = c_. Then ¢ = 0 and, since v — 1/(1—1)(u)) is the characteristic
function of X,,, where e; is a unit-mean exponential time independent of X, and
lim supjy 00 1/(1 — 9 (u)) = 1 > 0, the Riemann-Lebesgue lemma implies that Xe,
is singular continuous. In particular, u +— 1/(1—1(u)) is not integrable on R, giving
$1(0) = oco. If instead c4 # c—, then X is abrupt by Proposition 4.7.

Furthermore, we note that 5 = 0 and B+ = «, with the strong oscillation
of 1 resulting in a large gap between these indices. To see that 8, = «, note
that f(—l,l) lz[Pr(da) = 23°0%  2(@=P)1" where the sum diverges for all p < o and
converges for all p > a. Since 72(u) = 2 D neN, an <u ar ", the lower limit of u =252 (u)
is attained along the sequence a,, and

liminf a,,°5%(a,) = liminf2 Y 220" ~C-on" = liminf2) 9" (=" =2) —

n—00 n—00
k=n+1 k=1

by the monotone convergence theorem. A

§4.2.3 Lévy measure with regularly varying tails

We begin with some estimates on the characteristic exponent ¢ (u) for u € R
(see (2.1)) in terms of commonly used functions of the Lévy measure for the proofs

of Proposition 4.6 and Lemma 4.17 below. Recall, from (2.2), the functions &2(x),
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v(x) =v(R\ (—z,z)) and ¥(z) = f(—l,l)\(—x,x) yv(dy), for x > 0.

Lemma 4.16. (a) For any u # 0, 3u?52(|Ju| ™) < =Rep(u) — Fu?0? < 20(2u|™!) +
Fu?e? (2ul™1).

(b) For any |u| > 1, we have |3 (u) + (F(|u|~') — u| < 27 (Ju[ ™) + D(|u| ).

Proof. (a) Note that %x21{|x|<1} < 1—cos(z) < $min{z? 4} for all € R. Integ-

rating then gives

1 1 .
5 (0L uagenyr(do) < [ (1= cosua)u(de) < 5 [ min(ua)?, 4}u(ao)

implying the inequality in (a).
(b) First note that

/(sin(ux) —uzlly|y<1y)v(dr) = —u (Ju| ™) + /(sin(ua:) — Uz {jyz|<1y)V(dT).
R R

Hence, integrating |sin(uz) — urlyjyq<13| < %l{‘ux‘d}uzaﬂ + Ljuaz|>1} gives the
result. O

Assume throughout the remainder of this section that, for some « € [0, 2], the

functions
p_(z) = z%((—o0, —z]) and pi(z) =z%([z,00)) for xz € (0,1), (4.8)

are slowly varying at 0 (see definition in §1.5). The infinite variation of X requires

either @ > 1 or o2

> 0. However, if either o > 1 or ¢ > 0, then X is abrupt
by Proposition 4.6. Thus, without loss of generality we assume a = 1 and ¢ = 0
throughout the remainder of this section. Moreover, since we may modify arbitrarily
the Lévy measure of X away from 0 without changing £(S) (by Proposition 4.5),
we may assume that v is supported on (—1,1).

The following result controls the real and imaginary parts of the characteristic
exponent . This is important in determining whether X is abrupt or strongly
eroded because they feature in the integrand in the definition of s;(r). The proof of
Lemma 4.17 is based on Karamata’s theorem and the elementary estimates from
Lemma 4.16. Define p(z) = py(x) + p—(z) and gy(x) = fxl t~1pi(t)dt for
x € (0,1). Note that the infinite variation of X is equivalent to fol v p(z)dr = oo,
which is further equivalent to lim,|o(o4(x) + 9—(z)) = oco. Moreover, we see that
the functions g4 are slowly varying at 0 with lim, o p+(x)/p+(z) = oo by Proposi-
tion A.54.

Lemma 4.17. Suppose o = 0 and the Lévy measure v is supported on (—1,1) and
satisfies (4.8) for o = 1. Then7 in (2.2) satisfies ¥(x) = p4(z) + p+(x) — (p—(z) +
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o—(x)) for all x € (0,1) and, as |u| — oo,
Rip(u) = fulp(jul™t)  and  Sp(u) = (v =7 (lu|™"))u+ O(lulp(jul ™). (4.9)

Proof. The formula for 7 follows by applying Fubini’s theorem. Similarly, Fubini’s

theorem yields
o2 (z) = /( o y?v(dy) = /0 ' 2y(w(y) — v(x))dy = /0 ’ 2yv(y)dy — °v().

Note that 7(z) = 2~ tp(x) for all z € (0,1). Karamata’s theorem (see Theorem A.55)
then shows that [ 2yw(y)dy ~ 2zp(x) while 2*v(x) = zp(z), implying that 72 (z) ~
zp(x) as x | 0. Then the estimates in (4.9) follow from Lemma 4.16. O

Lemma 4.17 provides sufficient control over the characteristic exponent of X in
two regimes: if v is near-symmetric (defined by the condition F(z) = O(1) as x | 0,
see definition in (2.2)), or if v is skewed (defined by lim, o 2~ 17(x) /7(x) € {—o0, o0},
which is equivalent to limg (94 () — p—(x))/p(x) € {—o0,00} by Lemma 4.17),
motivating the two ensuing subsections. In the remainder of this section we freely

apply equivalence (4.3) and Theorems 4.2 and 4.8.

§4.2.3.1 Near-symmetric Lévy measure

Suppose 7 in (2.2) satisfies 7(z) = O(1) as z | 0 (e.g., ¥ symmetric). By Lemma 4.17,
Sy (u)] = O(jul(L vV p(jul™))) = O(Ju| v Rep(u)) as |u] — oo, where x v y =
max{z,y}. Thus, the integrand in the definition of s;(r) is asymptotically sand-
wiched between multiples of p(1/|u|)/(u(1 4 p(1/|u|)?)) as |u| — oo for all r # ~.

Example 4.8 (Near-symmetric with high activity). Suppose liminf, o p(z) = oc.
Then liminf,| o [¢(u)/u] = 0o by Lemma 4.17, so Theorem 4.8(ii) shows that X
is either eroded or abrupt. Moreover, by Lemma 4.17, we have as |u| — oo,

1 B 1 — Rep(u) 1 1

xR y ~ ~ )
tiur —p(u) (1= Rep(w)? + (ur = Sp(w)?  RY(u)  |ulp(lul~)
Thus, X is strongly eroded if and only if x +— 1/(zp(z)) is not integrable at 0. A

Ezample 4.9 (Near-symmetric with low activity). Suppose limsup,,p(z) < oo.
Then Lemma 4.17 implies that lim supj,|_, [¥(v)/u| < oo so Theorem 4.8(i) shows
that X is strongly eroded. A

§4.2.3.2 Skewed Lévy measure

Suppose lim; oz 'y (z)/v(z) € {—o00,00} (which is equivalent to lim,|o(py(x) —
p_(2))/p(x) € {—oc0,00}), where 7 is defined as in (2.2). This is the case if,
for instance, we have liminf, o (z)/p—(z) > 1 or limsup,,p+(z)/p-(z) < 1
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by Proposition A.54. Moreover, either of these inequalities essentially imply that
X is abrupt. More precisely, if the maps = — v([z,1)) = 27 p,(z) and = —
v((—1,—x]) = 27 1p_(x) are eventually differentiable with a monotone derivative
as x | 0, then the monotone density theorem (see Theorem A.57) shows that the
respective derivatives are asymptotically equivalent to —z 2o, (z) and —z~2p_(z).
Hence, the Radon-Nikodym derivative v(dx)/v(d(—z)) is asymptotically equivalent
to p4(x)/p—(x) as x | 0. Thus, either of the limits liminf, o o4 (z)/p—(z) > 1 or
limsup, o 4 (7)/p—(z) <1 imply that X is abrupt by Proposition 4.7.

The following example shows that the condition in Proposition 4.7 is close to
being sharp. It constructs strongly eroded processes whose asymmetry, quantified by
the quotient (p4(z)—p—(z))/p—(x) > 0, converges (arbitrarily) slowly to 0 as = | 0.
Clearly, the roles of p4 and p_ could be reversed without affecting these conclusions.
Moreover, since Cauchy process is strongly eroded but spectrally one-sided infinite
variation processes are abrupt, the following example also shows that the sum of an
abrupt process and an independent strongly eroded process may result in an abrupt

or a strongly eroded process.

Ezample 4.10 (Low asymmetry). Suppose that o (z) = (p(z) + q(z))1 (e (7) and
o () = p(x)le) (x) for positive slowly varying functions p and ¢ defined on
(0,€). Define recursively log!!)(z) = logz and log" ™V (z) = log(log™ (z)) for
n € N. Fix n € NU {0}, define the functions p(z) = 1/]]}_, log®™(1/x) and
q(z) = p(x)/log™ ) (1/z) (where an empty product equals 1 by convention) and
choose ¢ sufficiently small to ensure p and g are both positive and the maps = —
27 o1 (x) are monotone on (0,¢). Then Lemma 4.17 gives |Rv(u)| ~ |u|p(1/]u]) and
Sw(w)| ~ Jullog™ 2 ([u]) as [u] — oo. Since Jul~p(1/[ul)/(og™ ) (|u]))? is not
integrable at infinity, then s,(r) = oo for all € R, making X strongly eroded with
slowly varying asymmetry g, (z)/p_(z) — 1 = q(z)/p(z) = 1/log™* ) (1/2) — 0
as | 0 and, furthermore, with |S¢(u) /Ry (u)| =~ log™+ 2 (Ju|)/p(1/|u|) — oo as

A similar analysis shows that the choice ¢(z) = p(z)/log™(1/z) instead leads
to an abrupt process. We point out that, in either case, p cannot be much smaller
since the infinite variation of X requires the function u=2|Ry (u)| ~ |u|~*p(1/|ul) to

be non-integrable at infinity by Lemma 2.37. A

§4.2.4 Subordination

Let X be an infinite variation Lévy process and Y be an independent driftless subor-
dinator with Fourier-Laplace exponent ¢(u) := log E[exp(uY7)] for any u € C with
Ru < 0. Then, for any ¢ > 0, the subordinated process Z = (X¢ity;)e>0 is Lévy
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with characteristic exponent given by u — ¢(¢(u)) + cip(u). The following example
shows that subordinating an abrupt processes can result in either an abrupt or a
strongly eroded process Z and that subordinated strongly eroded processes can still

be strongly eroded.

Ezample 4.11 (Subordinating abrupt and strongly eroded processes). (a) Suppose
X is a Brownian motion, Y is an a-stable subordinator (with o € (0,1)) and ¢ = 0.
Then Z is a symmetric 2a-stable process, making it abrupt for o > 1/2, strongly
eroded for v = 1/2 and of finite variation for a < 1/2.

(b) Suppose ¢ > 0 and (Xy;)>0 is of finite variation. Then Z = (Xeyy,)e>0
can be decomposed as the sum of two independent processes, one with the law
of (Xct)e>0 and the other with the law of (Xy,);>0. Thus, Proposition 4.5 implies
L(Sx) = cL(Sz), where Sx and Sz are the set of slopes of the convex minorants of
X and Z, respectively, with convention cA = {ca : a € A} and cf) := ().

(¢) Suppose lim|y | [1(u)/u| = 0o and ¢ > 0 (implying that Z is of infinite vari-
ation). For any R € (0, ¢) there exists some K > 0 such that for all |z| > K, we have
|¢(2)| < R|z| by Example 2.1. Thus, Z satisfies the conditions of Theorem 4.8(ii),
making the process either strongly eroded or abrupt.

(d) Suppose limsupj,|_,q [¥(u)/u| < oo and Z is of infinite variation. Then, for
some R > 0 there exists K > 0 such that we for all |z| > K have |¢(z)| < R|z| by
Example 2.1 implying that Z satisfies the assumptions of Theorem 4.8(i), making it
strongly eroded. In particular, this is the case if X is symmetric Cauchy of unit scale
(i.e. the law of X has parameters (A1, A\2) = (1,0) as in Example 4.1 above), ¢ =0
and Y has Lévy measure vy (dt) = t~2(log(1/t)) 21 (g1)(t)dt. Indeed, it suffices to
verify that Z has infinite variation. By Example 2.1 the Lévy measure vz of Z is
given by the formula vz (dz) fO (X; € dz)vy (dt), thus Fubini’s theorem yields

/ dt
(1,1

’)]:r\uz(dx):/( . yx\/ P(X, € da) s
2 [t log(1+1t72)
/ / t2+m2 s = ) wosttp

/0 thog(l/t)
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§4.3 Zero-one law for stick breaking and the slopes of the

minorant

For T > 0, let (¢,)nen be a uniform stick-breaking process on [0,7], defined in
Definition 2.17. Let (Vj,)nen be an iid. sequence of U(0,1) random variables,
independent of the stick-breaking process (¢, )nen. Recall that a measurable function
fon Risin Li (0+) if for some & > 0 it satisfies [ [f(¢)|dt < co. The following
zero-one law, which does not involve the Lévy process X, is key for the analysis of

the regularity of the convex hull of X.

Theorem 4.18. Let ¢ : Ry x [0,1] — Ry be measurable and bounded. Define
Y = > 00 p(ln, Vi) and the function ¢ : t — fol o(t,u)du. Then X is either

finite a.s. or infinite a.s., characterised by
Yr<oo as. =ttt le(t) € L (0+). (4.10)
Moreover, the mean of X is given by EXp = fOT t~1o(t)dt.

Note that, by (4.10) in Theorem 4.18, X7 is either finite a.s. for all T > 0 or
infinite a.s. for all T > 0. Furthermore, the proof of Theorem 4.18 implies that
Y7 < 0o a.s. if and only if ¢+ t71®(t) € LL (0+), where ®(t) := ¢t~ fg ¢(s)ds.

loc

Proof. Proving that Y7 is either finite a.s. or infinite a.s., according to (4.10), re-
quires three steps. First, we show that the events {7 = oo} and {S7 = oo} agree
a.s., where Sy = Y02 ®(Ly). Second, we use the Poisson process embedded in
the stick remainders (Ly, )nen to establish that P(Sp = oo) = 1 if fol t=1®(t)dt = oo
and otherwise IP(f]T = o0) = 0. Third, we use the Poisson point process, given
by the stick-breaking process on an independent exponential time horizon, to estab-
lish (4.10).

Define the filtration (Fy)nenutoy by Fo = {0, 2} and F, := o((Ug, Vi); k < n)
for n > 1. Note that the conditional distribution of ¢,,, given F,,_1, is uniform on

the interval (0, L,,—1), implying

Ly_1
Elp(bn, V)| For] = El(n)| Fat] = L1, /0 6(s)ds = B(Ln_1), n €N

Hence, the process (My)nenufoy, given by My == 0 and M, = > (o(lr, Vi) —
®(Li_1)) for n € N, is a (F,)-martingale with bounded increments (recall that ¢
is bounded). By Proposition A.10, the event A := {M,, converges to a finite limit}
satisfies the following equality

A= {supMn < oo} = {inf M, > —oo} a.s. (4.11)
neN neN
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On A we have Xp = iT +1limy, 00 My, implying that X7 = oo if and only if ET = 00.
On the complement of A, by (4.11), we must have sup,,cy M,, = — inf,,en M,, = o0,
implying $7 = X7 = co. Thus, the events {37 = oo} and {S7 = oo} agree a.s.

Note that (—log(Uy))n>1 are iid exponential random variables with unit mean.
Hence, the process (N(t))i>0, given by N(t) == Y% L1 1og(r-11,)<¢} is @ stand-
ard Poisson process. Denote by (N(dx);z € (0,00)) the corresponding Poisson
point process on (0,00). Since Yp = f(070<>) ®(Te *)N(dz), Campbell’s formula
(Theorem A.48) yields the Laplace transform of Y7:

" 00 Y T
log E[exp(—¢¥r)] = —/ (1—e 2Ty = —/ (1- e—q‘l’(”)%, q¢>0.
0 0

Since ¢ is bounded, there exists go > 0 such that 0 < &(t) < 1/gp for all ¢ > 0.
The inequalities /2 < 1 —e™* < z, valid for x € [0, 1], imply the following for all

q € (07q0]:
T T T
(q/z)/0 @(t)% g/o (l—e_q@(t))% gq/o (I)(t)%. (4.12)

The monotone convergence theorem implies

T

S 5 dt

P(X7 < 00) = limE[e 7] = limex (—/ 1—e 10 )
(Br ) q{0 [ ] ql0 P 0 ( ) t
1, tet'®(t) € LL (0+4),

0, t—t'®(t)¢ L _(0+).

loc

Since {7 = 0o} = {&7 = oo} a.s., the first claim in the theorem follows.

In order to prove the equivalence in (4.10), note first that whether the function
t— t71®(t) is in L]
(and thus ¥7) is either finite a.s. for all T > 0 or infinite a.s. for all 7" > 0. Let
E be an exponential random variable with unit mean, independent of (¢,V’) where
= (p)neny and V = (V) )nen. Thus {E7 = oo} = {2 = oo} almost surely, where
Y= hen@UnE/T,V,). Tt is hence sufficient to prove the equivalence between
P(X <oo)=1and t—t1¢(t) € LL (0+).

Since ({pE/T)nen is a stick-breaking process on the random interval [0, E],

(0+) does not depend on T. Hence the random variable Sr

Remark 2.20 and the marking theorem (see Theorem A.49) imply that the process

—_

== 2720:1 (S(gn E/T,V,) is a Poisson point process with mean measure
p(dt,du) ==t te~tdtdu, (t,z) € Ry x [0,1].
Moreover, as ¥ = fR+><[O,1] ©(t,u)=(dt,du), Campbell’s formula (Theorem A.48)
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implies

—logE[equ] :/ (1- efq“’(t’“))u(dt, du)
R+><[0,1]
L (4.13)

:/ (1 —e_q“"(t’“))e —du.
Ry x[0,1] t
There exists g1 > 0 such that for all ¢ € (0,¢1] we have 0 < p(t,u) < 1/q for
all (t,u) € Ry x [0,1]. The elementary inequalities that implied (4.12) yield the
following for all ¢ € (0, ¢1]:

o dt dt e dt
q/ P(t)e ' — < / (1-— efq“’(t’“))efqt—du < q/ (t)e 1 (4.14)

2 Jo t Ry x[0,1] t 0 t
The monotone convergence theorem yields P(X < o0) = limgoE[e %]. Since

Joot e(t)e " dt < oo if and only if ¢ — t71¢(t) € Li (0+), (4.13)-(4.14) imply
that P(X < co) = 1 if and only if ¢ — t~1¢(t) € LL (0+), establishing (4.10).
Recall that Y o2 | E[f(¢,)] = fOT t=1f(t)dt for any measurable f : [0,T] — R,
see e.g. (3.9). Since the stick-breaking process (¢,,)nen and the iid sequence (V;,)nen
are independent, the following holds EXp = > > | E[p(¢,, V,,)] = > 02 E[¢(4,)] =

JT eyt 0

Recall that X is a Lévy process, assumed not to be compound Poisson with drift.
Let F(t,r) = P(X; < x) forallt >0 and # € R. Let u > F~1(t,u) == inf{u €
R : F(t,u) > x} be the right-inverse of z — F(t,z) for every ¢ > 0 and note that
X, L F~Y(t,U) for any U ~ U(0,1). The convex minorant C of the path of X on
the interval [0, 7] is piecewise linear. Take any enumeration of the maximal faces of
C and let g, and d, be the left and right endpoints, respectively, of the n-th interval
of linearity. Then the set of length-height pairs {(d,, — gn,C(dn) — C(gn)) : n € N}
(note that the n-th face of C' has length d,, — g,, and height C(d,,) — C(gn)) of the

maximal faces satisfies the following identity in law:
{(dn = gn, C(dn) — Cgn)) : n €N} L {(l, F 1y, V) : mEN},  (4.15)

see Theorem 2.18 (see also [64, Thm 1]). We stress that the specific enumeration
of the length-height pairs on the left-hand side of (4.15) is not important for our
purposes because the smoothness of C' is determined by the limit set of the quotients
of these pairs. The identity in law in (4.15) and Theorem 4.18 yield the following

result.

Corollary 4.19. Pick a measurable function f : (0,00) x R — R and a measurable
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set I CR. Then we have that P({f(dn — gn, C(dn) —C(gn))) € I} i.0.) €{0,1} and

P{f(dn — gn, Cldn) — Clgn)) € I} i) =1 <= / F( X)) € I)dt
(4.16)

Note that Corollary 4.19 (with f(¢,z) = x/t) directly implies Theorem 4.1

above.

Proof. Define the function ¢ : (s,u) = Lip p-1(su))ery. For any U ~ U(0,1) we

have
1
o(s) = / o(s,u)du =P (f(s, F1(s,U)) € I) =P(f(s,X,) € I) forall s > 0.
0
An application of Theorem 4.18 and (4.15) imply the corollary. O

Remark 4.20. (i) The equality in law in (4.15) follows from the representation the-
orem for convex minorants of Lévy processes in Theorem 2.18 because X is assumed
not to be compound Poisson with drift. Under this assumption, the law of X; (for
any t > 0) is diffuse (i.e. non-atomic) by Lemma 2.2, implying that no two linear
segments in the piecewise linear convex function defined in Theorem 2.18 have the
same slope. Thus all these linear segments are maximal faces. The identity in law
in (4.15) is essentially the content of [64, Thm 1]. Since the proof of [64, Thm 1]
is highly non-trivial and moreover relies on deep results in the fluctuation theory of
Lévy processes, we chose the route above based on Theorem 2.18, whose proof is
short and elementary, requiring only the definition of a Lévy process.

(ii) The limit points of the countable random set Sy := { f(dn — gn, C(dn) —C(gn)) :
n € N} can be determined via Corollary 4.19. Indeed, the set L£(Sy) is determ-
ined by the following countable family of events {|Sy N (a,b)| = oo} = {f(d, —
gn, C(dy) — C(gn)) € (a,b) i.0.}, where a < b range over the rational numbers. In-
deed, x € L(Sy) if and only if |Sy N (a,b)| = oo for all rational a, b with a < z < b.
By Corollary 4.19, the indicator of any such event is almost surely constant, making
the limit set £(Sy) also almost surely constant. Thus, £(Sy) is stochastically inde-
pendent of Sy itself (recall that any a.s. constant random element is stochastically
independent of all other random variables) and is not affected under conditioning
on an event of positive probability such as X not having jumps larger than some
e > 0 on [0,7]. In particular, we may modify the Lévy measure of X by adding
or removing a finite amount of mass anywhere on R\ {0} without altering £(Sy).
These facts will be used throughout the chapter.

(iii) It can be easily shown that, when the time horizon T is an exponential variable

independent of X with mean 1/p, |S N | is a Poisson random variable with mean
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JoSP(Xy/t € Te P Ldt. O

§4.4 Continuous differentiability of the boundary of the

convex hull — proofs

This section is dedicated to proving the results stated in §4.1. Let v be the Lévy—
Khintchine exponent of the Lévy process X, defined as in (2.1), and let (02,7, v) be
the generating triplet of X corresponding to the cutoff function z +— 1(_y 1)().

§4.4.1 Finite variation — proofs

Recall that a Lévy process X has paths of finite variation if and only if 02 = 0 and
f(_l 1 |z|v(dz) < oo, and recall from Remark 2.1 that the natural drift 79 € R of X
is defined by

Yo = — / zv(dz). (4.17)
(7171)

Proof of Proposition 4.8. Since X has finite variation, Theorem A.37 yields that
lim; o X¢/t = 7o a.s. Recall that the positive (resp. negative) half-line is regular for
a process Z with Zy if and only if inf{t > 0: Z; > 0} = 0 a.s. (resp. inf{t > 0 :
Z; < 0} =0 a.s.). Hence, the positive (resp. negative) half-line is not regular for the
process (X; — ct);>o if ¢ > v (resp. ¢ < 7p). Rogozin’s criterion (see Theorem 2.8)
then yields fo t7IP(X; — (o + &)t > 0)dt < oo and fo tIP(X; — (yo — &)t <
0)dt < oo for all ¢ > 0. By Theorem 4.1 we get that, for every € > 0, the set
SNR\ (v0 —&,7 + ¢)) is finite a.s. In particular, S is bounded and for any
r € R\ {yw}, P(r € L(S)) = 0 a.s. Moreover, since X is of infinite activity,
by Theorem 2.18 and Lemma 2.2, the cardinality of the set of slopes S is infinite
implying that it has an accumulation point, which can only be 7g, i.e. vy € L(S) a.s.
In particular, the set of slopes S consists of isolated points with a single accumulation
point L(S) = {0} satisfying 70 ¢ S a.s. (in fact, since X is diffuse, for any z € R
we have P(z ¢ S) = 1 by (4.15)). Hence C’, whose image is contained in the closure
of S, is bounded and discontinuous on |J,.g 01, (recall that I, = (C")~({r})).
Without loss of generality we may assume that X has right-continuous paths
with left limits. In particular, recall that X;_ = limgy X if t > 0 and Xo— = Xp
otherwise. Let v be the last time in [0,7] the process (X; — Yot)i>0 attains its
minimum, i.e. v is the greatest time in [0,7] satisfying min{X,, X,—} — yv =
infyepo,7) (Xt — 0t). Since t — C(t) — Yot is the convex minorant on [0, 7] of ¢
X: — 7ot, if the latter function attained its minimum at two or more times with

positive probability, the former function, which is piecewise linear and convex, would
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have a face of slope zero with positive probability. Since the increments of X are
diffuse by Lemma 2.2, this contradicts the formula for the slopes in Theorem 2.18.
Moreover, v is the a.s. unique time at which the convex function ¢t — C(t) — vt on
[0, T] attains its minimum.

The probability P(v = 0) = P(inf;cjo7(Xt — y0t) = 0) (vesp. P(v = T) =
P(infycpo,71(v0t + X(7—py— — X1) = 0) = P(0 = infyco,77(70t — Xt))) is positive if
zero is not regular for the half-line (—o0, 0) for (X¢ —ot)t>0 (resp. (—X¢+0t)e>0),
which is by Rogozin’s criterion (see Theorem 2.8) equivalent to I < oo (resp.
I < o0). In particular, v € (0,T) a.s. is equivalent to I, = I_ = oco. We proved
above that 7 is the only limit point of S a.s. Thus, by definition of £L7(S) (resp.
L1(8)) in the paragraph containing (4.4) above, 7 is a left (resp. right) limit point
of § if and only if the set SN (—o00,70) (resp. S N (70,00)) has infinitely many
elements a.s., which is by Theorem 4.1 equivalent to I_ = oo (resp. I = 00). Thus
I+ < oo implies £¥(S) = () and LF(S) = {7}, where F = —(&). Furthermore, if vo
is in £1(8S) (resp. £L7(8)), then C'(v) = inf{s > 9 : s € S} = (resp. C'(v—) =
sup{s < v : s € S} = 7p), where the infimum (resp. supremum) is necessarily taken
over a non-empty set. If LT(S) =0 (resp. L7(S) = 0), on the event v € (0,T) we
have C’'(v) = inf{s > vy : s € S} > v (resp. C'(v—) =sup{s <70 :s € S} <),
where the infimum (resp. supremum) is necessarily taken over a finite non-empty

set. This concludes the proof of the proposition. O

Proof of Corollary 4.4. The equivalence Iy = oo <= s1 ¢ L _(yo+) follows from
the equivalence in (4.3). We now prove that Iy = oo is equivalent to the integral
condition in the corollary (the equivalence involving I_ = oo follows from this one
by considering —X). Define the function w(z) = z/ [ v((—oc0, —y))dy, z > 0. We
consider two cases:

(I) v((—00,0)) < oo: then both integrals are infinite. Indeed, since X; > tv
whenever X does not have a negative jump on [0,t], we have P(X; > tvyy) >
exp(—tr((—o00,0))) and hence Iy = oo by definition. The function w is bounded be-
low by the positive constant 1/v((—o0,0)) € (0, 00|, implying f(()’l) w(z)v(dr) = oo
as the infinite activity of X requires v((0,1)) = oc.

(IT) v((—00,0)) = oo: then w(z) is finite for z > 0 and I; = oo is equivalent to
f(O,l) v((x,00))dw(z) = oo by Theorem 2.9, where the Radon measure dw(x) is well
defined since 1/w(x) = 271 [ v((—o0, —y))dy is a non-increasing function as it is
the average over the interval (0, x) of the non-increasing function y — v((—o0, —y)).

The function w is continuous on (0, c0) and, since 1/w(x) > v((—oo0, —x)) — 00 as
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x ] 0, we have lim, o w(z) = 0. By Fubini’s theorem,

/ v((z, 00 / / v(dy)dw(z / / v(dy)
(0,1) 0,1) J (,00) 0,00) 01/\y

- / (1 A y)r(dy) = v([1,00))w(1) + / w(y)v(dy).
(0,00) (

Thus fo on @ (y)v(dy) = oo is equivalent to f(o 1 v((z,00))dw(x) = co and hence to
I+ = oo by Theorem 2.9. U

§4.4.2 Infinite variation — proofs

Proof of Theorem 4.2. First note that the smoothness of the boundary of the convex
hull of X requires X to have infinite variation by Proposition 4.3. Similarly, if X is
of finite variation, then (4.1) fails for any compact interval I with v ¢ I. Thus, both
conditions in Theorem 4.2 require X to have infinite variation, which we assume in
the remainder of this proof.

Since X is of infinite variation, the set of slopes S is unbounded below and
above by Rogozin’s theorem as explained in the first paragraph of §4.1.1.2. This
makes the boundary of the convex hull of X smooth at times 0 and 7. Indeed,
let C~ (resp. C) be the convex minorant (resp. concave majorant) of X over
the interval [0,7]. For a sufficiently small ¢ > 0, we may locally parametrise the
curve (t,C(t)); t € [0,¢] (resp. (t,C(t)); t € [0,¢]) as the curve (¢_(u),u); u €
[C~(€),0] (resp. (¢~(u),u); u € [0,C(¢)]), using a local inverse ¢_ (resp. ¢~) of
C~ (resp. C™). The function ¢_ is continuous, so for any u € (C~(g),0] and all
sufficiently small h > 0 we have

so(u) —s_(u—h) B B B
h Cu—C (o) = H) O (e (u) = C (s (u) — h')’
where h' :=¢_(u) —¢_(u—h) 1 0 as h ] 0. Thus, we have ¢'_(u) =1/(C7) (c_(u))
where ¢’ is the left-derivative of ¢_ and (C~) is the right-derivative of C"~. Simil-
arly, the right-derivatives of ¢~ and C satisfy ¢/ (u) = 1/(C™)'(¢~(u)) and hence,
the concatenation ¢(u) = ¢_(u)1(c—(e),0)(v) +6~(u) L (0,0~ (c))(u) can be used to loc-

ally parametrise the boundary of the convex hull of X around (0, 0) as the curve given
by (s(u),u); u € [C(g),C™()]. Moreover, ¢ is differentiable at 0 with ¢’(0) = 0
since limg o 1/[(C7)/(t)] = limy o 1/|(C7)(t)| = 0 a.s., implying the smoothness of
the boundary of the convex hull of X at time 0. By time reversal, the boundary of
the convex hull of X is also smooth at time 7.

It remains to prove that the convex minorant C of X is continuously differ-
entiable if and only if the condition (4.1) holds for all bounded intervals I. Recall
that the right-derivative C’ is right-continuous by definition, and thus, its image
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equals LT (S)US (see Table 4.2 for all possible behaviours of the right-derivative of
a piecewise linear convex function).

Suppose the boundary of the convex hull of X is smooth a.s., making C’ con-
tinuous a.s. By the intermediate value theorem, since C’ is unbounded from below
and above, its image £ (S) US must equal R. Since § is countable, LT (S)US =R
a.s. implies £L1(S) =R a.s. Since L1(S) C L(S), we have L(S) = R, implying that
S is dense in R a.s. and thus condition (4.1) holds for all bounded intervals 1.

Now assume (4.1) holds for all bounded intervals I. Note that £1(S) N L~ (S)
contains the interior of £(S), so the condition £(S) = R implies LT (S) = R. Since
C'’ is right-continuous and non-decreasing with image £1(S) US = R, it must be

continuous, completing the proof. O

Proof of Proposition 4.5. Recall that Y and Z are possibly dependent Lévy pro-
cesses, X =Y +Z and Y is of finite variation with natural drift b. Let (¢, )nen be an
independent uniform stick-breaking process on [0,7] as defined in Definition 2.17.
For n > 1 define X == X, — D G Y=Y, — Y., and Z =27, — VAR
By Theorem 2.18, the convex minorant of X (resp. Y; Z) has the same law as
the unique piecewise linear convex function with faces ((£,,¢X) : n € N) (resp.
((bn, ¢Y) : n € N); ((bn,¢?) : n € N)). In particular, the sets of slopes Sx, Sy and
Sz (with a.s. constant limit sets) have the same law as the sets {(X /4, : n € N},
{¢Y /0, : n € N} and {¢?/t, : n € N}, respectively, and hence their respect-
ive limit sets are a.s. constant and equal to £(Sx), L£(Sy) and L(Sz), respect-
ively. These limit sets must be constant a.s. by Theorem 4.1. In particular,
L{¢Y /b, : n € N}) = {b} a.s. by Proposition 4.3. The result now follows from the
fact that, for any deterministic sequences (yn)nen and (zp)pen with limg, 00 yn = b,
we have L({yn + 2n : n € N}) = L({2, : n € N}) +b. O

Proof of Proposition 4.6. Our assumption implies that s; is finite and uniformly
bounded. Indeed, by Lemma 4.16(a) and (4.5), we obtain

1 1

27s1(r) = /Rg%l—i—z’ru—z/}(u)du < /Rl_ng(u)du

Ny
r 1+ u?(0® +72(1/|u]))

Thus, Theorem 4.1 and (4.3) imply £(S) = (.

It remains to show that the assumption holds if 6> > 0 or B_ > 1. If 62 > 0
(resp. [— > 1) fix some a € (1,2) (resp. « € (1,5-)) and note that, by the
definition of B_, there exists some K > 0 such that u?(o? + &2 (|u|™!)) > K|u|® for

du < oo.
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all w e R\ (—1,1). Hence, we have

/°° du </°° du < o -
1 1+u2(e?2+352%(1/u) — )1 1+ Ku® )

Proof of Proposition 4.7. We may assume without loss of generality that xg = 1,
v(R\ (~1,1)) = 0 and v = 0, due to Proposition 4.5. If 62 > 0 then X is abrupt by
Proposition 4.6 and if 2 = 0 and either f(—l,O) |z|v(dz) < oo or f(071) zv(de) < oo,

then X creeps and is thus abrupt by Remark 2.32. Thus, it suffices to assume that
02 =0 and Ji 10) v (da) f(01 zv(dz) = co. Decompose X =Y + Z where the
Lévy processes Y and Z are independent of each other and have generating triplets
(0,0,7|(,1y) and (0,0,v[1,)), respectively. Let ¥y and 1z be the characteristic
exponents of Y and Z, respectively. Note that v = 1y 4+ ¥z and recall that the
functions Ry, Ry and Rz are even while S, Sy and Iz are odd. The idea
is to bound the function s; of X uniformly over compact sets by the corresponding
function of Y (note that Y is of infinite variation and creeps, making it abrupt by
Example 2.3).

The assumption implies that f(O,l) f(z)v(dx) > Cf(—l,o) f(=z)v(dz) > 0 for
any measurable function f : (0,1) — [0,00). Thus, the following inequalities hold
for all v > O:

[Repy (u)] < R (u)] < (1+1/c)[Repy (u)], and Sp(—u) > (1 = 1/¢)Sy (—u) > 0.

(4.18)
Fubini’s theorem and the infinite variation of Y imply that f(O,l) v([z,1))dz =
| 0.1) yv(dy) = co. Moreover, for any u > 0, Fubini’s theorem yields

M—l uzx — sin(ux))v(dz l ur — 1)v(de
! —u/m( (uz) <d>2u/(1/u,1)( 1)(dz)

= / / dyv(dx) = / v(ly,1))dy —— oo.
(1/u,1) J(1/u,z] (1/u,1) umree
Fix any R > 0 and let M > 0 satisfy £(1—1/¢)|S¢y (u)| > |u|R for all [u| > M

(recall that Sty is an odd function). Then, by (4.18), for all |u| > M and |r| < R,
we have

Jur =S¢ (u)] > S (u)| — fur] > (1= 1/0)|S9y (u)] = Jur] > 3(1 = 1/¢)|Svy (u)|.
Since by the first inequality in (4.18) we have |[1—R¢(u)| = 1-R¢p(u) > 1-Rpy (u) >
3(1—1/c)[1=Repy (u)|, the inequality in the last display yields |1+iur—(u)| > S(1—
1/¢)|1 — ¢y (u)| for all |u| > M and |r| < R. Recall that R (1/(1 +iru —¢(u))) <1
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for all u,r € R. Applying (4.18) and (4.5) then gives, for all u € R and r € [-R, R],
1 1 —Rp(u)
R—ro = .
L4iru—(u) |14 iur —p(u)]?

1+1 1— Ry
< Ljuj<my + Liju>my (1— 1/0/)2/4 - wy?figb\l

Since all the jumps of Y are positive, the infinite variation Lévy process Y creeps
and hence hits points. By Theorem A.29(a), this is equivalent to [5 (1 —Rey (u))[1—
Yy (u)|2du = [ R(1/(1 — ¥y (u)))du < oo, implying that the left-hand side of the
last display is integrable over u € R for every r € [—R,R]. Thus, the function
r + 61(r) is finite, uniformly bounded and hence integrable on [—R, R]. Since R > 0
was arbitrary, X is abrupt by (4.3) and Theorem 4.1. O

Proof of Theorem 4.8. For the proofs of Parts (i) and (ii), we adapt the arguments
given in [80].

Part (i). Assume that there exists some k € (0, 00) such that (1 + |[¢)(u)])/u < k for
all u > 1. Recall that R (u) < 0, and note from (4.5) that

o0 1 I )
/1 %1+iur—w(u)du_/1 |1+m—w(u)|2d“

© R L R
2/1 <1+|iur|+|w<u>>2d“2<k+|r|>2/1 2 O

Since X has infinite variation the right hand side is always infinite by Lemma 2.37.

Hence s1(r) = oo for all r, implying the claim.

Part (ii). Suppose that liminf, ,~ |[1)(u)/u| = co. It suffices to show that, if
s1(ro) < oo for some 7o € R, then sup, ¢, — g+ 5) 51(r) < 0o for any R > 0. Indeed,
this would imply that either s;(r) = oo for all r (making X strongly eroded) or s;
is bounded uniformly on compact sets (making X abrupt). Suppose s1(rgp) < oo
for some rg and fix R > 0. By assumption, there exists some M > 1 such that
[(w)/ul > 3(1+ |ro|) + 2R for all |u| > M. Thus, for |u| > M and |r —ro| < R, we
have the inequalities |9 (u)| > 3|1 +irou|+2R|u| > 2|1 +iru| + |1 +irou|, and hence

11+ irou — ¢ ()] < [P(u)| + [1 +irou| < 2([¢(u)| — |1 + dur]) < 201 +dur — ¢(u)].

Thus, for any r € [ro — R, 79 + R], we have

> 1 M 1 o 1
—du < - 2
/0 8%l—i-iru—z/z(u)du/0 SCE1+im—1/J(u)du—i_ /M §Rl—1—737’0u—w(u)du’
implying s1(r) < M/m + 2s1(rg) since R(1/(1 +r — ¢ (u))) < 1 for all r,u € R
by (4.5).

It remains to prove parts (ii-a)—(ii-c). By Part (ii), s1(r) is either everywhere

finite and locally integrable, or s1(r) = oo for all r. Thus, in the remainder of the
proof it suffices to check if §1(0) < co. Since R(1/(1—(u))) < 1islocally integrable,
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S is an odd function and R is an even function, the finiteness of s1(0) depends

only on that of the following integral:
> 1 — Rep(u)

du. 4.19

| T s )

Part (ii-a). Assume that lim,| . [R¢(u)/u| = oo. The integral in (4.19) equals

JTER(A/(1 — 9 (u)))du, giving (ii-a).
Part (ii-b). Assume now that the upper and lower limits of |Ri(u)/u| as |u| —

oo lie in (0, 00) and that limj,|_o [St(u)/u| = co. In this case the denominator of
the integrand in (4.19) is asymptotically equivalent to |S%(u)|? and the numerator
of (4.19) is asymptotically sandwiched between multiples of |u|. Hence the integral
in (4.19) is infinite if and only if [ u(1 + |S¢(u)[?)~'du = co.

Part (ii-c). Assume now limj,|_,o [Re)(u)/u| = 0 and lim), o [S9(u) /u| = oco.
In this case the denominator of the integrand in (4.19) is asymptotically equivalent
to |S¢(u)|?. Hence the integral in (4.19) is infinite if and only if [7°(1— R (u))(1+

|9 (u)]?) " tdu = oo. O

§4.4.3 Infinite time horizon — proofs

Proof of Proposition 4.12. Let = = Y N0, .¢,) be a Poisson point process with
mean measure given by p(dt,dz) = Il{x/Kl}t*lIP(Xt € dz)dt. By Corollary 2.19
and the convexity of C, the result will follow if we show that Z({(¢,z) : ¢ < z/t <
[,t > 1}) = 0o a.s. for any ¢ < [. Since = is Poisson, it suffices to show that its
mean is infinite. To that end, we will prove that pu({(¢,z) : =/t < ¢, t > 1}) < o0
and p({(t,z) : x/t <, t >1}) = occ.

Fix any ¢ < [ and define the Lévy process X (9 = (Xt(c))tzo = (Xt — ct)e>0-
Since limy_yoo Xt(c) = oo a.s. (by definition of [), Theorem A.46 yields

pw{(t,z) s xft<c, t>1}) = /]LOOIP(Xt(C) < 0)% < 0.

It remains to establish that u({(¢t,xz) : x/t <l,t > 1}) = oo. If we assume [ = 00
then p({(t,z) : @/t <1, t > 1}) = [["t 'dt = co. Assume instead that | < oo
and let X be as before with ¢ = . In this case ]EXY) = 0, making X recurrent
by Remark A.15, so the event {liminf; Xt(l) = oo} has probability 0. Hence,
Theorem A.46 yields

dt

pw{(t,x) : z/t <l t>1}) :/100]P(X1t(l) <0)7 = 00. O

Proof of Proposition 4.13. By Theorem 4.1, with probability 1, for all rational T" >
0, the set of slopes of the convex minorant of X on the interval [0,T] have £(S)

as their limit set, where S is the set of slopes of the convex minorant of X on the
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interval [0,1]. Without loss of generality, in this proof, we restrict the underlying
probability space to this event.

Fix any ¢ € (—o0,l). By Proposition 4.12, the random time 7 := inf{¢t > 0 :
Cl(t) > ¢} is finite a.s. Let T = |7] + 1 be the smallest integer larger than 7
and let C' be the convex minorant of X on the time interval [0,T]. Observe that
X > Coo(tAT)+c(tVT—7)and Xy > C(t AT) +c(t VT —7) for all t > 0, where
x Ay = min{z,y}. Note that the term c(t V 7 — 7) vanishes for ¢ € [0, 7] and that
the functions t — Coo(EAT) 4+ c(t VT —7) and t — C(tAT)+c(t VT —T) are convex.
The maximality of the convex minorant C (resp. C) implies that C > Cx (resp.
Cs > C) on [0,7]. Thus, C = Cx on [0, 7] and all the faces of C' and Cs with slope
smaller than ¢ occur during the time interval [0, 7].

Let S be the set of slopes of C' and note that £(S) = £(S), because the random
time horizon 7 is rational. Thus, £(Ss)N(—00, ¢) = L(S)N(—o0, ¢) = L(S)N(—o0, ¢)
a.s. Moreover, by Theorem 4.1, we have P(s € £L(S)) = P(s € £X(S)) € {0,1} for
any s € R, which is further equal to P(s € L*(S)) if s € (—o0,¢). By taking ¢ 11

along a countable sequence, (4.7) follows. O

§4.5 Vertices, slopes and derivatives of piecewise linear

convex functions

A point x € R is an accumulation (or limit) point of a set A C R if every neigh-
borhood of z in R intersects A \ {x}. Denote by L£L(A) the set of all accumulation
points in R of the set A. A point = € R is a right-accumulation (or right-limit) point
of A if every neighborhood of z in R intersects A N (z,00). Denote by £ (A) the
set of all right-accumulation points in R of the set A. A set of left-accumulation
(or left-limit) points of A, denoted by L£7(A), is defined analogously. Note that
L(A) = LT(A)U L (A) with the intersection £T(A) N L™ (A) consisting of points
in R that are limits of a strictly decreasing and a strictly increasing sequence of
elements in A. Moreover, the closure A of A in R equals AU L(A). Throughout the
chapter, the sets £(A) and £*(A) are called the limit sets of A.

Let C : [0,7] — R be a piecewise linear convex function on a bounded interval.
Let S be the set of the slopes of the linear segments of C' and {I, : r € S} the family
of maximal open intervals of constancy of the right-continuous derivative C’ of C.
Denote by V' = |J,c5 01, a subset of [0,T] consisting of all the boundary points
of the intervals of constancy of C’'. Both & and V are countable sets. Table 4.2

describes all possible behaviours of the derivative C".
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Times in [0, 7] Slopes S Derivative C’
— ('’ is constant on a
/
ve0,TI\V Clv)es neighbourhood of v
C' is equal to a constant on
, (v —e,v) and a different
veVALYV) C'(v) € S\ L(S) constant on [v,v + ¢) for some
>0
(' is continuous at v;
C'(v) < C'(v+ ) for all
/ +
e A S 0 € (0,T —v); C" is constant on
4 _ (v —¢,v] for some £ > 0
£ <V()t}§u£s V) C'(v) < C'(v+9) for all
6 € (0, T —v);if v>0,
vevno.T) C'(v) € LTS\ S C’'(v) > (C’(v—) a>nd C’ constant
on (v — ¢g,v) for some € > 0;
(' is continuous at v,
_ C'(v—¢) < C'(v—) for any
/ —_—
e Cllv=) € L7(S)NS e >0 and C' is constant on
L-(V)\ LH(V) [v,v + ¢) for some € > 0
(thus C'(v—e) < C'(v—) for any € > 0
o _ and, if v # T, C'(v) > C'(v—)
veVn(o,1]) Cllv=) € LTSNS with C” constant on [v,v + ¢) for
some € > 0
C'(v) € C'" is discontinuous at v with
v e LTS\ L(S) C'(v—) < C'(v) < C'(v+e¢) for
L=(V)NLT(V) (and C'(v) ¢ S) any £ > 0
(thus v ¢ V) C'(v) € (" is continuous at v with

L7(8S)NLTS)
(and C'(v) ¢ S)

C'(v—e)<C'(v)<C'(v+e)
for any € > 0

Table 4.2: The behaviours of C” and of the sets of times V and slopes S of an arbitrary
piecewise linear function C : [0,7] — R. The table exhausts all possibilities. Recall
that C’ is non-decreasing and right-continuous on (0,7"), defined by its limits on
{0,T}, C'(0) := limy o C'(t) € [—00,00) and C'(T) = limyr C'(t) € (—00, 0], and

has left-limits C’(v—) = limyy, C’(¢) for all v € (0,77.
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§4.6 Concluding remarks

The probabilistic arguments used in the proofs of Theorem 4.1 (see §4.3) and Propos-
ition 4.5 (see §4.4.2) strongly suggest that “frequent” visits of the process (X¢/t).e(0,1]
to bounded intervals as t | 0 play a major role in X being strongly eroded. The
time spent during such visits, and not the number of visits, appears to be the key
quantity for the following reasons.

(I) The integral fol P(X;/t € I)t~'dt in Theorem 4.1, which needs to be infinite if X
is to be strongly eroded, is equal to the mean of the (weighted) occupation measure
T(I) = fol 17(X;/t)t~ dt of the interval I corresponding to the process (X;/t)ie(0,1-
(IT) For any abrupt process X, the process (Xt/t);(o,s Visits every bounded interval
infinitely many times for every ¢ > 0. Indeed, since s; is locally integrable, s;(r)
is finite for a.e. r € R. Moreover, if s1(r) < oo, then 0 is regular for itself for
the process (X; — rt)i>0 and hence (X;/t);c(0, Visits 7 infinitely often for every
e > 0. These visits, however, are brief since X is abrupt and thus E7 (1) < oo for
all bounded intervals 1.

In the finite variation case, our ability to obtain a complete picture of how and
where smoothness of the derivative C’ fails is due to the fact that, for every open
interval I, the process (X¢/t)ic(o. spends all of the (resp. no) time in I for all
sufficiently small € > 0 if the limit lim;jo X/t lies inside (resp. outside) of I. In
order to establish Conjectures 4.9 and 4.10, we would need a better understanding
(in the infinite variation case) of how much time the process (X/t)¢c(0,1] spends on
any bounded interval. Such a result would allow us to apply Theorem 4.18 above
to obtain the conjectured dichotomy. However, a result of this type appears to be
delicate because the jumps of (X;/t)yc (o visit all bounded intervals infinitely many
times for all £ > 0 whenever the positive and negative jumps of X both have infinite
variation. (Recall that if f(—l,O) |z|v(dz) < oo or f(O,l) zv(dx) < oo, then the process
X creeps and is therefore abrupt.) Indeed, let A; := X; — Xy denote the jump of
X at time ¢ > 0 and let = = ZAHAO d(1,a,) be the Poisson random measure on the
set (0,00) x (R\ {0}) of the jumps of X with mean measure Leb ® v. For any ¢ >
0, the Poisson variable J(I) = 37, (o Li(A¢/t) = f(o,a}x(R\{o}) 17(x/t)=(dt, dx)
is infinite a.s. for any interval I = [a,b) C (0,00) since its mean is infinite: by
Campbell’s formula,

EZ ([a,b)) = / /E Lo (z/t)dtv(dz) > (1-3) / zv(dz) = oo.
(0,00) JO (0,a¢]

Theorem 4.1 can be rephrased as follows: for a given interval I, we have |SNI| =

oo a.s. if and only if ET (1) = co where we recall 7(I) = fol 1;7(X/t)t~1dt. In light
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of Theorem 4.18, it is natural to speculate that something stronger is true, namely,
ET(I) = oo if and only if 7(I) = oo a.s. We make the final observation that this
occupation measure equals the total time X;/t spends in I under an exponential
change of variable: T(I) = [;° 17(X,~u/e™")du. This emphasis on the time spent
by X/t over exponentially small times is in line with the geometric decay of the
length of the sticks in the stick-breaking representation for the convex minorant C,

the main tool in proving Theorem 4.1.
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Chapter 5

How smooth can a convex hull of

a Lévy path be?

§5.1 Introduction

The class of Lévy processes with paths whose graphs have convex hulls in the plane
with smooth boundary almost surely was characterised in Chapter 4. In fact, as
explained in Chapter 4, to understand whether the boundary is smooth at a point
with tangent of a given slope, it suffices to analyse whether the right-derivative
C" = (C'(t))re(o,r) of the convex minorant C' = (C(t))sco,r) of a Lévy process
X = (Xt)tejo,) s continuous as it attains that slope (recall C' from Definition 2.16).
The main objective of this chapter is to quantify the smoothness of the boundary of
the convex hull of X by quantifying the modulus of continuity of C’ via its lower and
upper functions. In the case of times 0 and T, we quantify the degree of smoothness
of the boundary of the convex hull by analysing the rate at which |C(t)] — oo as t
approaches either 0 or T' (see YouTube [14] for a short presentation of the results).

It is known that C is a piecewise linear convex function (see e.g. Theorem 2.18
or [64]) and the image of the right-derivative C’ over the open intervals of linearity
of C' is a countable random set S with a.s. deterministic limit points that do not
depend on the time horizon T', see Theorem 4.1. These limit points of S determine
the continuity of C’ on (0, T') outside of the open intervals of constancy of C’, see §4.5.
Indeed, the vertex time process T = (7s)ser, given by 75 := inf{t € (0,T) : C'(t) >
s} AT (where a A b := min{a, b} and inf ) := c0), is the right-inverse of the non-
decreasing process C’. The process 7 finds the times in [0, 7] of the vertices of the
convex minorant C' (see §2.4 or [38, Sec. 2.3|), so the only possible discontinuities of

(' lie in the range of 7. Clearly, it suffices to analyse only the times 7, for which
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(" is non-constant on the interval [r5, 75 + €) for every € > 0 (otherwise, 75 is the
time of a vertex isolated from the right). At such a time, the continuity of C’ can
be described in terms of a limit set of S. In this chapter we analyse the quality of
the right-continuity of C” at such points. By time reversal, analogous results apply
for the left-continuity of ¢t — C'(t) on (0,T) (i.e., as t T 75 for s € R) and for the
explosion of C'(t) as t 1 T. Throughout this chapter, the variable s € R will be

reserved for slope, indexing the vertex time process 7.

§5.1.1 Contributions

We describe the small-time fluctuations of the derivative of the boundary of the
convex hull of X at its points of smoothness. This requires studying the local growth
of C' in two regimes: at finite slope (FS) s in the deterministic set £* C R of points
s that are a.s. in the set £7(S) of right-limit points! of the set of slopes S and
at infinite slope (IS) for Lévy processes of infinite variation, see Figure 5.1 below.
In terms of times, regime (FS) with s € £* analyses how C’ leaves the slope s at
vertex time 74 in [0,7") and regime (IS) analyses how C’ enters from —oo at time
0 = limy|_ oo 7. At all other times ¢t € (0,7)\{7s : s € L*}, the derivative C’ is a.s.
constant on [t,t + ¢) for some sufficiently small € > 0. In particular, in what follows
we exclude all Lévy processes that are compound Poisson with drift, since C’ only

takes finitely many values in that case.

0.0 o Lévy path X, o Post-Tq Lévy path X, = Xy,

~0.2 ’ o Convex minorant C, 015 © Post-T1, convex minorant Cy., — Cy,

0.4+ il

]
o/

M 0.10
j‘iﬂ ‘Vﬁ’livﬁk‘& 0.05
»

0.00

064
L
1)

-0.84

-1.04

Figure 5.1: The picture on the left shows the path of an a-stable Lévy process X with
a € (1,2) and its convex minorant C starting at time 0. The picture on the right shows
the post-minimum process (X¢ir, — Xr,)tefo,r—7,] Of an a-stable process with a € (0,1)
and its corresponding convex minorant (C(t 4 70) — C(70))¢ejo,7—7,]- Note that, in the case
a € (0,1), the derivative C” is continuous only at 7p, i.e. at ¢ = 0 in the graph, and at no
other contact point between the path and its convex minorant.

' A point z is a right-limit point of A C R, denoted x € LT(A) if AN (x,x+¢) £ for all e > 0
(see also §4.5).

98



Regime (FS): ¢’ immediately after 75. Given a slope s € R, we have s ¢ S
a.s. by Theorem 2.18 since the law of X is diffuse. By Theorem 4.1, s € L* if
and only if, with probability 1, the derivative C’ attains level s at a unique time
7s € (0,T) (i.e. C'(15) = s) and is not constant on every interval [75,7s +¢), € > 0,
a.s. Moreover, s € L£* if and only if fOIIP(Xt/t € (5,8 +¢))t71dt = oo for all
e > 0. The regime (FS) includes an infinite variation process X if it is strongly
eroded (implying £* = R) or, more generally, if (X; — st);>¢ is eroded (implying
s € L*), see Chapter 4. Moreover, regime (FS) includes a finite variation process
X at slope s € £* if and only if the natural drift vo = lim;o X/t equals s and
fol P(X; > vot)t~'dt = oo or, equivalently, if the positive half-line is regular for
(Xt —0t)e>0 (see Corollary 4.4 for a characterisation in terms of the Lévy measure
of X or its characteristic exponent).

Our results in regime (FS) are summarised as follows. For any process with
s € L*, Theorem 5.2 establishes general sufficient conditions identifying when the
limit liminfy o (C’(t + 75) — s)/ f(t) is either 0 a.s. or co a.s. In particular, we show
that liminf, | o(C'(t 4 75) — s)/ f(t) cannot take a positive finite value if X has jumps
of both signs and is an a-stable with o € (0,1] (recall that, if & > 1, then £* = ()
by Proposition 4.6).

For processes X in the small-time domain of attraction of an a-stable process
with o € (0,1) (see §5.2.2 below for definition), Theorem 5.7 finds a parametric
family of functions f that essentially determine the upper fluctuations of C’(t +
Ts) — $ up to sublogarithmic factors. In particular, Theorem 5.7 determines when
lim sup,(C’(t 4 75) — 5)/f(t) equals 0 a.s. or oo a.s., essentially characterising the
right-modulus of continuity? of C’ at 7,. The family of functions f is given in terms
of the regularly varying normalising function of X.

Regime (IS): C' immediately after 0. The boundary of the convex hull of X
is smooth at the origin if and only if lim¢ o C’(t) = —oo a.s., which is equivalent to X
being of infinite variation (see Proposition 4.5 & §4.1.1.2). If X has finite variation,
then C” is bounded (see Proposition 4.3). In this case, C’ has positive probability of
being non-constant on the interval [0,¢) for every ¢ > 0 if and only if the negative
half-line is not regular. Moreover, if this event occurs, then C’(t) approaches the
natural drift 49 as ¢ | 0 by Proposition 4.3(b) and the local behaviour of C’ at
0 would be described by the results of regime (FS). Thus, in regime (IS) we only
consider Lévy processes of infinite variation.

Results in regime (IS) are summarised as follows. For any infinite variation pro-

#We say that a non-decreasing function ¢ : [0,00) — [0,00) is a right-modulus of continuity of
a right-continuous function g at « € R if limsup,, , [9(y) — g(z)|/p(y — x) < oo.
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cess X, Theorem 5.9 establishes general sufficient conditions for lim sup,q |C” (%) f(t)
to equal either 0 a.s. or oo a.s. In particular, we show that lim sup, o |C”(t)| f(t) can-
not take a positive finite value if X is a-stable with « € [1,2) and has (at least some)
negative jumps.

If the Lévy process lies in the domain of attraction of an a-stable process, with

€ (1,2], Theorem 5.13 finds a parametric family of functions f that essentially
determine the lower fluctuations of C’ up to sublogarithmic functions. The function
f is given in terms of the regularly varying normalising function of X. Again, these
results describe the right-modulus of continuity of the derivative of the boundary
of the convex hull of X (as a closed curve in R?) at the origin. In this case, for a
sufficiently small € > 0, we may locally parametrise the curve ((¢,C(t));t € [0,¢]), as
((s(t),t);t € [C(g),0]), using a local inverse ¢(t) of C(t) with left-derivative ¢'(t) =
1/C"(s(t)) that vanishes at 0 (since limgjo 1/|C'(t)| = 0 a.s.). Thus, the left-modulus
of continuity of ¢ at 0 is described by the upper and lower limits of (|C”(t)|f(¢)) !
as t J. 0, the main focus of our results in this regime.

Consequences for the path of a Lévy process and its meander. In §5.2.5
we present some implications the results in this chapter have for the path of X. We
find that, under certain conditions, the local fluctuations of X can be described
in terms of those of C’, yielding novel results for the local growth of the post-
minimum process of X and the corresponding Lévy meander (see Lemma 5.15 and
Corollaries 5.16 and 5.17 below).

§5.1.2 Strategy and ideas behind the proofs

An overview of the proofs of our results is as follows. First we show that, under
our assumptions, the local properties of C’ do not depend on the time horizon T
This reduces the problem to the case where the time horizon T is independent of X
and exponentially distributed. When T" ~ Exp(\), we denote the convex minorant
by (6’ (t))tefo,r], With the corresponding right-derivative denoted by C’ Second, we
translate the problem of studying the local behaviour of C" to the problem of studying
the local behaviour of its inverse: the vertex time process 7. Third, we exploit the
fact that, since the time horizon T is an independent exponential random variable
with mean 1/, the vertex time process 7 is a time-inhomogeneous non-decreasing
additive process (i.e., a process with independent but non-stationary increments)
and its Laplace exponent is given by (see Theorem 2.23)

Bl = e %) &, (w) = / (1—e "He MP(X, < ut)%, (5.1)
0
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for all w > 0 and v € R. These three observations reduce the problem to the analysis
of the fluctuations of the additive process 7.

The local properties of C’ are entirely driven by the small jumps of X. However,
different facets of the small-jump activity of X dominate in each regime, resulting
in related but distinct results and criteria. Indeed, regime (F'S) corresponds to the
short-term behaviour of 7y, — 75 as u | 0 while regime (IS) corresponds to the
long-term behaviour of 7,, as u — —oo (note that, when X is of infinite variation,
Ty > 0 for v € R and limy,—_ o, 7, = 0 a.s.). This bears out in a difference in the
behaviour of the Laplace exponent ® of 7T at either bounded or unbounded slopes
and leads to an interesting diagonal connection in behaviour that we now explain.

Our main tool is the novel description of the upper and lower fluctuations of a
non-decreasing time-inhomogeneous additive process Y started at Yy = 0, in terms
of its time-dependent Lévy measure and Laplace exponent. In our applications, the
process Y is given by (Ty4s—7s)u>0 in regime (FS) and (7_1/,,)u>0 (With conventions
—1/0 = —o0 and T_o = 0) in regime (IS). Then our main technical tools, Theor-
ems 5.22 & 5.24 of §5.3 below, describing the upper and lower fluctuations of Y, also
serve to describe the lower and upper fluctuations, respectively, of the right-inverse
L of Y. Since, in regime (FS), we have C'(t 4+ 75) — s = L; but, in regime (IS), we
have C'(t) = —1/L,, the lower (resp. upper) fluctuations of C’ in regime (FS) will
have a similar structure to the upper (resp. lower) fluctuations of € in regime (IS).
This diagonal connection is a prior: surprising as the processes considered by either
regime need not have a clear connection to each other. Indeed, regime (FS) considers
most finite variation processes and only some infinite variation processes while re-
gime (IS) considers exclusively infinite variation processes. This diagonal connection
is reminiscent of the duality between stable process with stability index a € (1,2]
and a corresponding stable process with stability index 1/« € [1/2,1) arising in the
famous time-space inversion first observed by Zolotarev for the marginals and later
studied by Fourati [34] for the ascending ladder process (see also [45] for further
extensions of this duality).

The lower and upper fluctuations of the corresponding process Y require vary-
ing degrees of control on its Laplace exponent ® in (5.1). The assumptions of
Theorem 5.22 require tight two-sided estimates of ®, not needed in Theorem 5.24.
When applying Theorem 5.22, we are compelled to assume X lies in the domain
of attraction of an a-stable process. In regime (FS) this assumption yields sharp
estimates on the density of X; as ¢t | 0, which in turn allows us to control the term
P(0 < Xy — st < ut) for small ¢ > 0 in the Laplace exponent @4y, — ®s of Ty s — 75
as u } 0, cf. (5.1) above. The growth rate of the density of X; as ¢ | 0 is controlled
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is by lower estimates on the small-jump activity of X given in Lemma 5.33 below, a
refinement of the results in [62] for processes attracted to a stable process. In regime
(IS) we require control over the negative tail probabilities P(X; < ut) for small £ > 0
appearing in the Laplace exponent ®,, of 7, as u — —o0, cf. (5.1). The behaviour of
these tails are controlled by upper estimates of the small-jump activity of X, which
are generally easier to obtain. In this case, moment bounds for the small-jump com-
ponent of the Lévy process and the convergence in Kolmogorov distance implied by

the attraction to the stable law, give sufficient control over these tail probabilities.

§5.1.3 Connections with the literature

In [21], Bertoin finds the law of the convex minorant of Cauchy process on [0, 1] and
finds the exact asymptotic behaviour (in the form of a law of interated logarithm
with a positive finite limit) for the derivative C” at times 0, 1 and any 75, s € R. The
methods in [21] are specific to Cauchy process with its linear scaling property, making
the approach hard to generalise. In fact, the results in |21] are a direct consequence
of the fact that the vertex time process 7 has a Laplace transform ® in (5.1) that
factorises as @, (w) = P(X; < u)®o(w), making 7 a gamma subordinator under the
deterministic time-change u — P(X; < u), cf. Example 5.2 below.

Paul Lévy showed that the boundary of the convex hull of a planar Brownian
motion has no corners at any point, see [51], motivating [30] to characterise the
modulus of continuity of the derivative of that boundary. Given the characterisation
of the smoothness of the convex hull of a Lévy path in Chapter 4, the results in
this chapter are likewise motivated by the study of the modulus of continuity of the
derivative of the boundary in this context.

The literature on the growth rate of the path of a Lévy process X is vast, par-
ticularly for subordinators, see e.g. |20, 36, 37, 47, 71, 72, 83]. The authors in [36, 37|
study the growth rate of a subordinator at 0 and co. In [36] (see also [20, Prop 4.4])
Fristedt fully characterises the upper fluctuations of a subordinator in terms of its
Lévy measure, a result we generalise in Theorem 5.24 to processes that need not
have stationary increments. In [20, Thm 4.1] (see also [37, Thm 1|), a function es-
sentially characterising the exact lower fluctuations of a subordinator is constructed
in terms of its Laplace exponent. These methods are not easily generalised to the
time-inhomogeneous case since the Laplace exponent is now bivariate and there is
neither a one-parameter lower function to propose nor a clear extension to the proofs.

In [68], Sato establishes results for time-inhomogeneous non-decreasing additive
processes similar to our result in §5.3. The assumptions in [68| are given in terms of

the transition probabilities of the additive process, which are generally intractable,
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particularly for the processes (7_1/y)u>0 and (Tu+s — Ts)u>0, considered here. Our
results are also easier to apply in other situations as well, for example, to fractional
Poisson processes (see definition in [16]).

The upper fluctuations of a Lévy process at zero have been the topic of numerous
studies, see [17, 72| for the one-sided problem and [47, 71, 83| for the two-sided
problem. Similar questions have been considered for more general time-homogeneous
Markov processes [29, 50|. The time-homogeneity again plays an important role in
these results. The lower fluctuations of a stochastic process is only qualitatively
different from the upper fluctuations if the process is positive. This is the reason why
this problem has mostly only been addressed for subordinators (see the references
above) and for the running supremum of a Lévy process, see e.g. |[7]. We stress that
the results in this chapter, while related in spirit to this literature, are fundamentally
different in two ways. First, we study the derivative of the convex minorant of a Lévy
path on [0,7], which (unlike e.g. the running supremum) cannot be constructed
locally from the restriction of the path of the Lévy process to any short interval.
Second, the convex minorant and its derivative are neither Markovian nor time-
homogeneous. In fact, the only result in our context prior to our work is in the
Cauchy case [21], where the derivative of the convex minorant is an explicit gamma

process under a deterministic time-change, cf. Example 5.2 below.

§5.1.4 Organisation of the chapter

In §5.2 we present the main results of this chapter, and the section is split in four,
according to regimes (FS) and (IS) and whether the upper or lower fluctuations
of C’" are being described. The implications of the results in §5.2 for the Lévy
process and meander are covered in §5.2.5. In §5.3, technical results for general
time-inhomogeneous non-decreasing additive processes are established. In §5.4 we
recall from [38] the definition and law of the vertex time process 7 and provide the
proofs of the results stated in §5.2. The chapter is concluded with §5.6.

§5.2 Growth rate of the derivative of the convex minor-
ant

Let X = (Xi)i>0 be an infinite activity Lévy process, and let C' = (C(t))ejo,r) be

the convex minorant of X on [0,7] for some 7' > 0. In this section we analyse the

growth rate of the right derivative of C, denoted by C" = (C'(t)).e(0,1), near time
0 and at the vertex time 7, = inf{t > 0 : C'(t) > s} AT of the slope s € R (i.e.,
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the first time C’ attains slope s). More specifically, we give sufficient conditions to
identify the values of the possibly infinite limits (for appropriate increasing functions
f with f(0) = 0): limsup,o(C'(t + 75) — s)/f(t) & liminf;o(C'(t + 75) — 8)/f(t)
in the finite slope (FS) regime and limsup, o |C'(¢)]|f(t) & liminfy o |C'(t)|f(t) in
the infinite slope (IS) regime. The values of these limits are constants in [0, co]
a.s. by Corollary 5.32 below. We note that these limits are invariant under certain

modifications of the law of X, which we describe in the following remark.

Remark 5.1.

(a) Let P be the probability measure on the space where X is defined. If the
following limits lim supy o [C'(¢)] f(t), lim infyyo [C(2)| f (%), lim sup; o (C” (t+75) —
s)/f(t) and liminf, o(C’(t+75) —s)/ f(t) are P-a.s. constant, then they are also
IP’-a.s. constant with the same value for any probability measure IP’ absolutely
continuous with respect to P. In particular, we may modify the Lévy measure
of X on the complement of any neighborhood of 0 without affecting these limits
(see e.g. Theorems A.16 & A.17).

(b) We may add a drift process to X without affecting the limits at 0 since such
a drift would only shift |C'(¢)| by a constant value and f(¢t) — 0 as ¢t | 0.
Similarly, for the limits of (C'(t + 75) — s)/f(t) as t | 0, it suffices to analyse
the post-minimum process (i.e., the vertex time 79) of the process (X; — st)>0.

For ease of reference, our results are stated for a general slope s. O

§5.2.1 Regime (FS): lower functions at time 7

The following theorem describes the lower fluctuations of C'(t 4+ 75) — s as ¢t | 0.
Recall that £* is the deterministic set of points that are a.s. right-limit points of

the set of slopes S.

Theorem 5.2. Let s € L* and f be continuous and increasing, satisfying f(t) <
L= f(1) fort € (0,1] and f(0) = 0 = lim, g limsup, o f(ct)/f(t). Let ¢ > 0 and

consider the following conditions:

! dt
/0 P(O0 < (X: - st)/t < [(t/e) S < oo, (5.2)

1
t
/0 E [ T, = st) /)2 2= (e iy | dE < o0, (5:3)

2" /2‘” P(f(t/2) < (Xy—st)/t < f(27"))dt -0, asn — oo. (5.4)
0

Then the following statements hold.
(i) If (5.2)~(5.4) hold for ¢ =1, then liminfy o(C'(t + 75) — s)/ f(t) = 00 a.s.
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(i) If (5.2) fails for every ¢ > 0, then liminfy o(C'(t + 75) — s)/f(t) =0 a.s.
(iii) If liminf, o(C'(t 4+ 75) — 5)/f(t) > 1 a.s., then (5.2) holds for any ¢ > 1.

Some remarks are in order.

Remark 5.3.

(a) Any continuous regularly varying function f of index r > 0 satisfies the as-
sumption in the theorem: lim.jolimy o f(ct)/f(t) = lim.oc” = 0. Moreover,
the assumption f(t) < 1= f(1) for ¢t € (0,1] is not necessary but makes condi-
tions (5.2)—(5.4) take a simpler form.

(b) The proof of Theorem 5.2 is based on the analysis of the upper fluctuations of 7
at slope s. Condition (5.2) ensures (7y4s—Ts)u>0 jumps finitely many times over
the boundary u ~— f~!(u), condition (5.4) makes the small-jump component of
(Tuts — Ts)u>0 (i.e. the sum of the jumps at times v € [s,u + s] of size at most
f~(v)) have a mean that tends to 0 as u | 0 and condition (5.3) controls the
deviations of (7,45 — Ts)u>0 away from its mean.

(c) Eq. (5.4) holds if fOIIP(f(2_"t/2) < (Xg-ng —s27™)/(27™) < f(27™))dt — O
as n — oo, which, by the dominated convergence theorem, holds if we have the
limit P(f(u/2) < (Xy — su)/u < f(u/t)) = 0asu |0 for a.e. t € (0,1).

(d) Condition (5.3) in Theorem 5.2 requires access to the inverse f~1 of the function
f. In the special case when the function f is concave, this assumption can be
replaced with an assumption given in terms of f (cf. Proposition 5.26 and
Corollary 5.28). However, it is important to consider non-concave functions f,

see Corollary 5.4 below. %

§5.2.1.1 Simple sufficient conditions for the assumptions of Theorem 5.2

Let f be as in Theorem 5.2. By Theorem 5.24(c) below (with measure II(dz, dt) =
P((X¢ — st)/t € dz)t~1dt), the following condition implies (5.3)—(5.4):

1
/0 L { = th_ S0)/) LIt/ (Ximst) f1<1) dt < oo. (5.5)
If estimates on the density of X; are available (e.g., via assumptions on the generating
triplet of X), (5.5) can be simplified further, see Corollary 5.4 below.

Throughout the chapter, we denote by (c2,7,v) the generating triplet of X
(corresponding to the cutoff function z + 1(_j1y(z), see §2.2). For ¢ > 0, we
recall ¥(g) = f(fl,l)\(fs,e) zv(dz) and o2(e) = 7%(e) + o2 (¢) from (2.2), where
%(e) = f(O,a) 2?v(dx) and 72 (g) = f(—a,O) 2?v(dz). Recall that, in regime (FS), we

have 02 = 0 (see Proposition 4.6).

Corollary 5.4. Fiz 8 € (0,1] and let s € L* and f be as in Theorem 5.2.
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(a) If liminf.)oeP~2(@%(e) + %) > 0, f is differentiable with positive derivative
f' > 0 and the integrals fol j;1/2(f’(y)/y)t1*1/f3dydt and fol t=YBf(t)dt are finite,
then liminfy o (C'(t + 75) — s)/ f(t) = 00 a.s.

(b) Assume fol((t_l/ﬁf(t)) At~1)dt = oo and either of the following hold:

(i) (@%(e) +0?) ~¢e and [F(e)| = O(1) as e | 0,
(ii) B € (0,1) and TL(e) ~ 278 as e | 0 for both signs of +,
then liminfy o (C'(t + 75) — 8)/f(t) = 0 a.s.

We stress that the sufficient conditions in Corollary 5.4 are all in terms of the

characteristics of the Lévy process X and the function f.

Remark 5.5.

(a) The assumptions in Corollary 5.4 are satisfied by most processes in the class
Za,p of Lévy processes in the small-time domain of attraction of an a-stable
distribution, see §5.2.2 below (cf. (2.6)). Thus, the assumptions of part (a) in
Corollary 5.4 hold for any X € Z,, and 8 < o (by Karamata’s theorem in
Theorem A.55, we can take § = « if the normalising function g of X satisfies
liminfy ot~ Y/%g(t) > 0). Moreover, the assumptions of cases (b-i) and (b-ii)
hold for processes in the domain of normal attraction (i.e. if the normalising
function equals g(t) = t/® for all t > 0) with p € (0,1) and 8 = o € (0, 1], see
Theorem 2.12. In particular, these assumptions are satisfied by stable processes
with a € (0,1] and p € (0,1).

(b) Both integrals in part (a) of Corollary 5.4 are finite or infinite simultaneously
whenever f’ is regularly varying at 0 with nonzero index by Karamata’s theorem
(see Theorem A.55). Thus, in that case, under the conditions of either (b-i) or
(b-ii), the limit lim inf; o (C'(t+75)—s)/ f(t) equals 0 or co according to whether
fol t=1/B f(t)dt is infinite or finite, respectively.

(c) The case § > 1 is not considered in Corollary 5.4(a) and (b-ii) since in this case

we would have £* = () by Proposition 4.6. O

Proof of Corollary 5.4. Assume without loss of generality that s =0 € £* (equival-
ently, we consider the process (X; — st);>o for s € £¥).
(a) Our assumptions and Theorem A.19 show that the density = — px (¢, x) of
X, exists for t > 0 and moreover sup,cg px (t, ) < Ct~/8 for some C' > 0 and all
€ (0,1]. Thus, (5.5) is implied by
/1 /t %t*l/ﬁdxdt = /1 1 Mtl’l/ﬂdydt < 00, (5.6)
0 Jepayz) fHE/E) 0 Jiz2 Y
where we have used the change of variable x = ¢f(y). Similarly, the bound on the
density of X; shows that condition (5.2) holds if fol t=YBf(t)dt < oo. Thus, the
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result follows from Theorem 5.2.

(b) In either case (i) or (ii), our assumptions and Theorem A.20 show that
Ct= Y8 < px(t,z) for some C' > 0 and all |z| < t'/%. Thus P(0 < X; < tf(t/c)) >
((tf(t/c)) AtYPYCt=1/B implying that (5.2) fails for some ¢ > 0 whenever we have
fol((t_l/ﬁf(t/c)) At~1)dt = oo. A simple change of variables shows that this integral
is either finite for all ¢ > 0 or infinite for all ¢ > 0. The result then follows from
Theorem 5.2(ii). O

The following is another simple corollary of Theorem 5.2. This result can also

be established using similar arguments to those used to prove Corollary 2.25

Corollary 5.6. Let X be a Cauchy process, f be as in Theorem 5.2 and pick s € R.
Then liminf, o (C'(t+75) — )/ f(t) equals O (resp. o0) a.s. if fol t=Lf(t)dt is infinite
(resp. finite).

Proof. Assume without loss of generality that s = 0. Then the law of X;/t does not
depend on ¢ > 0 and hence the integral in (5.5) equals

1orq _ 1y o
{t/2<f~Y(X)<1} | ., / {t/2<f~1(X1)<1}
E dt =T dt| < 2P(X; € (0,1]) < .
/0 [ f7HXq) ] [ 0 f1(X1) <2P(X € (0.1)

Moreover, condition (5.2) simplifies to fol P(0 < X1 < f(t/e))t~1dt < oo, which is
equivalent to the integral fol t=1f(t/c)dt being finite since X1 has a bounded density

that is bounded away from zero on [0, 1]. The change of variables t' = t/¢ shows that
this integral is either finite for all ¢ > 0 or infinite for all ¢ > 0. Thus, Theorem 5.2
gives the result. O

§5.2.2 Regime (FS): upper functions at time 7

The upper fluctuations of C’(t + 75) — s are harder to describe than the lower fluc-
tuations studied in §5.2.1 above. The main reason for this is that in Theorem 5.7
below the limsup of C’ at a vertex time 75 can be expressed in terms of the lim inf
of the vertex time process 7, which requires strong two-sided control on the Laplace
exponent @, s(w) — ®5(w), defined in (5.1), of the variable 7,45 — 75 as w — o0
and v | 0. (In the proof of Theorem 5.2, limsup of the vertex time process 7 is
needed, which is easier to control.) In turn, by (5.1), this requires sharp two-sided
estimates on the probability P(0 < X; — st < ut) as a function of (u,t) for small
u,t > 0. In particular, it is important to have strong control on the density of X;
for small ¢ > 0 on the “pizza slice” {(t,x) : s < z/t <u+ s} as u | 0. We establish
these estimates for the processes in the domain of attraction of an a-stable process,

leading to Theorem 5.7 below.
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We denote by Z,, the class of Lévy processes in the small-time domain of
attraction of an a-stable process with positivity parameter p € [0,1] (see (2.6)). In
the case a < 1, relevant in the regime (FS) at slope s equal to the natural drift 7y,
for each Lévy process X € Z, , there exists a normalising function g that is regularly
varying at 0 with index 1/a and an a-stable process (Zy)ucpo,r) With p = P(Z1 >
0) € [0,1] such that the weak convergence ((Xut — Yout)/g(t))ueo,1] 4 (Zu)uelo,1]
holds as t | 0. Given X € Z, , with normalising function g, we define G(t) :=t/g(t)
for t € (0, 00).

Theorem 5.7. Suppose X € Z,, for some a € (0,1) and p € (0,1]. Define
f:(0,1) = (0,00) through f(t) = 1/G(tlogP(1/t)), t € (0,1), for some p € R.
Then the following hold for s = ~yg:

(1) if p>1/p, then limsup, o(C'(t +75) — )/ f(t) = 0 a.s.,

(ii) if p < 1/p, then limsup,o(C'(t + 75) — )/ f(t) = 00 a.s.

The class Z, , is quite large and the assumption X € Z, , is essentially reduced
to the Lévy measure of X being regularly varying at 0, see Theorem 2.12. In partic-
ular, a agrees with the Blumenthal-Getoor index 3, defined in (2.3). Moreover, for
a < 1and p € (0,1], the assumption X € Z, , implies that X is of finite variation
with P(X; — vt > 0) — p as t | 0, implying £* = {7y} by Proposition 4.3 and
Corollary 4.4.

Note that the function f in Theorem 5.7 is regularly varying at 0 with index
1/a — 1. The appearance of the positivity parameter p, a nontrivial function of
the Lévy measure of X, in Theorem 5.7 suggests that the upper fluctuations of
C" at time 75 (for s = 7p) are more delicate than its lower fluctuations described
in Theorem 5.13. Indeed, if X € Z,, is in the domain of normal attraction (i.e.
g(t) = /) and p € (0,1), then the fluctuations of C’ at vertex time 75, char-
acterised by Corollary 5.4(a) & (b-ii) (with f§ = «) and Remark 5.5(a), do not
involve parameter p. In particular, by Theorem 5.7 and Corollary 5.4(b-ii), we have
liminfyo(C'(t + 75) — 5)/f(t) = 0 and limsup,o(C'(t + 75) — 5)/f(t) = oo as.
for f(t) = t'/* Tlog?(1/t) and any q € [—1,(1/a — 1)/p), demonstrating the gap
between the lower and upper fluctuations of C” at vertex time 7.

Remark 5.8.

(a) The case where X is attracted to Cauchy process with o = 1 is expected to
hold for the functions f in Theorem 5.7. For such X € Z; ,, a multitude of
cases arise including X having (i) less activity (e.g., X is of finite variation),
(ii) similar amount of activity (i.e., X is in the domain of normal attraction)

or (iii) more activity than Cauchy process (see, e.g. Examples 4.1-4.2. In
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terms of the normalising function g of X, these cases correspond to the limit
limyjo t~+/%g(t) being equal to: (i) zero, (ii) a finite and positive constant or (iii)
infinity. (Recall that in cases (ii) and (iii) X is strongly eroded with £* = R, see
Examples 4.1-4.2, and in case (i) X may be strongly eroded, by Theorem 4.8,
or of finite variation with £* = {79} by Proposition 4.3 and the fact that
lim; o P(X; > 0) = p € (0,1).) However, we stress that our methodology can be
used to obtain a description of the lower fluctuations of C” at 75 in cases (i), (ii)
and (iii). This would require an application of Theorem 5.22 along with two-
sided estimates of the Laplace exponent ® of the vertex time process in (5.1),
generalising Lemma 5.34 to the case &« = 1. In the interest of brevity we do not
give the details of this extension.

(b) The boundary case p = 1/p can be analysed along similar lines. In fact, our
methods can be used to get increasingly sharper results, determining the value
of limsup,o(C'(t + 75) — s)/ f(t) for functions f containing powers of iterated
logarithms, when stronger control over the densities of the marginals of X is
available. Such refinements are possible when X is a stable process cf. §5.6. In
particular, we may prove the following law of iterated logarithm given in (2.9)
for a Cauchy process X with density z — px(t,z) at time ¢t > 0: for any s € R
and the function f(t) = (logloglog(1/t))/log(1/t), we have limsup, o(C’(t +
7) = )/£(t) = /px(1,5) as. 0

§5.2.3 Regime (IS): upper functions at time 0

Throughout this subsection we assume X has infinite variation, which is equivalent
to liminf; g C'(t) = —oo a.s. by §4.1.1.2. The following theorem describes the upper
fluctuations of C’(t) as t | 0.

Theorem 5.9. Let f be continuous and increasing with lim.jo limsupy o f(ct)/ f(t) =
0, f(0) =0 and f(t) < 1= f(1) fort e (0,1]. Let ¢ > 0, denote F(t) :=t/f(t) for

t > 0 and consider the conditions

/1 P(X, < —cF(t))% < 00, (5.7)
0
1
| B/ PO g exenl T <o, 659
2" /2" P(—t/f(27") > Xy > —2F(t/2))dt - 0, asn — oc. (5.9)
0

Then the following statements hold.
(i) If (5.7)~(5.9) hold for ¢ = 1 and f is concave, then limsup, o |C'(t)|f(t) =0

a.s.
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() If (5.7) fails for all ¢ > 0, then limsupy o |C'(t)|f(t) = o0 a.s.
(#ii) If limsup, o |C'(t)|f(t) <1 a.s., then (5.7) holds for any c > 1.

Some remarks are in order.

Remark 5.10.

(a) Any continuous regularly varying function f of index r > 0 satisfies the assump-
tion in the theorem, see Remark 5.3(a) above.

(b) The proof of Theorem 5.9 is based on the analysis of the upper fluctuations
of the vertex time 7_;,, as u | 0. The interpretation and purpose of condi-
tions (5.7)—(5.9) are analogous to those of conditions (5.2)—(5.4), respectively,
see Remark 5.3(b) above.

(c) Note that (5.9) holds if [} P(=2F(27"t/2) < Xyn; < —tF(27))dt — 0 as
n — oo, which, by the dominated convergence theorem, is the case if we have
the limit P(—2F(u/2) < X, < —tF(u/t)) — 0 as u | 0 for a.e. t € (0,1).

(d) The assumed concavity of f in part (ii) can be dropped by modifying assump-
tion (5.8) into a condition involving the inverse of f (cf. Corollary 5.28 and
Proposition 5.26). We do not make this explicit in the statement of Theorem 5.9

because the functions of interest in this context are typically concave. O

§5.2.3.1 Simple sufficient conditions for the assumptions of Theorem 5.9

The tail probabilities of X; appearing in the assumptions of Theorem 5.9 are not
analytically available in general. In this subsection we present sufficient conditions,
in terms of the generating triplet (02,7, v) of X, implying the assumptions in (5.7)-
(5.9) of Theorem 5.9. Let f and F be as in Theorem 5.9 and note that F'(t) € (0, 1]
since f is concave with f(1) = 1. The inequalities in Lemma 5.36 (with p = 2, ¢ =
F(t) € (0,1] and K = cF(t)), applied to P(|X;| > cF(t)) and E[min{X?,4F(¢)?}] >
E[Xfl{|xt|st(t)}], show that the condition

1
/0 [F(6)2((y — F(F0)% + 2F (1) + 0%) + B(F(t)]dt <00, (5.10)

implies (5.7)—(5.8). Similarly, by Remark 5.10(c) and Lemma 5.36, the following

condition implies (5.9):
[F@) 72 ((y = F(F @)t + T (F(t) + 02) + D(F(t)]t >0, astl0. (511)

These simplifications lead to the following corollary.

Corollary 5.11. Suppose U(e) + e 2(@%(e) + 02) + e |y —7(e)| = O(eP) as e | 0
for some 3 € [1,2] and, as before, let F(t) = t/f(t). If we have F(t) Pt — 0 as
t— 0 and fol F(t)™Pdt < oo, then limsup, o |C'(t)|f(t) =0 a.s.
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Proof. By virtue of Theorem 5.9(i), it suffices to verify (5.10) and (5.11). By as-
sumption, we have [F(t)2(G2(F(t)) +02) +7(F(t))]t = O(F(t)~?t) and F(t)2(y—
F(F(t)))%t? = O((F(t)~#t)?), which tend to 0 as ¢ | 0, implying (5.11). Condi-
tion (5.10) follows similarly, completing the proof. O]

Recall the definition of the Blumenthal-Getoor index Gy € [0,2] from (2.3).
Note that, in our setting, X has infinite variation and hence 5, > 1. Since Ig < 0o
for any 8 > (4, Lemma 2.5 shows that 3 satisfies the assumptions of Corollary 5.11.
Hence lim sup, |, |C'(t)[t? = 0 a.s. for any p > 1—1/81 € [0,1/2] by Corollary 5.11.

Stronger results are possible when stronger conditions are imposed on the law
of X. For instance, for stable processes we have the following consequence of The-

orem 5.9.

Corollary 5.12. Let X be an a-stable process with o € [1,2). Then the following

statements hold.

(a) Ift s t=/*F(t) is bounded ast | 0, then lim supy o [C'(t)| f(t) = o< a.s.

(b) If t7Y/*F(t) — oo ast | 0 and X is not spectrally positive, then the limit
lim sup, o |C'(t)| f(t) is equal to oo (resp. 0) a.s. if the integral fol F(t)~dt is
infinite (resp. finite).

Proof. The scaling property of X gives P(X; < —cF(t)) = P(X; < —ct~Y*F(t))
for any c,t > 0. If t = t~/*F(t) is bounded, then liminf; o P(X; < —cF(t)) > 0
making (5.7) fail for all ¢ > 0. In that case, we have limsup, |C'(t)|f(t) = oo a.s.
by Theorem 5.9(ii), proving part (a).

To prove part (b), suppose X is not spectrally positive and let ¢t~/ F(t) — oo
as t | 0. Then z*P(X; < —z) converges to a positive constant as z — oo, im-
plying the following equivalence: fol t1P(X; < —ct~Y*F(t))dt < oo if and only
if fol F(t)~*dt < oo, where we note that the last integral does not depend of
c> 0. If fol F(t)~*dt < oo, then (5.10)—(5.11) hold and Theorem 5.9(i) gives
limsup, o [C'(t)|f(t) = 0 a.s. If instead fol F(t)~*dt = oo, then fol t1P(X; <
—ct~/*F(t))dt = oo for all ¢ > 0, so Theorem 5.9(ii) implies lim supy o |C'(t)|f(t) =

o0 a.s., completing the proof. O

For a Cauchy process (i.e. o = 1), Corollary 5.12 contains the dichotomy in
Corollary 2.25 for the upper functions of C’ at time 0. We note here that results
analogous to Corollary 5.12 can be derived for a spectrally positive stable process
X (and for Brownian motion), using the exponential (instead of polynomial) decay
of the probability P(X; < z) in z as * — —oo. The exponential decay follows
by Markov’s inequality, since this implies that P(X; < z) = P(e™¥t > e7) <
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E[e=¢X1]e for any ¢ > 0, where E[e™¥1] < oo since X is spectrally positive. The
exact asymptotic behaviour of P(X; < z) can be found in |75, Thm 4.7.1], but is

not necessary here, and is mentioned for the sake of completeness.

§5.2.4 Regime (IS): lower functions at time 0

As explained before, obtaining fine conditions for the lower fluctuations of C” is more
delicate than in the case of upper fluctuations of C’ at 0. The main reason is that
the proof of Theorem 5.13 requires strong control on the Laplace exponent @, (w)
of 7, defined in (5.1), as w — oo and u — —oo. This in turn requires sharp two-
sided estimates on the negative tail probability IP(X; < ut) as a function of (u,t) as
u — —oo and t | 0 jointly.

Due to the necessity of such strong control, in the following result we assume
X € Z,, for some a > 1. In other words, we assume there exist some normalising
function ¢ that is regularly varying at 0 with index 1/« and an a-stable process
(Zs)sepo,r) with p =P (Z1 > 0) € (0,1) such that (Xu/g(t))uefo,r] - (Zu)uepo,1) as
t } 0. Recall that G(t) =t/g(t) for t > 0.

Theorem 5.13. Let X € Z,, for some a € (1,2] (and hence p € (0,1)). Let
f:(0,1) — (0,00) be given by f(t) = G(tlogP(1/t)), for some p € R and all
t € (0,1). Then the following statements hold:

(i) if p>1/(1—p), then liminfy o |C'(t)|f(t) = o0 a.s.,

(i) if p<1/(1—p), then liminf, o |C'(¢)|f(t) =0 a.s.

Remark 5.14.

(a) The assumption X € Z, , for some a > 1 implies that X is of infinite variation.
Note that the function f in Theorem 5.13 is regularly varying at 0 with index
1 — 1/ The ‘negativity’ parameter 1 — p = limyjoP(X; < 0) € (0,1) is a
nontrivial function of the Lévy measure of X. The fact that 1 — p features
as a boundary point in the power of the logarithmic term in Theorem 5.13
indicates that the lower fluctuations of C’ at time 0 depends in a subtle way on
the characteristics of X. Such dependence is, for instance, not present for the
upper fluctuations of C” at time 0 when X is a-stable, see Corollary 5.12 above.
Indeed, for an a-stable process X, Theorem 5.13 and Corollary 5.12(b) show
that liminf; o |C'(t)|f(t) = 0 and limsup, o |C'(t)|f(t) = co as. for f(t) =
t1=1/*log?(1/t) and any q € [-1/a, (1 — 1/a)/(1 — p)), demonstrating the gap
between the lower and upper fluctuations of C” at time 0.

(b) The case where X is attracted to Cauchy process with o = 1 is expected to
hold for the functions f in Theorem 5.13. As explained in Remark 5.8(a) above,
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many cases arise, with even some abrupt processes being attracted to Cauchy
process (see Example 4.2). We again stress that, in this case, our methodology
can be used to obtain a description of the upper fluctuations of C” at time 0 via
Theorem 5.24 and two-sided estimates, analogous to Lemma 5.35, of the Laplace
exponent ® in (5.1) of the vertex time process. In the interest of brevity, we
omit the details of such extensions.

(¢) As with Theorem 5.7 above (see Remark 5.8(b)), the boundary case p = 1/(1—p)
in Theorem 5.13 can be analysed along similar lines. In fact, our methods can be
used to get increasingly sharper results for the lower fluctuations of C’ at time
0 when stronger control over the negative tail probabilities for the marginals X
is available. Such improvements are possible, for instance, when X is a-stable.
We decided to leave such results for future work in the interest of brevity. For
completeness, however, we mention that the following law of iterated logarithm
from Corollary 2.25 can also be proved using our methods (see Example 5.2
below): liminfy o [C'(¢)|f(t) = px(1,0) a.s., where  — px (¢, ) is the density
of X;. O

§5.2.5 Upper and lower function of the Lévy path at vertex times

In this section we establish consequences for the lower (resp. upper) fluctuations
of the Lévy path at vertex time 74 (resp. time 0) in terms of those of C’. Recall
Xi— = limy X, for t > 0 (and Xo— = Xo) and define my = min{ X, , X, _} for
seL”.

Lemma 5.15. Suppose s € L*. Let the function f :[0,00) — [0,00) be continuous
and increasing and define the function f(t) = fot f(u)du, t > 0. Then the following
statements hold for any M > 0.
(1) If liminf, o(C'(t + 75) — s)/f(t) > M a .s. then liminf, o(Xiyr, — ms —
st)/f(t) > M a.s.
(i) If limsup, o(C'(t + 75) — s)/f(t) < M a.s. then liminfyo(Xeyr, — ms —
st)/f(t) < M a.s.

The proof of Lemma 5.15 is pathwise. The lemma yields the following implica-
tions
(i) liminfyo(C/(t+75) —8)/f(t) = co = liminfyo(Xiir, —ms — st)/f(t) = oo,
(ii) limsup,o(C'(t 4 75) — 5)/f(t) = 0 = liminf; o(Xtqr, —ms — st)/f(t) = 0.
The upper fluctuations of X at vertex time 74 cannot be controlled via the fluctu-
ations of C” since the process may have large excursions away from its convex minor-

ant between contact points. Moreover, the limits lim inf; o (C'(t+75)—s)/f(t) = 0 or
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lim sup, (C’(t+75) —s)/ f(t) = oo, do not provide sufficient information to ascertain

the value of the lower limit lim inf;|o(X;y,, —ms — st)/f(t), since this limit may not

be attained along the contact points between the path and its convex minorant.
Theorems 5.2 and 5.7 give sufficient conditions, in terms of the law of X, for

the assumptions in Lemma 5.15 to hold. This leads to the following corollaries.

Corollary 5.16. Let s € L* and let f be a continuous and increasing function with
f(0) = 0 = limgyolimsupy o f(ct)/f(t), f(1) = 1 and f(t) < 1 fort € (0,1]. If
conditions (5.2)~(5.4) hold for ¢ = 1, then liminfyo(X; 1., —ms — st)/f(t) = 00 a.s.
where we denote f(t) == fot f(u)du.

Denote by w(t) = t~'/%g(t) the slowly varying (at 0) component of the nor-
malising function g of a process in the class Z,,. Recall that G(t) = t/g(t) for
t>0.

Corollary 5.17. Let X € Z,, for some o € (0,1) and p € (0,1]. Given p € R,
denote f(t) := fg G(ulog?(u=1))~tdu for t > 0. Then the following statements hold
for s =p.
(i) If p > 1/p, then liminf; o(X;or, — ms — st)/f(t) =0 a.s.
(i) If « € (1/2,1), p < —a/(1 — ) and (w(c/t)/w(1/t) — 1)loglog(1/t) — 0 as
t 10 for some ¢ € (0,1), then liminf,o(Xsyr, — ms — st)/f(t) = 0o a.s.
(ili) If o € (0,1/2], then liminfyjo(X¢qr, —ms—st)/t? = 00 a.s. for any ¢ > 1/a >
2.

Remark 5.18.

(a) The function f is regularly varying at 0 with index 1/c. This makes conditions
in Corollary 5.17 nearly optimal in the following sense: the polynomial rate in
all three cases is either 1/« (cases (i) and (ii) in Corollary 5.17) or arbitrarily
close to it (case (iii) in Corollary 5.17). If & > 1/2, then the gap is in the power
of the logarithm in the definition of f.

(b) When the natural drift v9 = 0, Corollary 5.17 describes the lower fluctuations
(at time 0) of the post-minimum process X = (X;7);c(0,7—7,) given by X;” =
Xttry —mo (note that mo = inf,cpo 7 X¢). The closest result in this vein is [79,
Prop. 3.6] where Vigon shows that, for any infinite variation Lévy process X and
r > 0, we have liminf; o X;7/t > r a.s. if and only if fol P(X:/t € [0,r])t~1dt <
0o. Our result considers non-linear functions and a large class of finite variation
processes.

(c) By Theorem 2.11, the assumption X € Z, , and vy = 0 implies that the post-

minimum process, conditionally given 7g, is a Lévy meander. Hence, Corol-
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lary 5.17 also describes the lower functions of the meanders of Lévy processes

in Z,,. A similar remark applies to the results in Corollary 5.16. %

When X has infinite variation, the process X and C' touch each other infinitely
often on any neighborhood of 0 (see Chapter 4), leading to the following connection

in small time between the paths of X and its convex minorant C.

Lemma 5.19. Let f : [0,00) — [0,00) be continuous and increasing with f(0) =0
and finite f(t) = fot f(u)~tdu, t > 0. Then the following statements hold for any
M > 0.

(¢) If limsupy o [C'(t)[f(t) < M a.s., then limsuptw(—Xt)/f(t) <M a.s.

(i) If liminfyyo |C'(t)|f(t) > M a.s., then limsuptw(—Xt)/f(t) > M a.s.

Theorem 5.9 and the corollaries thereafter give sufficient explicit conditions for
the assumption in Lemma 5.19(i) to hold. Similarly, Theorem 5.13 gives a fine
class of functions f satisfying the assumption in Lemma 5.19(ii) for a large class of
processes. Such conclusions on the fluctuations of the Lévy path of X would not be
new as the fluctuations of X at 0 are already known, see |29, 71, 72|. In particular,
the upper functions of X and —X at time 0 were completely characterised in [72] in
terms of the generating triplet of X. Let us comment on some two-way implications

of our results, the literature and Lemma 5.19.

Remark 5.20.

(a) By Lemma 6.7 (|47, Fundamental lemmal), the assumption in Theorem 5.9(ii)
implies lim sup; | | X¢|/F(t) = oo a.s. where we recall that F'(t) =t/f(t). Sim-
ilarly, by Lemma 6.7, if limsup, | X;|/F(t) = oo a.s. then the assumption in
Theorem 5.9(ii) must hold for either X or —X, which, by time reversal, implies
that at least one of the limits lim sup, o [C' ()] f(t) or limsup, o |C'(T'— )| f(t) is
infinite a.s. This conclusion is similar to that of Lemma 5.19, the main difference
being the use of either f or F'. Note however, that if f is regularly varying with
index different from 1, then Theorem A.55 implies limy o f(£)/F(t) € (0, 00).

(b) The contrapositive statements of Lemma 5.19 give information on C’ in terms of
—X. Indeed, if we have lim suptw(—Xt)/f(t) > 0, then limsup, o [C'(t)[f(t) >
0. Similarly, if lim Suptw(—Xt)/f(t) < 00, then liminfy o [C/(¢)[f(t) < c0. O

The connections between the fluctuations of X and those of C” at time 0 are
intricate. Although the one-sided fluctuations of X at 0 were essentially characterised
in Theorem A.40, its combination with Lemma 5.19 is not sufficiently strong to
obtain conditions for any of the following statements: limsup,,|C’(t)|f(t) = O,
limsupy o [C'(£)[f(¢) > 0, liminfy o [C'(¢)[ f(t) < oo or liminfyyg [C(2)[f(t) = oo a.s.
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§5.3 Small-time fluctuations of non-decreasing additive

processes

Consider a pure-jump right-continuous non-decreasing additive (i.e. with independ-
ent and possibly non-stationary increments) process Y = (Y;)i>0 with Yp = 0 a.s.
and its mean jump measure II(d¢, dz) for (¢,x) € [0,00) x (0,00), see Theorem 2.3.
Then, by Campbell’s formula (Theorem A.48), its Laplace transform satisfies
]E[efuyt] = VW where Wy(u) = / (1 —e “MII((0,t],dx), for u > 0.

(0,00)
(5.12)

Let Ly = inf{u > 0:Y, > t} for t > 0 (with convention inf() = oo) denote the
right-continuous inverse of Y. Our main objective in this section is to describe the
upper and lower fluctuations of L, extending known results, such as the following

theorem, for the case where Y has stationary increments (making Y a subordinator)
in which case II(dt,dz) = II((0, 1], dz)dt for all (¢,x) € [0,00) x (0, 00).

Theorem 5.21 (|20, Thm 4.1|). Assume thatY is a subordinator. Then there exist
a finite and positive constant cy, such that
, LWy (t 1 loglog Uy (t71))
lim sup T
£10 loglog Wy (1)

=cy a.S

§5.3.1 Upper functions of L

The following theorem is the main result of this subsection.

Theorem 5.22. Let f : (0,1) — (0,00) be increasing with lim o f(t) = 0 and

¢ :(0,00) = (0,00) be decreasing with lim,_,oc ¢(u) = 0. Let the positive sequence

(On)nen satisfy lim, oo 0, = 00 and define the associated sequence (tpn)nen via ty, =

¢(0y,) forn € N.

(a) If we have Y702 1 exp(Ontn — W,y (0n)) < 00 then the following inequality holds
5. limsupyjo Lo/ f(t) < limsupy oo F(bn))/ F(tsr).

(b) If we have limy o0 p(u)u = 00, Y7 [exp(—=V s(4,)(0n)) — exp(—Onty)] = o0
and Y07 Vi, ) (0n) < 00, then we a.s. have limsup, g Ly/f(t) > 1.

Remark 5.23.

(a) Theorem 5.22 plays a key role in the proofs of Theorems 5.7 and 5.13. Be-
fore applying Theorem 5.22, one needs to find appropriate choices of the free
infinite-dimensional parameters h and (0, )nen. This makes the application of
Theorem 5.22 hard in general and is why, in Theorems 5.7 and 5.13, we are re-

quired to assume that X lies in the domain of attraction of an a-stable process.
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(b) If Y has stationary increments (making Y a subordinator), the proof of The-
orem 5.21 follows from Theorem 5.22 by using the specific form of f, and finding
a sequences (0y)nen (the specific choices of (0,,)nen are omitted here, but can
be found in |20, Lem. 4.2 & 4.3|) satisfying the assumptions of Theorem 5.22.
In this case, the function f is given in terms of the single-parameter Laplace

exponent Wy as seen in Theorem 5.21. O

Proof of Theorem 5.22. (a) We have that {Ly, > f(t,)} = {tn > Yyq,)} forn € N,
since L is the right-inverse of Y. Using Chernoff’s bound (Markov’s inequality), we

obtain
P(tn > Yiu,)) < eent"E[eXp (= 0nYs(t,))] = exp(Ontn — Yy, 1 (0)), for alln > 1.

The assumption Y 2 exp(ntn — W, )(0n)) < oo thus implies Y72 P(Ly, >
f(tn)) < co. Hence, the Borel-Cantelli lemma yields limsup,,_,~ Lt /f(tn) < 1 a.s.
Since L is non-decreasing and (t,)nen is decreasing monotonically to zero, we can
conclude (a), since it a.s. holds that

L, Ly,

tn

lim sup <limsup sup < limsup lim sup f(tn)
o f(t) n—00  t€[tni1,tn) f(t) n—oo f(tn) n-oo [(tn+1)

< o 75 2

(b) It suffices to establish the following limits: limsup,,_, . Y}

)/t <0 as.
for any 6 > 0 and liminf,eo(Yyr,) = Yi(tarn))/tn < 1 as. Indeed, by taking

tn+1

6 | 0 along a countable sequence, the first limit gives limsup,,_,o Y(,,.)/tn = 0
a.s. and hence liminf,,_ Yf(tn)/tn <1 a.s. For any t > 0 with Yf(t) < t we have
Ly > f(t). Since the former holds for arbitrarily small values of ¢ > 0 a.s., we obtain
limsupy o L¢/ f(t) > 1 as.
We use the Borel-Cantelli lemmas to prove lim infn_,oo(Yf(tn) — Yt )) Jtn <
L as. and limsup,_,o Yy¢,,,)/tn < 0 as. for any 6 > 0. Applying Markov’s
inequality, we obtain the upper bound P(Y; > s) < (1 — e~ %)"1E[1 — e~¥] for all
t,s,0 > 0, implying
eXp(_\ij(tn)(en)) — exp(—bptn)
1 — exp(—0nty) ’

Since O,t, = 0,$(0,,) — oo asn — oo, the denominator of the lower bound in the dis-

for all n > 1.

P (Y < ) >

play above tends to 1 as n — oo, and hence the assumption Y >° | [exp(—=W ¢, y(0n)) —
exp(—0Onty)] = oo implies Y72 | P(Yyq,) < tn) = oo. Since Y has non-negative in-

dependent increments and

> PYVf(tn) = Yitur) <tn) 2 > PV, < tn) = 0,
n=1 n=1
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the second Borel-Cantelli lemma yields iminfy, o0 (Y(t,) = Yi(t,.0))/tn < 1 ass.
To prove the second limit, use Markov’s inequality and the elementary bound

1—e < x to get
B[l — exp(—0,Yy,..))

1 — exp(—00,ty)
1= exp(— V(i) (0n)) _ Ysiani1)(0n)

1 —exp(—00ntn,)  — 1—exp(—d0pty,)’
for all n € N. Again, the denominator tends to 1 as n — oo and the assumption
Yot Vi) (0n) < oo implies >0 | P(Yy, . ) > 0t,) < oo. The Borel-Cantelli

lemma implies lim sup,,_,, Yy

IN

P (Yf(tn+1) > (St”)

w1)/tn < 0 a.s. and completes the proof. O]

§5.3.2 Lower functions of L

To describe the lower fluctuations of L, it suffices to describe the upper fluctuations
of Y. The following result extends known results for subordinators (see, e.g. [36,
Thm 1] i.e. Remark 5.30). Given a continuous increasing function h with h(0) = 0
and h(1) = 1, consider the following statements, used in the following result to

describe the upper fluctuations of Y:

limsupY;/h(t) =0, a.s., (5.13)
£10
limsupY;/h(t) <1, as., (5.14)
£10
I({(t,x) : t € (0,1], z > h(t)}) < o0, (5.15)
2
x
—1 ~1I(dt, dx) < oo, 5.16
o ST (5.16)

2”/ rlony>e11(dt,dz) $ 0, asn — oo, and (5.17)
(0,h=1(2—7m)]x(0,2—™)

x
—1 ~1(dt, dx) < oco. 5.18
L s iy M 42 (5.15)

Theorem 5.24. Let h be continuous and increasing with h(0) = 0 and h(1) = 1.
Then the following implications hold:

(a) (5.13) = (5.14) = (5.15), (c) (5.18) = (5.16)~(5.17).
(b) (5.15)~(5.17) => (5.13),

Remark 5.25. If h is as in Theorem 5.24 and II({(¢,z) : t € (0,1], z > ch(t)}) = o0

for all ¢ > 0, then we have that limsup , Y;/h(t) = oo a.s., which follows from the
negation of Theorem 5.24(a). O
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Figure 5.2: A graphical representation of the implications in Theorem 5.24 and
Proposition 5.26.

In the description of the lower fluctuations of L, we are typically given the
function h~! directly instead of h. In those cases, the conditions in Theorem 5.24
may be hard to verify directly (see e.g. the proof of Theorem 5.9(i)). To alleviate
this issue, we introduce alternative conditions describing the upper fluctuations of
Y in terms of the function h~'. However, this requires the additional assumption
that h~! is concave, see Proposition 5.26 below. Consider the following conditions

on h1:
h=1(z)?
/(o 1% (0,1) tg)ﬂ{?fzh”(w)}ﬂ(dt’dm) < oo, (5.19)

2”/ h_l(m)ﬂ{2t>h_1(x)}ﬂ(dt,d$) 10, asm—o0, and (5.20)
(0,277]x(0,h(27™)) -

h—1
/ t(w)ﬂ{2t>h—1(x)}ﬂ(dt7dx) < oQ. (521)
(0,1]x(0,1)

Proposition 5.26. Let h be conver and increasing with h(0) = 0 and h(1) = 1.
Then the following implications hold:

(a) (5.19) => (5.16), (¢) (5.15) & (5.19)~(5.20) = (5.13).
(b) (5.21) = (5.19)~(5.20),

The relation between the assumptions of Theorem 5.24 and Proposition 5.26
(concerning h and h~') is described in Figure 5.2. The following elementary result
explains how the upper fluctuations of Y (described by Theorem 5.24) are related

to the lower fluctuations of L.

Lemma 5.27. Let h be a continuous increasing function with h(0) = 0 and denote

by h=' its inverse. Then the following implications hold for any ¢ > 0:

119



(a) liminfy o Li/h1(t/c) > 1 = limsup, o Vi/h(t) <c,
(b) limsup, o Y;/h(t) < ¢ = liminf,o Ly/h~ 1 (t/c) > 1.

Proof. The result follows from the implications L, >t = u>Y; = L, >t
for any t,u > 0. Indeed, if liminf, o Ly,/h~(u/c) > 1 then L, > h=t(u/c) for all
sufficiently small u > 0 implying that Y; < ch(t) for all sufficiently small ¢ > 0 and
hence limsup, | Y;/h(t) < c. This establishes part (a). Part (b) follows along similar

lines. O

A combination of Lemma 5.27, Theorem 5.24, Proposition 5.26 and Remark 5.25
yield the following corollary.

Corollary 5.28. Let h be a continuous and increasing function with h(0) = 0 and
h(1) =1 such that limeyo limsup, o h~*(ct)/h=1(t) = 0. Then the following results
hold:
(i) Ifliminf; o Li/h~1(t/c) > 1 a.s. for some c € (0,1) then (5.15) holds.
(i) Suppose (5.15)—~(5.17) hold, then liminf,jq Li/h~1(t) = 0o a.s.
(#’) Suppose h is convex and conditions (5.15) and (5.19)—(5.20) hold, then we a.s.
have liminf; o L /h ™1 (t) = oc.
(éii) If II({(t,z) : t € (0,1], z > ch(t)}) = oo for all ¢ > 0 then we a.s. have
liminf o Ly/h~1(t) = 0.

To prove Theorem 5.24 we require the following lemma. For all ¢t > 0 denote by
Ay =Y, —Y,_ the jump of Y at time ¢, so that Y; =), , A, since Y is a pure-jump
additive process. We also let N denote the Poisson ju7mp measure of Y, given by
N(A) = [{t: (t,As) € A}| for A C [0,00) x (0,00) and note that its mean measure
is I1(dt, dz).

Lemma 5.29. Let h be continuous and increasing with h(0) = 0 and h(1) = 1.
Assume (5.15)~(5.17) hold, then limsupy o Y:/h(t) = limsup, o Yy,-1()/t = 0 a.s.
Proof. For all n € N, we let B, :== [27",00) and set C,, == h™1((27"71,27"]) x B,,.
Then we have

Y P(N(Cy) > 1) =) (1—e M) <N T1(C),

neN neN neN
by the definition of N and the inequality 1 —e™* < z. Note that > _II(C)) < oo
by (5.15), since

N T(C) <T({(t ) < tE[0,1], 2 > h(t)}) < oc.

neN
By the Borel-Cantelli lemma, there exists some ng € N with N(h=1((27"71,27"]) x
B,) = 0 as. for all n > ng. By the mapping theorem, the random measure
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Niy(Ax B) :== N(h~1(A) x B) for any measurable A, B C [0, ), is a Poisson random
measure with mean measure II,(A x B) = II(h~'(A), B). Note that Yj,-1;y =
f(07h_1(t)]x(07oo) zN(du,dz) = f(O,t]X(O,oo) xNp(du,dz) for t > 0 and, for any n > ng
and ¢t € (27"71,277], we have [Vj,~1(4)/t] < ¢, = 2" 3% &, where

Em = / x Ny (du, dz), m € N.
(2-m—12-m]x(0,2-™)

To complete the proof, it suffices to show that (, | 0 a.s. as n — oo. Fubini’s

theorem yields

27" IE[¢,] = Z /2 Iy (du, dz)

m—1 2—m]x (0,2-")

= X 1 rl2—m 1 w<2-m <o, Hh du,dw
/(0,2“]x(0,2n) Z {z<27m} Hu<27" <2u} ( )

m=n

< / x]l{2u>x}ﬂh(du,da?)
(0,2=m]x (0,27 ™)

—/ 1ol - xﬂ{?h(v)>x}H(dU,daj‘).
(0,h=1(277)]x (0,27 ™)

By assumption (5.17), we deduce that E[(,] | 0 as n — co. Similarly, note that
Var(¢,) = 4™ / 2210y, (du, dz),
Z —m—1 2= 7n]>< 02 m)
and hence, by Fubini’s theorem and assumption (5.16), we have

D Var(¢n) = Z 24"“ / 2211, (dt, dx)
n=1

m—1n—1 2—m—12-m]x(0,2—™)

o0
< Z gmt2 /2 2210y, (du, dz)

m—1 9-m]x(0,2-™)

:/ o z2 24 m+2 Lizco-myLliyca- m<2u}Hh(du dz)
1%

m=1
2

2
= /(0 1]x(0,1) u2 ]1{2“>x}Hh(du dz)

.TZ

= 42/ — 1 opy=at 1I(dv, dz
(OA-1(1)x(01) h(v)2 BH>7d ( ) <

Thus, the sum > o ; (¢, — E[¢,])? has finite mean equal to >_°° ; Var(¢,) < oo and
is thus finite a.s. Hence, the summands must tend to 0 a.s. and, since E[(,] — 0,

we deduce that ¢, | 0 a.s. as n — oc. O

Proof of Theorem 5.24. It is obvious that (5.13) implies (5.14). If (5.14) holds,
then Y; < h(t) for all sufficiently small ¢. Thus, the path bound Y; > A; implies
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P(N({(t,z) : t € [0,1], x > h(t)}) < c0) = 1 and hence (5.15). By Lemma 5.29,
conditions (5.15)—(5.17) imply (5.13), so it remains to show that (5.18) implies (5.16)
and (5.17).

It is easy to see that (5.18) implies (5.16). Moreover, if (5.18) holds, then

2" / x]l{2h(t)>az}H(dtv dl‘)
(0,h=1(2—7m)]x(0,2— ™)

X
< /(0 o mH{Qh(t)>ac}H(O,h*1(2*")]><(0,2*")(t7 x)II(dt, dz),

where the upper bound is finite for all n € N and tends to 0 as n — oo by the

monotone convergence theorem, implying (5.17). O

Proof of Proposition 5.26. Since h~! is concave with h=1(0) = 0, then x +— h=1(z)/z
is decreasing, so the condition h(t) > x/2 implies (x/2)/h(t) < h~Y(z/2)/t <
h=Y(z)/t. The inequality h='(z)/x < h=1(x/2)/(x/2) gives {(t,z) : 2h(t) > 2} C
{(t,x) : 2t > h=1(z)}, proving the first claim: (5.19) implies (5.16).
Since h~! is concave with h=1(0) = 0, it is subadditive, implying
G=Y hH(A) = hTHW).
u<t
Since limsupy | G¢/t < ¢ implies limsup, o Y;/h(ct) < 1 for ¢ > 0 and h is a convex
function, it suffices to show that limsup, (;/t = 0 a.s. Note that ¢ is an additive
process with jump measure II(dt, h(dx)). Applying Theorem 5.24 to ¢ with the
identity function yields the result, completing the proof. O

Remark 5.30. We now show that, when the increments of Y are stationary (making
Y a subordinator), Theorem 5.24 gives a complete characterisation of the upper
functions of Y, recovering [36, Thm 1| (see also [20, Prop. 4.4]). This is done in two
steps.

Suppose h is convex and Y has stationary increments with mean jump measure
II(dt,dz) = I1((0,1],dz)dt. Then h~! is concave and the non-decreasing additive
process Y; := Yot PTH(AS) > h7L(Y;) has mean jump measure I1(d¢, h(dx)), making
it a subordinator. Theorem 5.24 applied to Y and the identity function makes all
conditions (5.15)—(5.17) equivalent to f((),l) h=Y(2)I1((0,1],dz) < oo and therefore,
by Theorem 5.24, also equivalent to the condition lim sup, |, Y} /t =0 a.s.

Note that condition (5.15) for Y and the identity function coincides with con-
dition (5.15) for Y and h. This equivalence, together with the fact that the limit
lim supy o Y;/t = 0 implies lim sup, 10 Yt/h(t) = 0, shows that both limits are either
0 a.s. or positive a.s. jointly. Thus, limsup, o Y;/h(t) = 0 a.s. if and only if
f(071) h=1(x)I1((0,1],dz) < oo and, if the latter condition fails, then Remark 5.25
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implies that limsup, o Y;/h(t) = oo a.s. This is precisely the criterion given in [36,
Thm 1] (see also |20, Prop. 4.4]). O

Remark 5.30 shows that condition (5.15) perfectly describes the upper fluctu-
ations of Y when Y has stationary increments, making conditions (5.16) & (5.17)
appear superfluous. These conditions are, however, not superfluous since (5.15) by
itself cannot fully characterise the upper fluctuations of Y, as the following example

shows.

Ezample 5.1. Let II(dt,dz) = Y, cyn~12"6(9—n 9-n /) (dt, dz), where 8, denotes
the Dirac measure at x, and consider the corresponding additive process Y (whose
existence is ensured by Theorem 2.3). Equation [59, Eq. (6)] says that P(¢ >
wu) > 1/5 for every Poisson random variable { with mean p > 2, implying that
Yonen P(NH{(27",27"/n)}) > 2"/n) = oco. The second Borel-Cantelli lemma
then shows that Ay—n > 1/n? io. Thus, Yo-n/27" > 2"Ayn > 2"/n? io.,
implying limsup;,Y;/t = oo a.s. even when condition (5.15) holds. In fact,
I({(t,z) : t € (0,1], x > ct}) < oo for all ¢ > 0. A

§5.4 The vertex time process and the proofs of the results
in §5.2

We first recall basic facts about the vertex time process 7 = (75)ser. Fix a de-
terministic time horizon T > 0, let C' be the convex minorant of X on [0,7] with
right-derivative C’ and recall the definition 7, = inf{t > 0: C'(¢) > s} for any slope
s € R. By the convexity of C, the right-derivative C’ is non-decreasing and right-
continuous, making 7 a non-decreasing right-continuous process with limg_, o 75 = 0
and limg_, o 75 = T'. Intuitively put, the process 7 finds the times in [0, 7] at which
the slopes increase as we advance through the graph of the convex minorant ¢ — C(t)
chronologically. We remark that the vertex time process can be constructed dir-
ectly from X without any reference to the convex minorant C, as follows (cf. [57,
Thm 11.1.2]): for each slope s € R and time epoch ¢ > 0, define Xt(s) = X; — st,
XES) = infy,c(09 X and note 7, = sup {t e[0,T] : Xt(f) A Xt(s) = ng)}, where
XqSi) = limygy, qu‘i) for v > 0 and X(gs_) = X(()S) = 0. Put differently, subtracting
a constant drift s from the Lévy process X “rotates” the convex hull so that the
vertex time 7, becomes the time the minimum of X(®) during the time interval [0, T

is attained.
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§5.4.1 The vertex time process over exponential times

Fix any A > 0 and let E be an independent exponential random variable with unit
mean. Let C' = (a(t))te[oﬂ/)\] be the convex minorant of X over the exponential
time-horizon [0, E/A] and denote by 7 the right-continuous inverse of C’, i.e. 7y =
inf{u € [0, E/)] : C"(u) > s} for s € R. Hence, in the remainder of the chapter, the
processes with (resp. without) a ‘hat’ will refer to the processes whose definition is
based on the path of X on [0, E/A] (resp. [0,7]), where E is an exponential random
variable with unit mean independent of X and 7" > 0 is fixed and deterministic.

It is more convenient to consider the vertex time processes over an independent
exponential time horizon rather than the fixed time horizon 7', as this does not affect
the small-time behaviour of the process (see Corollary 5.32 below), while making its
law more tractable. Moreover, as we will see, to analyse the fluctuations of O’ over
short intervals, it suffices to study those of 7. By Theorem 2.23, the process T has

independent but non-stationary increments and its Laplace exponent is given by
- o0 dt
Ele "] = e ®®  where ®,(u):= / (1—e e MP(X; < st)—» (5.22)
0

for all 4 > 0 and s € R. The following lemma states that, after a vertex time, the
convex minorants C and C must agree for a positive amount of time, see Figure 5.3

for a pictorial description.

Lemma 5.31. For any s € L*, on the event {1s < E/\ < T}, we have 74 = 75 and
the convex minorants C and C agree on and interval [0, s +m] for a random m > 0.
If X is of infinite variation, the functions C' and C agree on an interval [0,m] for a

random variable m satsifying 0 < m < min{T, E/\} a.s.

Since the Lévy process X and the exponential time E are independent, we have
P(rs < E/NLT) > 0.

Proof. The proof follows directly from the definition of the convex minorant of f
as the greatest convex function dominated by the path of f over the correspond-
ing interval. Let f be a measurable function on [0,¢] with piecewise linear convex
minorant M®. Then, for any vertex time v € (0,t) of M® and any u € (v,t], the
convex minorant M ™ of f on [0,u] equals M® over the interval [0,v]. The result
then follows since the condition s € £* (resp. X has infinite variation) implies that

there are infinitely many vertex times immediately after 75 (resp. 0). O

The following result shows that local properties of C' agree with those of C.
Multiple extensions are possible, but we opt for the following version as it is simple

and sufficient for our purpose.
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Figure 5.3: The picture shows a path of X (black) and its convex minorants C' (red)
on [0,7] and C' (blue) on [0, E/A]. Both convex minorants agree until time m, after
which they may behave very differently.

Corollary 5.32. Fiz any measurable function f : (0,00) — (0, 00).

(a) If s € L*, then the following limits are a.s. constants on [0, 00]:

' o A1 o~y
limsup ST 78 g CEFT) =8
£10 f(t) £10 f(t)
' B A1 ~N
lim inf M — liminf M
t10 f(t) 10 f(t)

(b) If X is of infinite variation, then the following limits are a.s. constants on [0, 00]:

limsup C'(t)/f(t) = limsup C'(t)/f(t) and liminf C'(t)/f(t) = liminf C'(t)/f ().
t0 £10 10 £10

Proof. We will prove part (a) for liminf, with the remaining proofs being analog-
ous. First note that the assumption s € £* implies that (745 — 75)u>0 and the
additive processes (Ty4+s — Ts)u>0 have infinite activity as u | 0 a.s. Thus, applying
Blumenthal’s 0-1 law (see Corollary A.1) to (Tu+s — 7s)u>0 (and using the fact that
C'(7,) = s as.), implies that lim inftw(é/(t + 7s) — s)/f(t) is a.s. equal to some
constant p in [0, 00]. Moreover, by the independence of the increments of 7s, this
limit holds even when conditioning on the value of 7;. Recall further that 7, = 75 on
the event {rs < E/A < T} by Lemma 5.31. By Lemma 5.31 and the independence
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of £ and X, we a.s. have

E C't+7.) —s E
Plro<=<T|r)=P(liminf ="/ 75 _ 2 <71l|s
0< <T<)\_ 7') (113(1)n 0] [L7'</\ T,
.. Cl(t+T15) —s E
= —_—_—m —<
P(lllﬁ(l)nf 0 W, Ts < 3 <T|Ts
C'(t+7s) —s E
:]P 1 1 f—: s ]P S *<T S )
<1rg%)n 0 p| <y sT|m
implying that liminf;o(C'(t + 75) — s)/f(t) = p as. O

By virtue of Corollary 5.32 it suffices to prove all the results in §5.2 for C instead
of C'. This allows us to use the independent increment structure of the right inverse
7 of the right-derivative C'.

Ezample 5.2 (Cauchy process). If X is a Cauchy process, then the Laplace exponent
of 7, factorises ®,(w) = P(X; < u) [7(1 — e e ¢ 1dt for any u € R and
w > 0. This implies that 7 has the same law as a gamma subordinator time-changed
by the distribution function u — P(X; < u) = 3 + 2 arctan(cu + ) for some ¢ > 0
and p = tan(m(3 — p)). This result can be used as an alternative to Theorem 2.24,

in conjunction with classical results on the fluctuations of a gamma process (see,
e.g. [20, Ch. 4]), to establish Corollary 2.25 and all the other results in [21]. A

The proofs of the results in §5.2 are based on the results of §5.3: we will construct
a non-decreasing additive process Y = (Y3)¢>0, started at 0, in terms of 7 and apply
the results in §5.3 to Y and its inverse L = (Ly),>0. These proofs are given in the

following subsections.

§5.4.2 Upper and lower functions at time 7, - proofs

Let s € L*. Fix any A > 0 and let Y, := 7,45 — 75, u > 0. Then the right-inverse
L, =inf{t >0 : Y, >u} of Y equals L, = C'(u + 75) — s for u > 0. Note that Y

has independent increments and (5.22) implies
U, (w) = —logEle *Y¢] = / (1 — e ™HII((0,u],dt), for all w,u >0, (5.23)
0
where TI(du,dt) = e MP((X; — st)/t € du)t~'dt is the mean jump measure of Y.

Proof of Theorem 5.2. Since s € L*, all three parts of the result follow from a direct
application of Proposition 5.26 and Corollary 5.28 to the definitions of ¥ and L

above. O

To prove Theorem 5.7, we require the following two lemmas. The first lemma

establishes some general regularity for the densities of X; as a function of ¢ and the
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second lemma provides a strong asymptotic control on the function ¥g(u) as s | 0
and u — co. Recall that, when X is of finite variation, vo = lim¢ o X;/t denotes the
natural drift of X.

Lemma 5.33. Let X € Z,, for some o € (0,1) and p € (0,1] and denote by g its
normalising function.

(a) Define Q¢ == (X¢ — vot)/g(t), then Q. has an infinitely differentiable density p;
such that py and each of its derivatives pgk) are uniformly bounded: for any k € NU{0}
it holds that supyc (o 1] SUPzer \pgk) ()] < 0.

(b) Define Q= X;/V/t, then Qq has an infinitely differentiable density p, such that
Dy and each of its derivatives ﬁgk) are uniformly bounded: for any k € N U {0} it
holds that sup;c(; ) SUPzer |}5§k) (x)] < oo.

Proof. Part (a). We assume without loss of generality that g(¢t) < 1 for ¢ € (0, 1],
and note that @ is infinitely divisible. Denote by vg, the Lévy measure of ()¢, and
note for A C R that v, (A) = tr(g(t)A) and

2 _ 2 _ 2 _ bt 5

oo, (u) = /(_uyu):): vg,(dz) = OE /(_ug(t),ug(t))x v(de) = g(t)QJ (ug(t)),
fort € (0,1] and w € R\ {0}. The regular variation of 7 (see Theorem 2.12), Fubini’s
theorem and Theorem A.55(ii) imply that, as u | 0,

02(u):—/0u:c1/d:c / /zdzudx //Qzudm

= uZ z = zZV Z—UQV'U/N 'LLQZ/U.
= [" 22010~ pts = [ 21z o) ~ 2 alota)

Since X € Z,,, Theorem 2.12 implies that g~!(u)u=252(u) — ¢y for some

co >0 as ul 0. Thus,

g_l(z)EQ(Z) < g (Ug(t))
2

T ute(0,1]  u?g(t)?

0 < inf
z€(0,1] =z

72 (ug(t)).

Since g is regluarly varying with index 1/a, we suppose that g(t) = t'/%w(t) for a
slowly varying function w. Thus, Potter’s bound (Theorem A.53) imply that, for
some constant ¢ > 1 and all t,u € (0,1], we have w(t)/w(tu’) < cu™? for § =
1/8 —1/a > 0. Hence, we obtain ug(t) < cg(tu?) and moreover g~ (ug(t)) < Ptuf
for all t € (0,1] and u € (0,1/c]. Multiplying the rightmost term on the display
above (before taking infimum) by tu® /g~ (ug(t)) gives

B
inf  inf wf” QO'Qt( )= inf  inf fu

2
t)) > 0. 5.24
t€(0,1) we(0,1/¢) A ettt gz (W) (5.24)

2

Hence, Lemma A.18 gives the desired result.
Part (b). As before, we see that 6% (u) = 7%(uv/t). Hence, the left side of (5.24)
t
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gives

inf inf w%72%5% (u) = inf u’ %% (u) >0,
te[1,00) ue(0,1] Qt u€(0,1]
for any 5 € (0, ). Thus, Lemma A.18 gives the desired result. O

Lemma 5.34. Let X € Z,, for some a € (0,1) and p € (0,1], denote by g its
normalising function and define G(t) = t/g(t) for t > 0. The following statements
hold for any sequences (up)nen C (0,00) and (sp)nen C (0,00) such that u, — oo
and sp, L 0 asn — oo:
(i) if unG71(s;t) — 00, then Vg (uy) ~ plog(u,G~t(s; 1)),
(ii) if upnG~Y(s;t) — 0, then Uy, (uy) = O([un G~ L(s;1)]? + 8,) for any q € (0,1]
with ¢ < 1/a — 1.

Proof. Part (i). Define Q; == (X — v0t)/g(t) and note that
o0 dt
U, (up) = / (1 — e tun)e=Mp (0< @ < snG(t))7, for all n € N.
0

Fix 6 € (0,p/3), let k, == G'(d/s,) and note that k, | 0 as n — oco. We will
now split the integral in the previous display at k, and 1 and find the asymptotic
behaviour of each of the resulting integrals.

The integral on [1,00) is bounded as n — oo:
o dt o dt
/ (1-— e_t“")e_’\tIP(O <@ < snG(t))7 < / e_)‘t7 < 0.
1 1

Next, we consider the integral on [k,,1). By Lemma 5.33(a), there exists a uni-
form upper bound C' > 0 on the densities of Q;, t € (0,1]. An application of
Theorem A.55(i) gives, as n — oo,

1 dt 1 dt
/ (1—e e ™MP(0 < @ < snG(t))7 <C SnG(t)?
aC oaC
1z asnG(Hjn) C1-a’

which is finite. Since we will prove that ¥y (u,) — oo as n — oo, the asymptotic
behaviour of Wy (u,) will be driven by asymptotic behaviour of the integral on
(0, in):

dt

1
Jg — / (1 o e—unnnt)e—)\nntIP (0 < Qﬁnt < SnG(Hnt)) / (5.25)
0

We will show that, asymptotically as n — oo, we may replace the probability
in the integrand with the probability P(0 < Z < §t'=1/®) in terms of the limiting
a-stable random variable Z. Since Z has a bounded density (see, e.g. Remark A.35
or [75, Ch. 4]), the weak convergence Q) 4 7 ast J 0 implies that the distributions

functions converge in Kolmogorov distance by Theorem A.8. Thus, since k, — 0 as
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n — oo, there exists some Ns € N such that

sup sup sup|P(0<@Q;<z)-P0< Z <uz)| <4,
n>Ns t€(0,kn] TER

where § € (0,p/3) is as before, arbitrary but fixed. In particular, the following
inequality holds sup,,> n; SUPsc(o,,] IP(0 < Q1 < 5,G(t)) —P(0 < Z < s,G(t))] < 6.
For any N > Nj; the triangle inequality yields

Bsn = sup sup |P(0<Z < STV —P(0 < Qu,, < 50G(tn))]
n>N te(0,1]

<G+ sup sup [P(0< Z <6tV —P(0 < Z < $,G(tkn))]
n>N te(0,1]

<0+ sup sup P(my, < Z < My),
n>N t€(0,1]

where my, = min{snG(t/@n),&l_l/a} and M, = max{snG(tmn),étl_l/o‘}. We
aim to show that Bjy; < 26 for some N§ e N.

By Remark A.35 (see also [75, Ch. 4]), there exists K > 0 such that the stable
density of Z is bounded by the function x — Kz~*"! for all £ > 0. Thus, since
My —myp = ]5151_1/0‘ — s, G(tky)|, we have

P(myy, < Z < Myy,) < Kmg 2ot Ve — 5,G(trn))|
< K((0tY2) 7071 4 (5,G(trn)) " Y[tV — 5,G(tkn))-
(5.26)

To show that this converges uniformly in ¢ € (0, 1], we consider both summands.

First, we have

((5t1_1/a>_a_1’(5t1_1/a _ SnG(t/{n)‘ — 5l —

(trn) 1=/ @G Lk,
(17042)/01G

K (Kn)

which tends to 0 as n — oo uniformly in ¢ € (0,1] by Theorem A.51 since t

t(l_"‘g)/aG(t) is regularly varying at 0 with index 1 —a > 0 (recall that g is regularly
varying at 0 with index 1/« and G(t) = t/g(t)). Similarly, since s, = 0/G(ky,), we
have

(mn)l—l/aG(mn)—a—l G(tkp)™®

mlfl/aG(nn)_a_l G(kn)~@ |

Since both terms in the last line converge to 6!~ as n — oo uniformly in ¢ € (0, 1]

(5nG(trn)) "7 6t 7V — 5, G (thn)| = 672

by Theorem A.51, the difference tends to 0 uniformly too. Hence, the right side
of (5.26) converges to 0 as n — oo uniformly in ¢ € (0,1]. Thus, for a sufficiently

large Nj, we have

sup sup |[P(0 < Z < 6877V —P(0 < Qu,, < $0G(tin))| = Bs nr <25, (5.27)
n>N/ t€(0,1] 0

We now analyse a lower bound on the integral JO in (5.25). By (5.27), for all
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n > N, we have
! dt
J) > /0 (1 — eunrntye Al (P(0 < Z < 5t' 1) — 20) -
Recall that x, = G=1(6/sy), define &, == G~1(1/s,) and note from the regular vari-
ation of G~1 that &, /&, — 6%/(®~ Y as n — oo, implying log(u,ky,) ~ log(uné,) as
n — 00 since up&, — 0o. We split the integral from the display above at log(u, k)~

and note, as n — oo, that

1
/ (1 — e unmntye= At (P(0 < Z < 6t 71/%) 4 20) d
1

og(tnkin) ! t

< (1+25)/

log(unkin)~t

1
% = (1 + 26) log(log(unkn)) ~ (1 + 26) log(log(un&n))-

For the integral over (0,log(unky,)~t), note, for all sufficiently large n € N, that
P(0 < Z <8t > P(0 < Z < §log(unkn) 1) > p—108, te(0,log(unrn)t),
since unk, — 00. Thus, as n — 0o, we have

log(unnn)_l —Unp K — AR -1/« dt
/O (1 — eunrntye At (P(0 < Z < 5t 7Y/ ) —20)~

log(unkn) ! dt
> (p— aa)e e ) [ (1= ey (o 38) log(unts).
0

where the asymptotic equivalence follows from the fact that u,ky/log(uyk,) — 00
as n — oo and fol(l — e ™) t71dt ~ logx as x — oo. (In fact, we have fol(l -
e ™)t 1dt =logx + I'(0,x) + for > 0 where I'(0,2) = [t 'e 'd¢ is the upper
incomplete gamma function and 7 is the Euler-Mascheroni constant.) This shows
that liminf, . J2/log(uné,) > p — 36 > 0 since 6 € (0, p/3).

Similarly, (5.27) implies that for all n > N, we have

1
JY < / (1 — e unrntye Aol (P (0 < Z < o1 71/) 4 25)%
0

1
dt
<(p+ 25)/ (1-— e_u"”"t)T ~ (p+20)log(un&,), asmn— oo,
0
implying lim sup,,_, o, J2/ log(un&,) < p + 23. Altogether, we deduce that
p—30 < lirginf U, (un)/log(un&,) < limsup ¥y (uy,)/log(unéy) < p+ 26.
n—00 n—00

Since § € (0, p/3) is arbitrary and the sequence ¥y (uy)/log(un&,) does not depend
on 0, we may take ¢ | 0 to obtain Part (i).
Part (ii). We will bound each of the terms in Uy (u,) = J! + J2 + J2, where

ns
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& =G 1(1/s,) and

571/ dt
e / (1= e NP0 < Qr < suG(1))
0
) 1 —uUnt)  —At dt
Ji= | (1= e NP0 < Q1 < 5,G(1) - and
én

% dt
J3 = / (1 —e e ™ MP(0 < X; — ot < snt)?
1

Recall that our assumption in part (ii) states that u,&, — 0 as n — oo. Using
the elementary inequality 1 —e=® < x for z > 0, we obtain J! = O(u,,) as n — co.
Next we bound J3. Lemma 5.33(b) shows the existence of a uniform upper bound
C > 0 on the densities of X;/V/t. Thus, P(0 < X;—7ot < spt) = Pyt < Xi /vt <
(70 + sn)V1) < C's,/t and hence

J3 < C~'sn/ t72e7 At = O(sy,),  asn — oo,
1

It remains to bound J2. Let ¢ € (0,1] with ¢ < 1/a—1 and C > 0 be a uniform
bound on the densities of @Q); (whose existence is guaranteed by Lemma 5.33(a)).
The elementary bound 1 — e™® < 27 for > 0 for ¢ € (0,1] and Theorem A.55(i)
yield

) ! dt C
Jy < C’uglsn/ t1G(t)— ~ ———ulsp,G(&r)EL = O(ulél), asn —oo. O
€ t 1lja—q-1
Proof of Theorem 5.7. Throughout this proof we let ¢(u) = yu~!(loglogu)", for
some v > 0, r € R.

Part (i). Since p is arbitrary on (1/p,00) and f(t) = 1/G(tlogP(1/t)), it suffices
to show that lim suptw(é’(t +75) — 8)/f(t) = limsup, o L¢/ f(t) < oo a.s. (Recall
that Ly = C'(t +75) — s and ¥, (w) = —logE[e 4] for all u,w > 0.) By The-
orem 5.22(a), it suffices to find a positive sequence (0,)nen with lim, o 6, = o
such that Y0 | exp(Ontn — Wy,)(0n)) < oo and limsup,, . f(tn)/f(tnr1) < 00
where t,, == ¢(0,,).

Let 6,, := €™ and r = 0. Since the function f is regularly varying at 0, it follows
that limsup,, o f(tn)/f(tns1) = limy oo f(tn)/f(tni1) = €'71/®. Thus, it suffices
to prove that the series above is finite. Since ¢, = ¢(6,,), it follows that ¢,6, = .
Note from the definition of f that, as u — oo,

uGH (&)™) = uh(u)(log($(w)™))” = ~(log(y~"u))? ~ A(logu)? - oo.
(5.28)
Since 0,G7(f(tn) 1) ~ v(log 0,)P — oo as n — oo by (5.28), Lemma 5.34(i) implies
that W) (0n) ~ plog(0,G 1 (f(ta) ™)) as n — oo.
Fix some € > 0 with (1 —¢)pp > 1. Note that W« )(0,) > (1 — ¢)pploglog b,
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for all sufficiently large n. It suffices to show that the following sum is finite:
S qexp (v — (1 —¢e)pploglogby,). Since (1 —¢€)pp > 1, this sum is bounded by a
multiple of the series S°0°  n~ (179 < oo,

Part (ii). Since p is arbitrary in (0,1/p), it suffices to show limsup, o L/ f(t) >
1 a.s. By Theorem 5.22(b), it is therefore sufficient to find a positive sequence
(On)nen satisfying lim, o 0n = 00, Y202 (exp(=Wy(,)(0n)) — exp(—Onty)) = oo
and 0% Wy (0n) < oo

Let r = v = 1, choose 0 > 1 and ¢ > 0 to satisfy o(1 + ¢€)pp < 1 and set
0, = " for n € N. We start by showing that the second sum in the paragraph
above is finite. Since o > 1, (5.28) yields

0.

G (F () ™)~

Hence, Lemma 5.34(ii) with ¢ € (0,1] and ¢ < 1/a — 1 and (5.29) imply

Uty (0n) = O([0nG 7 (f (tng) D)7+ f(tng1)), asn — oo.
By (5.29), it is enough to show that

> (

n=1

(log 0p,4+1)Ploglog 6,41 10, asn — oo. (5.29)

On a -
o (log 0,+1)P loglog 6n+1> < 00, and g f(tnt1) < o0
n+

Newton’s generalised binomial theorem implies that 6,,/60,,+1 = exp(n? —(n+1)?) <
exp(—on?~1/2) for all sufficiently large n. Since log#,.1 ~ n°, we conclude that
the first series in the previous display is indeed finite. The second series is also finite
since f o h is regularly varying at infinity with index (o — 1)/a < 0 (recall that
tny1 = O(Ont1))-

Next we prove that > 7%, (exp(—=W s, y(0n)) — exp(—bntn)) = co. Note that

—0

we have exp(—60,t,) = exp(—loglogh,) = n~ 7, which is summable. Applying
Lemma 5.34(i) and (5.28), we see that W y(0n) ~ plog(0,G~(f(tn)™!)) as n —
o0. As in Part (i), it is easy to see that for every ¢ > 0, the inequality W ,)(0,) <

(1 + ¢)pploglog B, holds for all sufficiently large n. Thus exp(—=WV ) (65))
n=o(+)PP is not summable (since o(1 + €)pp < 1): 00 | exp(— Uity (0n) =

Dgl\/

completing the proof.

§5.4.3 Upper and lower functions at time 0 - proofs

Fix any A > 0. Let Y :==7_;/, for s € (0,00) and note that the mean jump measure
of Yy is given by
I(ds,dt) ==t Le MP(—t/X; € ds)dt,
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implying T1((0, s],dt) = t~le~MP(X; < —t/s)dt. Since C' is the right-inverse of
7, we have the identity C’(t) = —1/L; where L; = inf{s >0 : Y, > t}. Thus,
lim supy |6’(t)|f(t) equals 0 (resp. oo) if and only if liminf;jg L;/f(t) equals oo
(resp. 0). Corollary 5.28 and Proposition 5.26 above are the ingredients in the proof
of Theorem 5.9.

Proof of Theorem 5.9. Since the conditions in Theorem 5.24 only involve integrating
the mean measure IT of Y near the origin, we may ignore the factor e * in the defin-
ition of the mean measure I above. After substituting II(du,dt) = t 'P(—t/X; €
du)dt in conditions (5.15) and (5.19)—(5.20), we obtain the conditions in (5.7)—
(5.9). Thus, Corollary 5.28 and the identity C(t) = —1/L; yield the claims in
Theorem 5.9. O

The following technical lemma which establishes the asymptotic behaviour of
the characteristic exponent ® defined in (5.22). This result plays an important role in
the proof of Theorem 5.13. We will assume that X € Z, ,. For simplicity, by virtue
of (A.4) and Theorem A.52, we assume without loss of generality that: ¢(t) = 1
for t > 1, ¢ is continuous and decreasing on (0, 1] and the function G(t) = t/g(t) is
continuous and increasing on (0, 00). Hence, the inverse G~! of G is also continuous

and increasing.

Lemma 5.35. Let X € 2, , for some a € (1,2] and p € (0,1) and assume E[X?] <
oo and E[X1] = 0. The following statements hold for any sequences (up)nen C (0,00)
and (Sp)neny C R such that u, — 0o and s, — —00 as n — 00:

(3) if unG = (Jsn| ™) = 00, then s, (un) ~ (1 = p)log(unG~* (|54 1)),

(1) if unG = (|sn] 1) L 0, then @y, () = O([un G~ (Jsn]| 1))@ V/2 4 [5,]72).

Proof. Part (i). Denote @Q; = X;/g(t) and note that, for all n € N,
O, (up) = /00(1 — eft“”)ef/\tIP(Qt < snG(t))%.
0

For every § > 0 let s, == G~!(6/|s,|) and note that x,, | 0 as n — co. The integral
in the previous display is split at x, and we control the two resulting integrals.

We start with the integral on [k,,00). For any ¢ € (0,a) we claim that
K = sup;5oE[|Q¢]7) < oo. Indeed, since E[X?] < oo, t=1/2g()Q; converges
weakly to a normal random variable as t — oo. Applying Lemma 3.18 gives
SUP;>1 E[|Q:|9)t~%/?¢(t)? < oo, and hence sup;>1 B[|Q¢]9] < oo since t=12¢(t) is
bounded from below for ¢+ > 1. Similarly, sup,<; E[|@Q:|?] < oo by Lemmas 2.13
& 2.14, implying that K < co. Markov’s inequality then yields

K > sup sup |s,|7G ()P (Q: < s,G(1)). (5.30)
neNt>ky,
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Let ¢’ == q(1 — 1/a) > 0 and note that G(¢)~? is regularly varying at 0 with index
—¢'. By (5.30) we have P(Q; < s,G(t)) < K|s,|"9G(t)"4 for all t > Kk, and n € N.
Hence, Karamata’s theorem (see Theorem A.55) gives, as n — oo, that

/ (1 — e—unt)e—AtIP(Qt S SnG(t))% S K/ ’Sn‘_qe_)\tG(t)_qg

K
~ ?|sn|_qG(/€n)_q = < 00.

q'01
Thus, the integral f,::(l — e unh)e"MP(Q, < 5,G(t))t"1dt is bounded as n — oo.
It remains to establish the asymptotic growth of the corresponding integral on
(0, k). Since the limiting a-stable random variable Z has a bounded density (see,
e.g. Remark A.35 or [75, Ch. 4]), the weak convergence of Q¢ 4 Z ast ] 0 extends
to convergence in Kolmogorov distance by Theorem A.8. Thus, there exists some
Ns € N such that
sup sup |P(Q:; < s,G(t)) —P(Z < s,G(t))| <.
n> N t€[0,rn]
Since G(kn) = 0/|sp| and P(Z < 0) = 1 — p, the triangle inequality yields
Bs = sup sup [1—p—P(Q; <s,G(t)] <[1—p—P(Z<—=0)|+0.
n>Ns te[0,6n]
which tends to 0 as § | 0.
Define &, == G~!(1/|s,|) for and note from the regular variation of G~! that
kn /& — 0%~ as n — oo, implying log(unkn) ~ log(u,é,) as n — oo since

—ehy=1ldt ~ log x

Up&n — 00. As in the proof of Lemma 5.34 above, we have fo —e
as x — 00. Since u,&, — oo and &, | 0 as n — oo, we have
fin A\ dt Fin \edt
/ (1—e e MP(Q < snG(t))7 <(1-p+ B(;)/ (1—e Unt)e™ tT
0 0
~ (1 = p+ Bs)log(unn), asn — oc.

This implies that limsup,,_, . Ps, (upn)/log(un&,) < 1—p+ Bs. A similar argument
can be used to obtain liminf, ,~ @, (u,)/log(uné,) > 1 — p — Bs. Since § > 0 is
arbitrary and Bs | 0 as 0 | 0, we deduce that @5, (uy) ~ (1—p)log(unéy) as n — oo.

Part (ii). We will bound each of the terms in ®, (u,) = J} + J2 + J2, where
&n = G7(1/|sn]) and

n

1. 5" _ —unty ,—At g 2 . > _ —unt\ —At g
J, = (I —e " N)e M P(X; < spt) L Jz = (1 —e " N)e M P(X; < spt) L
0 1

1
and J3 = / (1 —e e MP(Q; < SnG(t))%.
én
The elementary inequality 1 — e™® < x for # > 0 implies that the integrand of J! is
bounded by u,. Hence, we have J! = O(un&,) = O((un&) *D/2) as n — oo,
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To bound J2, we use Markov’s inequality as follows: since E[X?] = E[X?]t for

all t > 0, we have P(X; < spt) < E[X2]t/(|sn]?t?) = E[X?]|s,|2t7!, for all n € N,
t > 0. Thus, we get

E[X?] [ E[X?]

ot |sn[?

J2 < = O(|sn]™%), asn— oo

|sn|?

It remains to bound J3. Let r :== (a — 1)/2, pick any ¢ € (a/2,a) and recall
from Part (i) that K = sup;>qE[|Q¢|?] < co. Note that ¢’ = ¢(1 — 1/a) > r, so
Karamata’s theorem (see Theorem A.55), the inequality in (5.30) and the elementary
bound 1 — e ™™ < " for x > 0 yield

dt Kur K
B e gy = r
n 7 — r§n|5n| (n) q — r(unfn) )

1
J3 < Ku;/ t"|sn| TIG(t) 1
&n
asn — oo. We conclude that J2 = O((u,&,)") as n — oo, completing the proof. [

Proof of Theorem 5.13. Throughout this proof we let ¢(u) = yu~!(loglogu)", for
some v > 0 and r € R. By Remark 5.1 we may and do assume without loss of
generality that (X¢)¢>0 has a finite second moment and zero mean.

Part (i). Since p is arbitrary on the interval (1/(1 — p),00), it suffices to show
that liminf, o IC'(H)|f(t) > 0 as. where f(t) = G(tlog’(1/t)). Since C'(t) =
—1/Ly, this is equivalent to limsup, o Li/f(t) < oo as. Recall that ¥, (w) =
log E[e=*Y+] = log E[e~"™1/u] = ®_y(w) for all uw > 0 and w > 0. By virtue
of Theorem 5.22(a), it suffices to show that Y 7 | exp(fnty, — ¥r(,)(0n)) < oo and
limsup,,_,o f(tn)/f(tnt1) < oo for t,, = ¢(6,) and a positive sequence (6, )nen With
lim,,—y o0 0, = 00.

Let 0, == €™ and r = 0. Since f is a regularly variation function at 0, it holds
that limsup,, . f(tn)/f(tns1) = limy_soo f(tn)/f(tns1) = €'~1/®. Thus, it suffices
to prove that the series is finite. Since ¢, = ¢(6,,), it follows that ¢,6,, = . Note

from the definition of f that, as u — oo,

uGH(f(d(w))) = ug(u)(log(e(u)™))? = y(log(y ™ u))” ~ y(logu)? — co. (5.31)
By Lemma 5.35(i) we have Wy y(0n) = ®_1/5¢:,)(0n) ~ (1 = p) log(0,G~(f(tn)))
as n — oo, since 0,G1(f(t,)) ~ v(log0,)P — 0o as n — oo by (5.31).

Fix e > 0 with (1—¢)(1—p)p > 1. Note that W, 1(0,) > (1—¢)(1—p)ploglog b,
for all sufficiently large n. It is enough to show that the following sum is finite:
S rexp (v — (1 —¢)(1 = p)ploglogfy). Since (1 —¢€)(1 — p)p > 1, this sum is
bounded by a multiple of 3250, n=(1=)1=PP < o0,

Part (ii). As before, since p is arbitrary in (0,1/(1— p)), it suffices to show that
we have lim inf; o IC"(t)|f(t) < oo a.s. By Theorem 5.22(b), it suffices to show that

there exists some r > 0 and a positive sequence (0, )nen satisfying lim, 6, = o0,
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such that Y% | (exp(—=Y s(4,,)(0n)) — exp(—bntn)) = co and Y02 Wy . y(6,) < oo

Let v =r =1, choose o > 1 and £ > 0 satisfying o(1 + €)p(1 — p) < 1 (recall
p(1 —p) < 1) and set 6, :== ™. We start by showing that the second sum is finite.
Since o > 1, (5.31) yields

0,G L (f(tng1)) ~ 9911(10?; 0n+1)P 10, asn— oc. (5.32)

Hence, the time-change C'(t) = —1/L;, Lemma 5.35(ii) and (5.32) imply

U 1)(0n) = @1/ (10 0) (00) = O(02G 7 (f(tar))) @™V 4 f(tnr1)?),
as n — oo. By (5.32), it is enough to show that

© /g (a-1)/2 =
Z (0 | (10g en-l-l)p log log 6n+1> < 00, and Z f(tn-‘rl)2 < 0.
nt n=1

n=1
Newton’s generalised binomial theorem implies that 6,,/60,,+1 = exp(n? — (n+1)?) <
exp(—on®~1/2) for all sufficiently large n. Since log 0,1 ~ n?, we conclude that
the first series in the previous display is indeed finite. The second series is also
finite since f o h is regularly varying at infinity with index —(a — 1)/« (recall that
tnt1 = P(Ont1)).

Next we prove that > 2| (exp(—=W s, )(0r)) — exp(—bnty)) = co. First observe
that the terms exp(—6,t,) = exp(—loglogh,) = n~7 are summable. Applying
Lemma 5.35(i) and (5.31), we obtain Wy )(6n) ~ (1 — p)log(6n.G(f(tn))) as
n — o0o. As in Part (i), Wy,)(0n) < (14 ¢)p(1 — p)loglogb, for all sufficiently
large n. Thus exp(—W s, )(0n)) > n~o(0+eP(=p) and, since o(1+¢)p(1 —p) < 1, we
deduce that 32 | exp(—=V ) (0n)) = 0o, completing the proof. O

§5.4.4 Proofs of §5.2.5

In this subsection we prove the results stated in §5.2.5.

Proofs of Lemmas 5.15 and 5.19. We first prove Lemma 5.15. Let s € £* and let
the function f : [0,00) — [0,00) be continuous and increasing with f(0) = 0 and
define the function f(t) := fg f(u)du, t > 0. Note that ms = X, A X, _ equals
C'(7s) since 75 is a contact point between ¢ — X; A X;_ and its convex minorant C.

Part (i). By assumption, for any M > 0 there exists § > 0 such that C'(¢t +
Ts) —s > M f(t) for t € (0,0). Since fg(C”(u +75) —s)du =C(t+75) —ms — st it
follows that C(t + 75) — ms — st > M f(t) for all t € [0,). Note that the path of X
stays above its convex minorant, implying C'(t 4+ 75) — ms — st < Xy4r, — ms — st.
Thus, X4, — ms — st > Mf(t) for all t € [0,6), implying that liminf, (X ., —
ms — st)/ f(t) > M.
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Part (ii). Assume f is convex on a neighborhood of 0, and that lim sup, 10(C'(t+
7s)—8)/f(t) = 0. Then, for all M > 0 there exists some § > 0 such that C'(t +75) —
s < Mf(t) for all t € [0,9). Integrating this inequality gives C(t + 75) — ms — st <
Mf (t) for all t € [0,0). Since s € L*, there exists a decreasing sequence of slopes
Sp 4 s such that ¢, =75, — 75 | 0 and Xy, 47, A Xy, 47— = C(tn + 75) for all n € N.
Thus, either Xy 4, —mgs— st, < Mf(tn) io.or Xy - —mg—st, < Mf(tn) i.o.
Since f is continuous, we deduce that liminf; o(Xsyr, — ms — st)/f(t) < M.

The proof of Lemma 5.19 follows along similar lines with f(t) = fg f(w)~tdu,
t > 0, the slope s = —o0 and m_o, = Xy = 0. O

Proof of Corollary 5.17. Part (i) follows from Theorem 5.7 and Lemma 5.15(ii).

Part (ii). Assume « € (1/2,1). By Theorem 5.2 and Lemma 5.15(i) it suffices
to prove that (5.2)—(5.4) hold for ¢ = 1. As described in §5.2.1.1, condition (5.6)
implies (5.3)-(5.4). By Lemma 5.33, the density of (X; — st)/g(t) is uniformly
bounded in ¢ > 0. Hence, the following condition implies (5.6):

1 1 1 .
/0 /f(t/2) () g dt <o (5.33)

Similarly, (5.2) holds with ¢ = 1 if fol(f(t)/g(t))dt < 00. Thus, it remains to show
that (5.33) holds and [} (f(t)/g(t))dt < co.

We first establish (5.33). Let a = a/(1 — ), where f(t) == 1/G(t(logt~1)P) =
t1/955(t) with slowly varying function @ given by @ (t) = log?/*(1/t)w(tlogP(1/t)).
Thus, by Theorem A.56, the inverse f~! of f admits the representation f~1(¢) =

t*%(t) for some slowly varying function @(¢). This slowly varying function satisfies

t=fT1f(t) = F@O)'D(f(1) = D(f(1) ~t/f(®)" ~1/@(t)*, ast 0. (5.34)

Since a > 1, the function f~! is not integrable at 0. Thus, by Karamata’s
theorem (see Theorem A.55) and (5.34), the inner integral in (5.33) satisfies

1 a—1)/a
Since t/g(t) = t=1/%/w(t) for t > 0, condition (5.33) holds if and only if the following
integral is finite

/1 f(t)lfawtfl/adt _ /1 logp/a(l/t)w(t logP(1/1)) @
0 w(t) 0 @ (t) t

The integrand is asymptotically equivalent to log?/ “(1/t)t~!, since we have that
w(tlogP(1/t))/w(t) — 1 as t | 0 uniformly on [0,1] by Theorem A.58 and our

assumption on w. Thus, the condition p < —a makes the integral in display finite,

f® @), astlo.

a—1

proving condition (5.33).
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To prove that fol(f(t /g(t))dt < oo, take any § > 0 with p(1/a—4) < —1 (recall
p/a < —1 by assumption) and apply Potter’s bound, i.e. Theorem A.53(iii), with &

to obtain, for some constant K > 0,

1 gltlog”(1/¢)) dt o(Lfams) _
/ /0 g(t)logP(1/t) t —K/ log? (1/75) b o

Part (iii). The result follows from Corollary 5.4 and Lemma 5. 15( ) O

§5.5 Elementary estimates
Recall that (02, v, v) is the generating triplet of X and the definition of the functions
5,2 and ¥ in (2.2).
Lemma 5.36. For any p € (0,2], t, K >0 and ¢ € (0, 1], the following bounds hold
E[(1X A K] < (7= 7)1 + @) + o)1) + KPp(e)t,
P(1X:| > K) < ((v =7())*t* + () + 0*)t) / K* + D(e)t.

Proof. Let X; = (v —7(e))t + J¢y + My be the Lévy-1t6 decomposition of X at level

€, where J is compound Poisson containing all of the jumps of X with magnitude

(
(

at least € and My is a martingale with jumps of size smaller than €. Fix ¢ > 0 and
define the event A of not observing any jump of J on the time interval [0,¢]. Clearly
1 —P(A) =1 — e 7 < 7(e)t. Consider the elementary inequality |X|P A KP <
|(v=7(g))t+ My |P1 4+ KP1 g4e. Taking expectations and applying Jensen’s inequality

(with the concave function z — x/2 on (0,00)), we obtain the bound
(X" AK?) < (v = 7)) + E[M7])"? + K7(1 - P(4)),
because [EM; = 0. The first inequality readily follows. The second inequality follows
from the first one: using Markov’s inequality we get
P(|X:| > K) =P(|Xs] A K > K) < E(X7 AK?)/K?.

Thus, the second result follows from the first with p = 2. O

§5.6 Concluding remarks

The points on the boundary of the convex hull of a Lévy path where the slope
increases continuously were characterised (in terms of the law of the process) in
Chapter 4. In this chapter we address the question of the rate of increase for the
derivative of the boundary at these points in terms of lower and upper functions,
both when the tangent has finite slope and when it is vertical (i.e. of infinite slope).

Our results cover a large class of Lévy processes, presenting a comprehensive picture
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of this behaviour. Our aim was not to provide the best possible result in each case
and indeed many extensions and refinements are possible. Below we list a few that
arose while discussing our results in §5.2 as well as other natural questions.

e Find an explicit description of the lower (resp. upper) fluctuations in the finite
(resp. infinite) slope regime for Lévy processes in the domain of attraction of
an a-stable process in terms of the normalising function (cf. Corollaries 5.4
and 5.12). In the finite slope regime, this appears to require a refinement of
Theorem A.20 for processes in this class.

e In Theorems 5.7 and 5.13 we find the correct power of the logarithmic factor,
in terms of the positivity parameter p, in the definition of the function f for
processes in the domain of attraction of an a-stable process. It is natural to ask
what powers of iterated logarithm arise and how the boundary value is linked
to the characteristics of the Lévy process. This question might be tractable for
a-stable processes since power series and other formulae exist for their transition
densities [75, Sec. 4], allowing higher order control of the Laplace transform ®
in Lemmas 5.34 and 5.35.

e Find the analogue of Theorems 5.7 and 5.13 for processes attracted to Cauchy
process (see Remarks 5.8(a) and 5.14(b) for details).

e Find Lévy processes for which there exists a deterministic function f such that
any of the following limits is positive and finite: limsup, o(C'(t +75) — s)/ f (1),
liminfy o (C'(t + 75) — 8)/ f(t), limsupy o |C'(t)| f(t) or liminf, o |C'()|f(t). By
Corollaries 5.4 and 5.12, such a function does not exist for lim inf;|o(C'(t+75) —
s)/ f(t) or limsup, o |C’(t)|f(t) within the class of regularly varying functions

and a-stable processes with jumps of both signs.
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Chapter 6

Holder continuity of the convex

minorant of a Lévy process

§6.1 Introduction and main results

The Holder continuity! of continuous random functions is a classical topic, analysed
extensively for Brownian motion and related processes, see e.g. 73] for fractional
Brownian motion. Typically, such results make use of Kolmogorov’s extension the-
orem (see Theorem A.2). The convex minorant of a Lévy process is a continuous
random function, which may but need not be smooth as described in Chapters 4
& 5, motivating the question of its Holder continuity. However, as the increments of
the convex minorant (and their moments) are not tractable and its local behaviour
varies greatly with the characteristics of the Lévy process (as seen in Chapter 4),
Kolmogorov’s extension theorem is not the right tool. In this chapter we establish
sufficient and necessary conditions for the Holder continuity the convex minorant of
a Lévy process, using a generalisation of the 0—1 law in Theorem 4.18, the character-
isation of small time behaviour of the Lévy path in Theorem A.41 and an elementary
lemma by Khinchine (see Lemma 6.7 below). We prove for example that, in the ab-
sence of a Brownian component, the critical Holder exponent is the reciprocal of the
Blumenthal-Getoor index for most infinite variation Lévy processes (complete res-
ults are given in Table 6.1 below). A short YouTube [15] video describes the results
and the structure of our proofs.

Let C = (Ct)iefo,7) be the convex minorant of the one-dimensional Lévy process
X (see Definition 2.16). By Proposition 4.3, C'is Lipschitz (i.e., 1-Holder) continuous

'Given r € (0,1] the function f : [0,7] — R is r-Hélder continuous by definition if its Holder
constant supg<, ., <7 [f(¥) — f(2)|/(y — z)" is finite.
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if and only if X is of finite variation. In what follows we assume that X is of infinite
variation. Then C'is not Lipschitz on [0, T'] but, by convexity, is Lipschitz on every in-
terval [, T—¢], € > 0, with Lipschitz constant max{|C’(¢)|, C'(T — €)} given in terms
of the right-derivative C" of C'. Note that the rate at which max{|C’(¢)|,C'(T —¢)}
tends to infinity as € | 0, analysed in Chapter 5, is insufficient to characterise the
r-Holder continuity of C' on [0,T] for r € (0,1), since C’(¢) may fluctuate between
functions that are not asymptotically equivalent as ¢ | 0, see Remark 5.14(a) (ana-
logous behaviour is observed for C'(T — ¢)).

Let 0 and v be the Gaussian coefficient and Lévy measure of X, respectively.
Recall the definition of the Blumenthal-Getoor index [y from (2.3). Note that
B+ € [1,2] since X is of infinite variation. Finally, when 54 € (1,2], define

+

1
Js ::/ E[min{’Xt’/tl/ﬁJr,1}6+/(B+—1)]%e(O,oo}.
0

Our results are summarised in Table 6.1 below.

Infinite variation Lévy process X r Is ¢ 7.°—Holder
continuous?

0<r<1/2 Yes

2

o >0 12<r<1 No

By =1 0<r<il Yes

Bi(da) — 0<r<1/py Yes

=014, (1,2] oy lefid) = o /B <r<1 No

* ’ Ji < oo 0<r<1/p4 Yes

br /By <r<1 No

Table 6.1: Critical level r € (0,1) for r-Hélder continuity of the convex minorant
is 1/2 in the presence of a Brownian component and 1/ in its absence if the
Blumenthal-Getoor index 4 is greater than one.

Our results present an almost complete picture in the sense that only a small
portion of Lévy processes are not covered in Table 6.1 above. Indeed, the condi-
tions f(fl,l) |z|[f+v(dz) = 0o and Jg, < oo are mutually exclusive (by Theorem 6.2
and (6.1)) but not necessarily complementary. However, as discussed below, Propos-
ition 6.3 suggests that there are very few Lévy processes with Blumenthal-Getoor
index 4 < 2 satisfying f(—l,l) |z|f+v(dz) < co = Jg,. In contrast, when X has
no Brownian component and S, = 2, there is a class of Lévy processes where our

methods are inconclusive, see Proposition 6.4 below for details.
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§6.1.1 r-Holder continuity and sets of r-slopes

The convex minorant C' is piecewise linear with countably many maximal intervals of
linearity (see, e.g. Theorem 2.18). Denote the corresponding sequences of horizontal
lengths and vertical heights by (¢,)nen and (&,)nen, respectively. Thus, over the n-
th interval of linearity (where C has slope &,/¢,), C is clearly r-Holder with Holder
constant |&,|/¢],. Our main objective is to characterise the Lévy processes with
convex minorants that are r-Holder continuous for r € (0,1). It turns out that, for a
large class of Lévy processes, the a.s. finiteness of k, = sup,cy |&n|/¢), implies that
C is r-Holder a.s. It is important to note that neither 0 nor 7" are the endpoints of
an interval of linearity of C' since X is of infinite variation (see §4.1.1.2), implying
that, even though C is “locally r-Ho6lder” on (0,7 (i.e. k, < 00), it may fail to be
r-Holder on [0, T7.

For any r € (0,1), define the set of r-slopes by S, := {£,/¢, : n € N}, which is
either a.s. bounded (k, < oco0) or a.s. unbounded (k, = co) by Corollary 4.19. By
Lemma 6.5 below, we have:

1—r
ky =sup[s| < sup ’C(t)c)w < <Z |S|1/(1_T)> = K, as. (6.1)

SES, 0<u<t<T (t—u)" s€S,

Note that the upper bound K, on the r-Holder constant in (6.1) is in fact the LP-
norm of C’ for p = 1/(1 — r). The utility of (6.1) lies in the fact that it controls
the Holder continuity of convex minorant C, since C' is r-Holder if K, < oo and it
is not r-Holder if k. = oco. Our main results, Theorems 6.1 and 6.2 below, show
that, for most Lévy processes, k. and K, are simultaneously finite or infinite, i.e.,
PH{K, = oo} N{k, < o0}) = 0, yielding Table 6.1. Since, by Proposition 6.6
below, for any Lévy process X and any r € (0,1), we have P(k, = o0) € {0,1} and
P(K, = 00) € {0,1}, the main function of Theorems 6.1 and 6.2 is thus to rule out
the possibility of having k, < co = K, a.s.

Theorem 6.1. Let X be a Lévy process of infinite variation. If o> > 0, then
kr =o0 for 1/2 <7 <1 and K, < oo for 0 <r < 1/2. If 6> =0, then k, = oo for
1/ <r<1land K, <oo for0<r<1/p;.

By the inequalities in (6.1), Theorem 6.1 characterises Holder continuity of C'
when either 3, = 1 or 02 > 0, implying the rows one, two and three in Table 6.1.
Moreover, Theorem 6.1 reveals that the critical level of the Holder exponent is r =
1/8+ with B4 € (1,2], considered next.

Theorem 6.2. Let X be a Lévy process of infinite variation and suppose that 0% =0
and By € (1,2]. The equivalences hold: (i) f(_l 3 [z|Ptv(de) = 0o <= k5, =
0 a.s.; (ii) Jg, <00 &= Ky, <0 a.s.
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Implicit in Theorem 6.2 is the fact that Jz, < oo implies f(fl,l) |z|#+v(dz) < oo.
Checking the finiteness of the integral Jg, in Theorem 6.2(ii) may appear hard as
it is given in (§6.1) in terms of the truncated moments of the marginals of X. For
B+ € (1,2), we now give sufficient conditions for Jz, < oo in terms of the Lévy
measure v. Recall the functions 7 and 7 in (2.2). Note that, by Fubini’s theorem,
we have f(_l’l) lzPr(de) = [, 7(z'/P)dz — 7(1) for any p > 0. In particular, the

condition [ _, 0 |z|#+v(dz) < oo is equivalent to fol 7(z/P+)dz < oco.

Proposition 6.3. Suppose 02 =0, B4 € (1,2) and fol p(z'/P+)dx < co. Consider

the conditions:

1
(i) limsupmﬁ(x1/6+) < oo, (ii) / xﬁ(ml/m)de < 00,
0

x]0
1 2 ! dt
(i) [ a2 (al) e < oo, (i) [ E[min{Xel/1/, 1)) < oc,
0 0
' dt
(v) Ja, :/ E[min{|Xt|/t1/ﬂ+, 1}5+/(3+—1)]7 < oo.
0

Then the following implications hold: (i) — (ii) = (iii)) = (iv) = (v).

By Proposition 6.3, for most processes with Sy € (1,2), Theorem 6.2 char-
acterises the (1/44)-Holder continuity of C. Indeed, for Theorem 6.2 not to im-
ply Ky, < 00 a.s., by Proposition 6.3, a Lévy measures v would have to satisfy
fol T(z"/P+)dz < 0o = fol xﬁ(m1/5+)2dx. Put differently, the function z — z7(z'/5+)
would have to be integrable but not square integrable with respect to the measure
x7tdz on (0,1). While such a v could be constructed, it does not arise frequently
in applications. Moreover, it is not clear whether a Lévy measure v, satisfying
fol v(2/P+)dx < oo = Jg, , exists.

If X has no Brownian component (i.e. o = 0) but satisfies 3, = 2, it is
possible to have k5 < oo and K /5 = 00 a.s., rendering (6.1) insufficient to ascertain
whether C is %—Hélder continuous. Indeed, the phenomenon ky /5 < 0o = K7 /5 occurs
whenever the a.s. constant value A := limsup; | X¢|/v € [0,00] (Theorem A.42

expresses A in terms of v) lies in (0,00). In fact, we have the following.

Proposition 6.4. Suppose 0> =0, 84 =2 and set A := limsup, | X¢|/Vt € [0, 00].
Then (i) A = oo implies ki = 00 a.s., (ii) A € (0,00) implies kyjp < 00 = K)o
a.s., (iii) A = 0 implies kyjp < o0 a.s.

We suspect that K3 < 0o a.s. in the case A = 0 of Proposition 6.4. We were
unable to establish this because the lower bound on the (1/2)-slopes in the proof of

Proposition 6.4 is zero for A = 0.
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§6.1.2 Strategy for the proofs and connections with the literature

For any r € (0, 1), we give sufficient as well as necessary conditions for the convex
minorant C' to be r-Holder continuous in terms of the set of r-slopes S, == {&,/4}, :
n € N} (see (6.1) and Lemma 6.5). In Proposition 6.6 we generalise the 0-1 law in
Theorem 4.18 and use it to characterise the finiteness of K. in terms of the truncated
moments of the marginals of X. Through Khintchine’s characterisation of the two-
sided upper functions of X [47], given in Lemma 6.7 below, and the 0-1 law in
Corollary 4.19, we find that k. < oo a.s. if and only if limsup, o | X¢|/t" < o0 as.,
see Corollary 6.9 below. The final ingredient in the proofs of Theorems 6.1 and 6.2
are the characterisations of the limit lim sup, (| X¢|/t" given in [70, Sec. 47] and [17],
respectively (see §1.3.5). In §6.4 we discuss a possible extension of Theorem 6.1 and
its connection to the characterisation in [83] of the limits lim sup,q |X¢|/h(t) for a

non-decreasing h.

§6.2 Proofs of results from §6.1.1

We begin with an elementary deterministic lemma that implies the inequalities
n (6.1).

Lemma 6.5. Let f be an absolutely continuous, piece-wise linear function with in-
finitely many faces, defined on the interval [a,b]. Given any enumeration of the
maximal intervals of linearity of f, let (Iy)neny and (hp)nen be the corresponding se-
quences of horizontal lengths and vertical heights, respectively, of those line segments.
Then for any r € (0,1) we have
1—r

sup |ha|l-7 < sup |f(t) = f(u)] < (Z(‘hn’lnr)l/(lr)) _

neN a<u<t<p (t—u)" g
Proof. Fix r € (0,1) and let p = 1/(1 —r) > 1. Let (gn,dn), n € N, be the
maximal intervals of linearity of f where the slope of f over (gy,d,) equals hy/l,
and ) n(dn — gn) = b —a. The lower bound is obvious since it is attained by
restricting the supremum to the values (u,t) = (gn,dn). To establish the upper
bound, first note that f’ exists on the set |J,,cy(gn, dn) of measure b — a and

/\f )Pt = Z/ \pdt_Z’h /dt Z'

neN n TLEN

By Holder’s inequality with p and ¢ = p/(p — 1) =1/r > 1, it follows
t b b 1/p
01wl < [ 1F@le = [ @lr @l < -0 [1rera)
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Thus, we have

sz W : ( / b f’(x)\pdx>1/ ’

(Z |ZZ 'f)l - (Zﬂhn!l;’“)”“-”)l_r. O

neN neN

The proofs of Theorems 6.1 & 6.2 hinge on two key tools. First is the 0-1 law
in Proposition 6.6, generalising Theorem 4.18 to unbounded functionals of the faces
of C, and second is Khintchine’s characterisation of the upper functions of | X| at
zero given in Lemma 6.7 below. Recall that since X is of infinite activity, its convex
minorant C' is a piecewise linear function whose mazimal intervals of linearity have
corresponding sequences of horizontal lengths (¢,),en and vertical heights (&,)nen

given by the formulae in Theorem 2.18.

Proposition 6.6. Let ¢ : R x (0,00) — [0,00) be measurable. Then the sum

Y nen @(6n, Ln) is either a.s. finite or a.s. infinite. Moreover, we have

1
Y p(Gnitn) <00 as = /O]E[min{qﬁ(Xt,t),l}]it<oo. (6.2)

neN

Proof. Note that ) _yan, < oo if and only if ) _ymin{a,,1} < oo for any se-
quence (an)nen in [0,00). Thus, it follows that Y _@(&n,4n) < oo as. if and
only if »°, cymin{¢(&,,4,),1} < oo a.s. and the equivalence in (6.2) follows from
Theorem 2.18 and the 0-1 law in Theorem 4.18 applied to the bounded function
(t,z) — min{¢p(x,t),1}. O

The following characterisation due to Khintchine [47] is central in relating the
upper fluctuations of | X| and the faces of C. Recall that, for any positive measurable
function h : (0,00) — (0,00), limsup, | X¢|/h(t) is a.s. a constant on [0, oc] by
Blumenthal’s 0-1 law Corollary A.1 (see also |70, Prop. 40.4]).

Lemma 6.7 (Khintchine). Suppose X is not compound Poisson with drift. Let
h :(0,00) = (0,00) be measurable and increasing at 0 and fir R > 0. Then the

following statements hold.
(i) If fo (| X¢|/h(t) > R/4)t1dt < oo, then limsup, o |X¢|/h(t) < R a.s.
(i) If fo (|X¢|/h(t) > 8R)t~1dt = oo, then limsupy o |X¢|/h(t) > R a.s.

Remark 6.8. For completeness, we give a short elementary proof of Lemma 6.7
in §6.3 below. It is based on Khintchine’s proof of a closely related result in [47,

Fundamental lemmal. It is not essential for the results in this thesis, but it is natural
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to enquire whether Lemma 6.7 holds with the constants R/4 and 8R in the integral
conditions substituted by R. O

Corollary 6.9. Suppose X is not compound Poisson with drift. Let h : (0,00) —
(0,00) be measurable and increasing at 0. Define the set of h-slopes Sy, == {&n/h(y) :
n € N} and set kj, = supgeg, |s|. Then P(ky = oo) € {0,1}. Moreover, kj, < 00 a.s.
if and only if limsupy o | X¢|/h(t) < o0 a.s.

Proof. Suppose there exists R € (0,00) such that fol P(|X¢|/h(t) > R}t~ ldt < co.
Then Corollary 4.19 (applied to f(t,z) = |z|/h(t)) implies that S, N (R \ [-R, R])
is a.s. a finite set and hence kj, < 0o a.s. Similarly, since limsup, | | X¢[/h(t) is a.s.
constant, Lemma 6.7(i) implies lim sup; o [X¢|/h(t) < 4R.

Next assume that for all R € (0,00) we have fol P(|X;|/h(t) > R)t~'dt = oo.
Then Corollary 4.19 (applied to f(¢,z) = |z|/h(t)) implies that S, N (R\ [-R, R]) is
a.s. an infinite set for any R > 0. Hence k;, > R a.s. for any R > 0, implying that
kp = oo a.s. Similarly, Lemma 6.7(ii) implies lim supy |, | X¢|/h(t) > R/8 a.s. for any
R > 0 and hence limsup, | | X;|/h(t) = oc.

Since fol P(|X:|/h(t) > R)t~'dt is either finite for some R or infinite for all R,
it follows that IP(kj, = 00) is either 0 or 1, respectively. Moreover, the former (resp.

latter) case implies that lim supy o [X¢[/h(t) is finite (resp. infinite) a.s. O

Proof of Theorem 6.1. First note that, for any p > 0 the sum »_, £, is finite a.s.
(with mean TP /p) by Theorem 4.18. Pick any ' > r and note that |&,| /¢ < k.07 "
for every n € N, implying
YO = 37 s V0T = Sl /)Y O < /MDD (63)
SES, neN neN
In particular, K, < oo whenever k,» < oo for some 1’ > 7.

Assume first that o > 0, then limsup;, |X¢|/+/tloglog(1/t) = V2|a| > 0 by
Proposition A.43. Thus, the limit limsup, o [X¢[/t" equals O (resp. oo) a.s. for
r € (0,1/2) (resp. r € [1/2,1)). Then, by Corollary 6.9, we have k, = oo for all
r € [1/2,1) and k(,41/2)/2 < oo for 7 € (0,1/2) since (r+1/2)/2 < 1/2. In the latter
case, r < (r +1/2)/2 and hence K, < oo by (6.3).

Next assume o2 = 0. By Proposition A.39, the limit lim supy o | X¢|/t" equals 0
(resp. o0) a.s. for r € (0,1/84) (resp. r € (1/84,1)) where 3 is the Blumenthal-
Getoor index defined in (2.3). As before, by Corollary 6.9, we have k, = oo for all

r € (1/B4,1) and k(11/8,)/2 < oo for r € (0,1/B4) since (r+1/84)/2 < 1/B+. In
the latter case, r < (r +1/84)/2 and hence K, < oo by (6.3). O

Recall, by Fubini’s theorem, f(il ) lzlPr(de) = fol 7(t1/P)dt—w(1) for any p > 0.
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Proof of Theorem 6.2. Let r = 1/54 € [1/2,1). By Theorem A.41, fo v(th)dt is
finite (resp. infinite) if and only if lim sup, | | X[/t" is finite (resp. infinite) a.s. Thus,
by Corollary 6.9, fo v(t")dt = oo if and only if k., = co. By Proposition 6.6 (with
o(x,t) = (lz|/t)VI): J5, = fo [min{| X;|/¢", 1}1/0=7]¢=1dt is finite if and
only if KO = ZneN &1/ O /EZ/(I ") is finite a.s., completing the proof. [

Proof of Proposition 6.3. Let r = 1/f+ and note that fo v(t")dt < oo. It is thus
clear that (i) limsup, o t7(t") < oo implies (ii fo tw(t")2dt < oo. Since 1/(1 —7) =
B+/(B+ —1) > 2 and min{|z|,1}? < min{|z|, 1} for p > ¢, (iv) implies (v). It

remains to show that (ii) = (iii) = ( V).
Let us show that (ii) implies (iii) fo t1=2r5(#")2dt < oo. Denote 71(x) =
v(xz) —v(1) for z € (0,1] and recall F(u f( LI\ (— ) zv(dex) for u € (0,1]. By

Fubini’s theorem, we have

|z 1
()| < / Loy / dyv(da) = / 71 (max{y, u} )dy
(—=1,1) 0 0

1
— () + [ M)y

Hence, the elementary inequality (a + b)? < 2(a? + b?) yields
1 ! ?
5751*2’"7(75’“)2 < to(t")* + t”’”(/ V(y)dy> , te(0,1].

t

Since fol tw(t")2dt < oo by assumption (ii), to establish (iii) we need only show that
the integral fo tH=2r( j;r (y)dy)2dt is finite. Since min{a,b}? < aband r = 1/8, <
1, Fubini’s theorem yields

(2 — 27«)/01151—27“(/; V(y)dy>2dt
_(2-2r) /O 1 /0 1 ( /0 mineal tl_QTdt)u(x)u(y)d:cdy

1 1
= [ [ winfe. 2 wamu)dsdy
0 0

< ( /0 lxl/r_ll/(m)d:n>2 = <r /0 1u(ﬂ)dt>2 < 0.

It remains to show that the condition (iii) fol t1=2r5(#")2dt < oo implies the
following (iv) fol E[min{|X;|/t",1}2]t~'dt < co. Let 7 be the drift parameter of X
corresponding to the cutoff function z — 1(_y 1)(x) (see §2.2) and recall the function
u + o2 (u) from (2.2). Apply Lemma 5.36 (with ¢ = K = ") to obtain

1 . r dt 1 — T p— r r T dt
/0 E[min{|X[,¢"}?] o S/O [ (y = 7(t"))* + ta (") + > w(t")] Ater
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Since the integrals fo VA = 42/(2 — 2r) fo tH1=2r5(t")2dt and fo v(t")dt are
all finite (recall r = 1/f4 < 1), it remains to show that fo t=252(t")dt < oo. By

Fubini’s theorem, we obtain

o= [ ([ )t =2 [ atot) -t <2 [ amtian

for € (0,1]. Thus, again by Fubini’s theorem (recall that » =1/ € (1/2,1)),

tr 1 yl/r72 -1
/ 22 (1) dt < 2/ / t= 2 y(y)dydt = 2/ L yp(y)dy.
0 0 27’ — 1

Since, fo Y/ 15(y)dy = rfo v(t")dt < oo, the integral on the right side of the
display above is finite. O

Proof of Proposition 6.4. Define \ := limsup, o |X;|/vt € [0,00] . If A = oo, then
k12 = oo by Corollary 6.9. If X € [0, 00) then k1 /5 < oo by Corollary 6.9. Finally, as-
sume A € (0,00). Then fo t~'P(|X;|/vt > R)dt = oo for R < \/4 by Lemma 6.7(i).
Thus, for any € € (0,A/4), Si/7 has infinitely many points with magnitude on the
interval [e, 00) by Corollary 4.19, implying K, = oc. O

§6.3 Proof of Lemma 6.7

We present a short proof of Lemma 6.7, based on the proof of [47, Fundamental

lemmal.

Proof of Lemma 6.7. Fix 0 < s < t and 0 < y < z, then {|X;| > z} C {|X4| >
y} U{|X: — X5| >z — y}. Since X; — X, 4 X;_s, this yields

P(|X:| > 2) < P(1Xs| 2 y) + P(|Xi—s| = 2 — ). (6.4)
In particular, the choice s = ¢/2 and y = x/2 gives P(|X;| > x) < 2P(|X;2| > 2/2).
Without loss of generality, we assume throughout A is non-decreasing on (0, 1].

Part (i). It suffices to show that, given R > 0, the condition fo (| Xt >
Rh(t))t~'dt < oo implies limsup, o |X¢|/h(t) < 4R a.s. The proof is split in three
steps.

Step 1. We first show that P(|X¢| > 2Rh(t)) — 0 as ¢ | 0 and, in particular,
there exists some € > 0 such that P(|X;| > 2Rh(t)) < 1/2 for all t € (0,¢). Since h

is non-decreasing, (6.4) implies

P(|X;| > 2Rh(t)) < P(|X,| > Rh(s)) + P(|X;_s| > Rh(t — 5)).
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Integrating the previous inequality over [t/2,t] w.r.t. the measure s~ds, yields
t d t d
P(|X:| > 2Rh(t))log2 < / P(|Xs| > Rh(s))?s —|—/ P(|X;—s| > Rh(t — s))?s
t/2 t/2

t ds t ds
< [ POX> RS + [ PN > Bt )
t/2 s t/2 t—s

= [ B(x > Rh6)E <o

The integral fot P(|Xs| > Rh(s))s 'ds is finite and vanishes as ¢ | 0, implying the
following limit P(|X;| > 2Rh(t)) - 0 as ¢t ] 0.

Step 2. Define X; = Supgefo, Xs for t > 0. We will show that P(X; >
4Rh(t)) < 2P(X; > 2Rh(t)) for t € (0,e) where € is as in Step 1. Fix n € N,
set t == tk/n for k € {1,...,n} and define the events

A ={Xy, <4Rh(t) foralli e {1,...,k—1}} n{Xy, > 4Rh(t)}, ke{l,...,n}.
Since the increments of X are independent and stationary, we have
P(X; > 2Rh(t)|Ar) > P(X; — Xy, > —2Rh(t)|Ax) = P(X; — Xt, > —2Rh(t))
> P(|X; — Xy, | < 2RA(t)) = P(|X,1,| < 2RA(1))
> P([Xi—, | <2Rh(t —tg)).

By step 1, for all ¢ € (0,¢) we have t — ¢, < ¢ and hence P(X; > 2Rh(t)|Ax) > 1/2
for all k € {1,...,n}.
Define Mt(n) ‘= maxj<p<p Xy, then {Mt(n) > 4Rh(t)} = Up_, Ak. Since the

sets Ay are disjoint, for any t € (0,¢) we have
P(M" > 4Rn(t)) = > P(Ay) <2 P(AR)P(X, > 2RA(1)|Ay)
k=1 k=1

< 9P(X; > 2Rh(t)).

Since X is right-continuous with limits from the left, Mt@n) 1+ X; as. asn —
oo. Hence, the monotone convergence theorem yields that P(X; > 4Rh(t)) =
limp oo P(M2") > 4Rh(t)) < 2P(X; > 2RA(1)).

Step 3. Define the probability p, == P(sup;cjp—n 91-n(Xt/h(t)) > 4R) for n € N
and let n. be the smallest positive integer larger than 1+ log(1/¢)/log2, where € is
as in Step 1. Since h is non-decreasing, Step 2 and (6.4) imply that for all n > n.
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and t € [27",217"] we have

Pn < IP( sup Xy > 4Rh(2_")> =P (Xy-» > 4Rh(27"))
te[2—n,21-7]

< P(X¢>4Rh(27")) < 2P(X; > 2Rh(27")) < 2P(X; > 2Rh(t/2))
< 4P(X;/5 > Rh(t/2)).

Integrating the previous inequality over ¢ € [277, 21_”] and summing over n > n.

gives

= log2 2 g dt X 2 dt
Soott= > [ PSS [T ey > Ra2) T

The Borel-Cantelli lemma implies sup;cjp-—m-1.9-m)(Xt/h(t)) < 4R for all but fi-
nitely many n, implying lim sup,_,q X;/h(t) < 4R a.s. By symmetry, it follows that
lim sup,_,o(—X¢)/h(t) < 4R a.s., proving part (i).
Part (ii). Tt suffices to show that, given R > 0, the condition fol P(|X¢|/R(t) >
8R)t'dt = oo implies lim sup, o | X¢|/h(t) > R a.s. The proof is split in three steps.
Step 1. Define M (t) := supy¢(o,(|Xs|/h(s)). We will show that

B, = { sup |X;—Xo-n1| > 2RR(27™), M(27"71) < R} c {M(2™") > R}.
te[2-n—1,2-n]

(6.5)
To see (6.5) note that, on the event B,, there exists some t € [27"~1,27"] satisfying

M(27™) > | Xy > | Xt — Xg-n1| — [ Xo-n-1| > 2RR(27") — Rh(27"71)
> Rh(27") > Rh(t).

Step 2. We claim )~ .y gn = 00, where g, := P(sup;cjg o-n-1] [ X¢| > 2RR(277)).
For t < 27"~ apply (6.4) twice to get 4q, > 4P(|X;| > 2RR(277)) > P(| Xy| >
8Rh(27™)). Hence, for any t € [27"72,27"71], we have 4¢q, > P(|Xy| > SRh(4t)).

Integrating the previous inequality on [27"72, 27"~!] with respect to t~1dt yields

(tlog2g, = [~ P(Xul > srAe)G = [ B(X| > sER0) T,

2—n—2 t -n

9—n-—1 9—n+1

for all n € N. Thus, fol P(|X¢| > 8Rh(t))t " dt = co implies >, o gn = 0.
Step 3. Define r,, := P(M(2™") > R) for n € NU {0}. By Step 1, the event
B, C {M(27"1) < R} in (6.5) satisfies

(1 —rpe1) =P(B,) SP(M2 ") <R, M2 ™) >R) =7y — Tni1-
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This further implies that, for any £k > 0 and n € N,
n+k
0<T—rn <(1=rn)(1=g0) < (1= rnpep) [[(1— @),

i=n
Since Y, cnqn = 00, it follows that M50 —q) — 0 as & — oo (see, e.g.
Lemma A.3), implying 7, = 1 for all n € NU {0}. Thus, limsup,,|X¢|/h(t) =

limy o M(t) > R a.s. O

§6.4 Concluding remarks

It is natural to consider the question of whether the convex minorant C' is h-Holder
continuous, i.e., if supg<,«¢<7 |C(t) = C(u)|/h(t—u) < oo, for an appropriate general
concave increasing function h : (0,00) — (0,00). In this context, it is also easy to
see that

[nl

sup w > ky, = sup = sup |s],
o<u<t<T  h(t —u) neN h(ln)  ses,

where the finiteness of kj can be completely characterised via Corollary 6.9 and
Theorem 6.10 in terms of the Lévy measure v (see Corollary 6.11 in §6.4.1 below for
details).

It is not however immediately clear how to construct a tractable upper bound,
say Kj, satisfying K < oo whenever kp < oco. Indeed, a crucial step in proving
Lemma 6.5 (and hence (6.1)) is the application of Holder’s inequality to establish
that the r-Holder constant of C' is bounded by the LP-norm of the derivative C’ for
p =1/(1—r). This step is not easily extendable to a general concave function h since
there is no sufficiently sharp extension of Holder’s inequality (see, e.g. |52, 53|). Thus,
it appears that a generalisation of our results beyond the case where h is a power
function would require analysing the integral fi |C'(v)|dv for all 0 < u <t < T by
other means. For instance, the results in Chapter 5 obtain upper and lower functions
for |C’| at 0 and T, yielding upper and lower bounds on fi |C’ (v)|dv for u < t close to
either 0 or T. Note however, that there may exist a large gap between the upper and

lower functions of C’, see Remark 5.14(a), showing that this question is nontrivial.

§6.4.1 When is k; finite?

Recall the definition of the functions 7, ¥ and @2 in (2.2) and let v be the drift
parameter of X (for the cutoff function z +— 1(_;;)(z)). We start by considering

the main theorem from [83].
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Theorem 6.10 (|83, Thm (a)]). Let (X;)i>0 be a Lévy process with generating triplet
(02,7,v), and assume that 0®> = 0. Then there exists some function 3(t) that is a
positive non-decreasing function defined on [0, oo] with f(0) = 0 and 3(00) = 0o such
that lim sup, | | X¢|/B(t) € (0,00) a.s. if and only if

lirili%nfﬁ(x)/(ﬁ(a:) + 27252 (z) + 2 Hy = F(z)|) = 0. (6.6)

If (6.6) fails, and B is a function as above, then limsup, o |X:[/B(t) = 0 or oo a.s.

according as fol v(B(t))dt converges or diverges.
The ensuing corollary is a direct consequence of Corollary 6.9 and Theorem 6.10.

Corollary 6.11. Suppose X is not compound Poisson with drift. Then, for any
function h increasing at 0 with h(0) = 0, the variable k, < oo a.s. (resp. kp = o0
a.s.) if and only if limsup, o |X¢|/h(t) is a.s. finite (resp. infinite). Moreover, the

following statements hold.

(i) If 0 > 0, then ky < oo a.s. if and only if liminf, o h(t)/\/tloglog(1/t) >

0 a.s.

(ii) Ifo? = 0 andlimsup, o(z~ 2% (z)+2 |y —7(x)|)/7(z) < oo, then the random
variable k, < oo a.s. if and only if fol v(h(t))dt < cc.

(ili) Suppose o = 0 and limsup, o(z~20%(x) + 2~y — 5(2)|)/v(x) = oo. Then
there exists a non-decreasing function h* such that limsup, o |X¢|/h*(t) €
(0,00) a.s. (h* constructed in the paragraph below). Moreover, the following
implications hold

limsup h*(t)/h(t) < oo = kj < o0 a.s.
T

lin?ui)nf R*(t)/h(t) =00 = kp =00 a.s.

Wee and Kim proved in Theorem 6.10 that limsup,,|X¢|/h*(t) € (0,00) a.s.
for a non-decreasing function h* if and only if ¢ = 0 and liminf, o 7(z)/(¥(z) +
2725%(z) + 27|y — F()|) = 0. In the following two cases, which are exhaustive by

Lemma 6.12 (stated below), we describe a construction of A*, implicitly given in the
proof of [83, Thm 3.4].

(a) Suppose that liminf, o(7(x) + 27|y — F(2)|)/(x~252(z)) = 0. Choose a se-
quence u, | 0, such that U;_%152(Un+1) > 2u,%5%(uy) for all n € N and
Snen10g(n) (T (un) + uytly = F(un)])/ (uy 262 (up)) < co. For all n € N, let
tn = log(n)/(u, %% (uy,)), and define h*(t) = u, log(n) for t, 1 <t < t, and
n € N.
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(b) Suppose liminf, o(7(x) + 27 262(z)) /(2= |y — F(z)|) = 0. Choose a sequence

u, J 0, such that un+1|fy F(uns1)] > 2uytly — F(up)| for n € N and

S onen (P (un) + 1,252 (un)) / (uy |y =7 (un)|) < 00. Let tn = 1/(uy |y =75 (un)|)
and define h*(t) .= u, for t,41 <t <t, and n € N.

Lemma 6.12 ([83, Lem. 3.3]). liminf, o 7(x)/(¥(z) +2 =262 (z) + 2~y —7(x)|) = 0
hold if and only if at least one of the following conditions hold: liminf, o(7(z) +
oy =7(@)])/(z725%(x)) = 0 or liminf, o(T(z) + 2725°(2))/ (2~ |y — F(z)]) = 0.
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Appendix A

Probabilistic & analytical results

Throughout this appendix, we will state the results applied in this thesis, that are
not already stated in Chapter 2. We start by introducing some classical results
from [43].

In the ensuing theorem we introduce Blumenthal’s 0-1 law, that is a 0-1 law for
canonical Feller processes [43, Ch. 19] (see [70, Prop. 40.4] for the special case of Lévy
processes). Let S be a locally compact, separable space, and let Cy = Cy(.S) denote
the class of continuous functions f : S — R where f(z) — 0 as x — oo. We say
that T is a positive contraction operator, if 0 < f < 1 implies that 0 <Tf < 1. A
semi-group of positive contraction operators T3 on Cy is called a Feller semi-group,
if it has the additional properties: T;Cy C Cp for any t > 0 and T f(x) — f(x)
ast — 0, for any f € Cp and x € S. Let (F;) be the right continuous filtration
generated by X and define the shift-operator 6; by (f;w)s = wsyy for s,t > 0 and
w € Q. We say that X has distribution IP,, where p is the initial distribution of X.
If p = 0, we write P,. The process X with associated distribution IP,, filtration (F;)

and shift operators 6; is called the canonical Feller process with semi-group (7%).

Corollary A.1 (|43, Cor. 19.18]). For any canonical Feller process, it holds that
P.(A)=10r0, forzcS and A€ Fo=\yuoFt-

In the following we state Kolmogorov’s extension theorem, which is a classical
probabilistic result used often in the analysis of Holder continuity of stochastic pro-

cesses such as Brownian motion and fractional Brownian motion.

Theorem A.2 ([43, Thm 3.23]). Let X be a process on R with values in a complete
metric space (S, p), and assume for some a,b > 0, that B[p(X,, X;)?] < K|s —t|1?,
for all s,t € R, for some constant K < co. Then X has a continuous version, and

this version is a.s. locally Holder continuous with exponent ¢, for any ¢ € (0,b/a).
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Lemma A.3 ([43, Lem. 5.8]). Consider a null array of constants ¢,; > 0, and fix
c€[0,00]. Then I1;(1 — gnj) — €~¢ as n — oo if and only ifzj Qnj — € as M —» 00

Recall that the Skorokhod space D0, 1], is the the space of functions on [0, 1]

that are right-continuous with left-limits.

Lemma A.4 (|43, Lem. 14.12]). Consider on D[0,1] the functional f(x) = inf{t €
0,1] : 2 V - = supsejo 1) Ts}- Then, f is continuous at x if and only if x4 V x4

has a unique mazimum.

§1.1 Fourier formulas

In this section we state some general Fourier formulas. We start with Fourier inver-

sion formula.

Theorem A.5 (|22, Thm 26.2|). If a probability measure p has characteristic func-
tion ¢, and if p({a}) = p({d}) =0, then

. 1 T e—’ita _ e—itb
pl(at) = Jim oo [ ot

The ensuing theorem is called the Fourier’s single-integral formula.
Theorem A.6 (|74, Sec. 1.14, Thm 12, p. 25|). The formula

S50+ -0 = im L [T ppTOEZ 0y,

2 A—oo T Joo x—t
holds if both of the following holds:
(i) f(z)/z is of bounded variation in (a,00) and (—oo,—a) for some a > 0, and
f(z)/z tends to 0 as x — oo,

(ii) f(x) is of bounded variation in an interval including x.

§1.2 Convergence results

The following result is stated in the setting of random variables on R, but can be

proven for general random elements on a metric space S.

Theorem A.7 (|23, Thm 3.2|). Suppose that ({un, &n) are random variables on RxR.
If €un % Cn % ¢ and limy_o0 limsup,,_, . P(|€un — &u| > €) = 0 for all € > 0,

then&niﬁ as n — oo.
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For two random variables &, ¢ on R, we define the Kolmogorov distance dx and

the Lévy metric as dj, as
di(§,¢) = SHEIIPOS <z)-P(C <) (A1)
xre

dr(&,¢) =inf{h>0:P(<z—h)—h <P <z)<PE<z+h)+h VoeR}
(A.2)
Theorem A.8 ([61, 1.8.31 & 1.8.32, p. 43]). (a) Let &, ( be two random variables on

R. If ¢ has an absolutely continuous distribution function F(z) = P({ < x), then

(6.0) < (14 sup F') ) an(6,0).
re

(b) Let ({n)nen be a sequence of random variables on R and & be a random
variable on R. Then, &, A & asn — oo if and only if dp(&,,) = 0 as n — oo.
Moreover, by part (a) above, &, LA & asn — oo implies that di (€,,€) = 0 asn — oo,

if & has an absolutely continuous distribution function.

Denote by (&nk)k=1,... k,,nen the sequence of random variables

glla"wglklv 5217"'75277627 £n17"'7£nkn7 R

where the random variables are independent within each series &1, ..., {mg,, for all
m € N, and such that k, — co as n — oco. Such a sequence is called a triangular
array of row-wise independent random variables, and the following theorem is a CLT

for such a sequence.

Theorem A.9 (|60, Thm 18, Chap. IV, §4]|). Let ({uk)k=1,... kn,nen triangular array
of row-wise independent random variables, and let Fi(x) denote the distribution
function of &nx. Then it holds that maxi<g<g, P(|&nk| > €) — 0 as n — oo for every
fized € > 0, and there will exist a sequence (by)nen Such that the distribution of the
sums 211?;1 Enk — bn converges in distribution to a standard normal distribution, if

and only if the following conditions are fulfilled:
kn
ZIP(‘&M >¢€)— 0, as n — oo for every e >0, and
k=1

kn

2
/ 22dFy(x) — / xdFop(z) —1, asn— oo for some T > 0.
|z|<T lz|<T

k=1

As stated in [43, p.119], given a filtration F = (F,,)nen, we say that a sequence
M = (Mp)nen is a martingale wrt. F if E[M,|F,—1] = M,—1 a.s. for all n. Note
that AM,, = M,, — M,,_4 for all n € N.

Proposition A.10 (|43, Prop. 7.19]). Let M be a martingale on Z with AM,, < ¢

a.s. for some constant ¢ < co. Then, {M,, converges} = {sup,,cy M, < o0} a.s.
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§1.3 Classical resluts for Lévy processes
We say that a function g is submultiplicative, if it is non-negative and there exists

some constant a > 0, such that g(z +y) < ag(z)g(y) for all z,y € R.
Theorem A.11 ([70, Thm 25.3|). Let g be a submultiplicative, locally bounded and

measurable function on R. Moreover, let X be a Lévy process on R with Lévy measure
v. Then, E[g(X:)] < oo for all t > 0 if and only if fR\(_l 1 g(zx)r(de) < co.

Ezample A.1 (|70, Example 25.12|). Let X be a Lévy process with generating triplet
(02,7,v). Then, E[X;] < oo for all ¢ > 0 if and only if fR\(_l y l#v(dz) < oo. In

E[X;) =t </ zv(dz) + ’y) = ty1,
R\(-1,1)

with 7; defined as in Remark 2.1. Moreover, F[X?] < oo for all ¢ > 0 if and only if

this case

fR\(—l,l) 2?v(dz) < oo, in which case

E[(X, — B[X,))?] :t<02+ /R ﬂcQV(d:v)>.
A

For a discrete measure p, we denote by C, = {x € R: p({z}) > 0} the carrier
of p. If a random variable X on R has discrete distribution Px, we denote by Cx

the carrier of Px.

Proposition A.12 (|70, Prop. 27.6]). Assume that the Lévy process X has Gaussian
coefficient 0® = 0, Lévy measure v which satisfies v(R) < oo and drift 9. Then
Cx,=({0yulUr_{z1 +---+ap:21,...,2p € Cu}) + ot for all t > 0.

In the following, we state the weak law of large numbers.

Theorem A.13 (|70, Thm 36.4]). Let (Sp)nen be a random walk on R and let v € R.
Then, n=1S,, — v in probability as n — oo if and only if lim, oo TP(|S1| > 7) = 0
and limr_mo E[Slﬂ{\sﬂgr}] =.

Strong law of large numbers is likewise given in the ensuing theorem.
Theorem A.14 (|70, Thm 36.5|). Let X be a Lévy process on R. If E[|X1]] < oo
and E[X1] = 7, then lim; 00t 21Xy = v a.s. and limi o B[t 71X, — 4] = 0. If
E[|X1|] = oo then limsup,_, .t ™' X; = o0 a.s.

Recall that a Lévy process X on R is called recurrent (resp. transient) if
liminf; ,o | X¢| = 0 (resp. lim; o | X¢| = 00) as.

Remark A.15 ([70, Rem. 37.9]). If E[X;'] < co or E[X[ ] < oo, then a necessary and
sufficient condition for X to be recurrent, is that E[X;] = 0. O
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§1.3.1 Densities and density transformations of Lévy processes

Asin [70, Sec. 33|, we will now consider density transformation of Lévy processes. Let
D := D([0,00),R) be the space of mappings £ from [0,00) to R of right-continuous
mappings with left limits. We use the local notation that £(t) = X;(£). Define
Fp (resp. Fi) as the smallest o-algebra that makes X;, t € [0,00) (resp. Xs,
s € [0,t)) measurable. The Lévy processes in the next two theorems, are a Lévy
process (X¢)i>0 with probability measure P on (D, Fp), denoted ((X;)i>0,P) where
we specify the probability measure. We say that two measures p1, po on a common
measurable space (M, Fy) are mutually absolutely continuous, stated as p; & po, if

{B € Fup : p1(B) =0} and {B € Fy : p2(B) = 0} are identical. Recall that the

Radon-Nikoym derivative of py wrt. p; is denoted by ?1%.

Theorem A.16 ([70, Thm 33.1|). Let ((X¢)e>0,P) and ((Xt)tZO,IAP) be Lévy pro-
cesses on R with generating triplets (o2,7,v) and (2,7,D) respectively. Then the
following are equivalent:
(i) P|z, ~ P|s, for all t € (0,00).
(ii) The generating triplets satisfy that o = &%, v ~ U, with the function ¢(z),
defined as e¥(*) = 3—2, satisfying fR(e“"(z)/Q —1)%2y(dz) < < and

2

eR, ifo?>0,

5 /( |, Fa) —viaa) {: N,

Theorem A.17 ([70, Thm 33.2]). Let ((X)¢0,P) and ((X¢)e0,P) be Lévy pro-
cesses on R with generating triplets (02,v,v) and (5%,%,0) respectively. Suppose
that the equivalent conditions from Theorem A.16 are satisfied. Chose some n € R,
such that 5y —~ — f(—Ll) 2(v(dx) — v(dz)) = o?n. We can now define, P-a.s.,

1
U =n(Xy — X)) — 5“1202 —tyn

+ lim > O(Xs— X, ) —t / (e?®) —1)u(dz) |,

S0\ (5.X0— X )it x {J[>e} {lz|2e}
where @ is the function defined in Theorem A.16(ii) and ((X; — X{)i>0,P) is the
continuous part of ((X¢)e>0,P). The convergence of the right hand side of the equa-
tion in the display above is uniform in t on any bounded interval, P-a.s. The process
(Up)1>0,P) is a Lévy process on R with generating triplet (o%,vu,vu) given by
i Yand yy = —gn70” — [g(e? =1 —yL 11y (y)(ve~h)(dy).

ofy = 1’0%, vy = v~
As defined in [70, Def. 7.1] and the preceding paragraph, we say that a measure
1 on R is infinitely divisible if, for any n € N there exist a probability measure p,, on

R such that g = pp * -+ % p, = pp*. Note that p™* denotes the n-fold convolution
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of pu with itself. Moreover, assuming that two processes with the same law are
considered to be the same, then the collection of all infinitely divisible distributions
has a one-to-one correspondence with the collection of all Lévy processes (see [70,
Thm 7.10]).

Next, we consider the following technical results, describing when the density
of an infinitely divisible law is smooth, and when the density is uniformly bounded.

Note, that we denote the k’th derivative with respect to x of a differentiable function

f.by fO (@), ie. f®(z) = L5 f(x).

Lemma A.18 ([62, Lem. 2.3]). Consider a family of infinitely divisible laws Q; with
generating triplets (Ui?, Vi, Vi), and suppose that ce?2 P < f(_e 6 22v;(dx) + o2 for any

e € [0,1] and for some ¢ > 0 and B € (0,2]. Then Q; has a smooth density p;, and
(k)

pi(x) (as well as all its derivatives p;"’ (x)) are uniformly bounded in (i,x).

In the following results we will consider, when it exists, the density x — p;(x)

of the Lévy process X; for t > 0.

Theorem A.19 (|62, Thm 3.1|). Let X be a Lévy process with Lévy measure v.
Suppose that liminf. o’ ~2(a%(c) + 02) > 0 for some B € (0,2]. Then X; has an
infinitely differentiable density satisfying sup,cr pe(z) = (’)(til/ﬁ) ast ] 0, and more
generally sup,cg ]pgk) (z)| = Ot~ *+1/B) ast | 0.

Theorem A.20 (|62, Thm 4.3]). Let X be a Lévy process on R with generating
triplet (02,v,v). Assume that ce?=2 < @%(e) + 02 < CP72, for any e € [0,1] and
for some B € (0,2]. Suppose that one of the following is true.

i) B>1;

(ii) B =1 and limsup, g ‘ f(—l,—E]U[E,l) zv(dz)| < oo;

(iii) B < 1 (makingo® =0), both57%.(¢) = f(O,e) 2?v(dr) and 72 () = f(—s,O) 2?v(dr)

satisfy ce®=2 <73 (e) < CeP~2, and v — f(—Ll) zv(dz) = 0.
Then, for any p > 0, we have that |z| < pt'/8 implies that ct=Y/# < p,(x) < Ct=1/#

for small enough t, so in particular py(0) is of order t=/#,

§1.3.2 Local times of a Lévy process

In this section of the appendix, we will introduce the terminology of local times of a

Lévy process.

Definition A.21 ([18, Defn. (Occupation measure), Sec. V|). For all t > 0, the
occupation measure on the time interval [0,t] of the Lévy process X, is the measure
te, giwen for any measurable function f : R — [0,00) by [o f(x)p(dz) = fg f(Xs)ds.
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Theorem A.22 ([18, Thm 1, Sec. V|). Let X be a Lévy process on R, and s4(r) as
in §2.5.1. Then, s4(0) < oo if and only if for everyt > 0, p; is absolutely continuous
w.r.t. Leb, with density in L?(dz @ dP). Moreover, if 4(0) = oo then y is singular
for every t > 0.

Under the assumption that Theorem A.22 holds, we can consider the following

particular version of the density of the occupation measure, called the local time.

Definition A.23 (|18, Defn. (Local times), Sec. V|). We denote by L(z,t) the local
time of X at level x and time t, and define L(x,t) == limsup, g % fg Lyx,—a|<eyds,
for everyt >0 and z € R.

Since € can be restricted to the rational numbers Q, we can consider (L(x,t)).cr
as an (F)-measurable version of u;. We say that X has has a local time field, if y

is absolutely continuous.

§1.3.3 Potential theory and ¢-capacity

In this section, we introduce some potential theory, and define the g-capacity and
related necessary results, which are closely related to the behaviour of s,(r) defined
in §2.5.1. To understand and define the bascis of potential theory, we start by
introducing the g-potential measure V¢ [70, Def. 30.9], the g-potential operator U?
[70, Def. 41.2], an assumption called the (ACP) assumption |70, Def. 41.11] and the

g-co-excessive function u? |70, Thm 41.16| in the following definition.

Definition A.24. Let X be a Lévy process on R. Then we define the gq-potential

measure V4, as
ViB)=E [/ €qtﬂB(Xt)dt] . for BeBR), q¢>0.
0

We say that the absolute continuity of potential measure (ACP) assumption is satis-
fied, if V2 is absolutely continuous for all ¢ > 0. The g-potential kernel U(xz, B) is
defined as

o0

Ud(z,B) = / e I"P(Xy +2 € B)dt, forB€BR),q¢>0,zcR.
0

The q-potential operator U? is then defined as Ulf(x) = [ f(y)U4(x,dy). Under

the assumption of (ACP), there is a unique q-co-excessive function u, such that

Ut f(z) = /R Ay — o)y, forg>0,

and any non-negative universally measurable function f.
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Definition A.25 ([70, Defs. 42.6 & 43.1]). The g-capacity of the set {0} for the
process (X¢)i>0 is defined to be

= q/R]E[eqTZIL{XTz:O}]dx, for all ¢ > 0,

where T, = inf{t > 0: X; = x}.

Remark A.26 ([70, Eqgs. (42.32) & (42.34)]). The g-capacity ¢} of the set {0} for the
process (X; — 1t)¢>0, satisfies that
! <l < !
dsq(r) = " 7 sq(r)’
For all ¢ > 0, we define the h? function for the process (Xi)i>0, by hi(z) =
E[e~%T*] and h%(z) = P(T, < o), where T, is defined as Definition A.25.

for any ¢ > 0. O

Theorem A.27 (|67, Thms 1.5 & 2.6]). If h? is continuous, then ¢? 1 0o as ¢ — 0o.

The following theorem allows us to translate the statement from Theorem A.27,
into a statement on the g-co-excessive function u? of X. We say that the set {z} for

x € R is essentially polar, if and only if P(T,—, = c0) =1 for a.e. y.

Theorem A.28 (|70, Thms 43.3 & 43.5]). Let g > 0, and let the h? and u? functions

be for X.

(a) A one-point set is not essentially polar if and only if (ACP) is satisfied, u? is
bounded and clul(x) = hi(x), for all x € R. Furthermore, this is equvalent to
Vi(dx) having a bounded density.

(b) The set {0} is not essentially polar and 0 is reqular for itself if and only if (ACP)

holds and u? is bounded, continuous and positive on R.

Note that some one-point set is essentially polar if and only if any one-point
set is essentially polar. As a consequence of Theorem A.28, we see that if u? is

continuous, then so is h9.

Theorem A.29 (|27, Thms 7 & 8|). Let X be a Lévy process with generating triplet
(0%, 7,v). Let P = {x € R : P(X; = zfor at least onet > 0) > 0}. Then the
following statements hold.
(a) A necessary and sufficient condition for Leb(P) > 0 is that s4(0) < oco.
(b) Consider the following cases:
(b-i) If 0% > 0, then we have that P =R, and 0 is regular for itself.
(b-ii) If 0® =0 and [p(Jz| A1)v(dz) = oo, then P =0 or P =R (use the integral
criteria from part (a) to see which) and if P = R, then 0 is regular for
itself.
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(b-ii) Assume that 0* = 0 and [;(|z| A 1)v(dz) < oo, and denote by o the drift
of X from Remark 2.1. If vo = 0 then P = 0; if 70 > 0 and v is carried
by Ry then P = Ry and 0 is not reqular for itself; if vo > 0 and v gives

positive mass to R_ then P =R and 0 is not regular for itself.

We say that v is carried by (0, 00) if v((—o00,0)) = 0. For an alternative reference
for a similar result, see [46, Thms 1 & 2|. If Leb(P) > 0, we say that (X¢):>o visits
points, and note that if Leb(P) > 0 then we know that P(7}, < co) > 0.

Remark A.30. The application throughout the thesis will be on the process X () =
(Xt — rt)i>0, and we can now see from Theorem A.27 that s,(r) < oo implies that
the g-capacity of {0} for X ("), satisfies ¢ 1 0o as ¢ — oo for all r € R.

Indeed, to see this, we note that, s,(r) < oo implies that 0 is regular for itself
for X () this holds since X(") hits points by Theorem A.29. Since 0 is regular for
itself, it follows by Theorem A.28, that u? and hence h! is continuous, and hence

Theorem A.27 implies that ¢} 1 oo as ¢ — oo for all r» € R. O

§1.3.4 Stable and semi-stable processes

We will in the section define semi-stable processes, as well as add some details for

a-stable processes as introduced in §2.3.

Definition A.31 ([70, Defs. 13.1 & 13.2]). Let X be a Lévy process on R, and denote
by w the distribution of Xy att = 1. We say that X is semi-stable if for some a > 0
with a # 1 there exists b > 0 and ¢ € R such that [i(2)® = 1i(bz)e!**, where [i is
the characteristic function of u. Moreover, X is said to be strictly semi-stable, if for
some a > 0 with a # 1 there is a b > 0 such that fi(2)* = fi(bz). If b= a'/® in the
first case (resp. second case), for some a € (0,2], we say that X is a-semi-stable

(resp. strictly a-semi-stable).

Let S,,(b) = {x € R: b" < || < b"!} for n € Z, and note that S, (b) = b"Sy(b).
If 1t is the distribution of a random variable X, then we denote by T} the distribution
of rX. Moreover, the restriction of a measure p to a Borel set B, is denoted by p|p.
Recall that a distribution is trivial if it is a d-distribution. In the following we see

equivalent definitions of being a-semi-stable and a-stable.

Theorem A.32 ([70, Thm 14.3|). Let u be infinitely divisible and non-trivial with
generating triplet (o2,7,v) and let a € (0,2).
(i) Let b > 1. Then the following are equivalent:

(a) p is a-semi-stable with b as span.
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(b) 0% =0 and, for each integer n the measure v on Sy,(b) is determined by the
measure v on So(b) by v|s, ) = 0"y (V] sy(5))-
(ii) The following are equivalent:
(a) p is a-stable;
(b) 02 = 0 and there is a finite measure X on {—1,1} such that v(B) =
f{—1,1} I ]lB(r:U)%)\(dx), for B € B(R).

Proposition A.33 (|70, Prop. 14.5]). Let pu be non-trivial and a-semi-stable on R
with o € (0,2) and Lévy measure v. Then, f(_l 3 |z|v(dz) < oo if and only if a < 1.
Moreover, fR\(—l 3 |z|v(dx) < oo if and only if & > 1. The total mass of v is always

infinite.

The characteristic function of an a-stable law has a specific closed form, which

is introduced in the ensuing theorem.

Theorem A.34 (|70, Prop. 14.15]). Assume that o € (0,2)\ {1}. If p is non-trivial

and «a-stable, then
i(z) = exp (—c|z|* (1 — ifsgn(z) tan (ra/2)) + iT2),
with ¢ > 0, g € [-1,1] and 7 € R.

A non-trivial process X with ditribution p as in Theorem A.34, is called a
stable process with parameters («a, 3,7, c), where 7 = vy if @ € (0,1) and 7 = 71
if @« € (1,2). In the case where we consider an a-stabel process, the asymptotic

behaviour of its density is known, which is explained in the following remark.

Remark A.35 (|70, Rem. 14.18]). If u is non-trivial and a-stable, then it has a
continuous density. Let (X¢):>0 be a stable process with parameters («, 3, T, ¢) and
a € (0,2)\ {1}, and let X? = X; — tr. By pi(z) (vesp. p?(z)) we denote the
continuous density of X; (resp. X?) for ¢t > 0. Then

pr(z) =t oy (7 4 (1 — o7y = 7 opd (el (3 — 7)),
where p{(z) ~ 1T(1 + ) sin(rpa)z =271, if B # —1 as x — co. We can also see that

the density p;(x) is bounded, since it is continuous and bounded at infinity, since its

asymptotic behaviour at oo is bounded. O

The full characterisation of the densities can be found in the full remark |70,
Rem. 14.18] and the ensuing paragraphs.

Recall that a one-point set {z} is polar for the process X, if P(T,—, = oo) for
all y € R, where T is as in Definition A.25.
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Theorem A.36 ([69, Thm 7.4]). If X is strictly 1-semi-stable, then a one-point set
s polar. If X is 1-semi-stable and not strictly 1-semi-stable, then a one-point set is

non-polar.

§1.3.5 Small-time results

Throughout this section, we introduce some important small-time fluctuation results

for Lévy processes.

Theorem A.37 (|70, Thm 43.20]). Let X be a Lévy process with generating triplet
(0,7,v), where v(R) < oo or v(R) = oo with f(_l 3 |z|v(dz) < oo with drift yo.
Then P(limyot ™1 X; = v) = 1.

Next, we introduce Rogozin’s theorem (see also [5, Thm 1]).

Theorem A.38 (|70, Thm 47.1]). Let X be a Lévy process with generating triplet
(02,7,v), where a% # 0 or f(_l 1 |x|v(dx) = oco. Then

P(limsupt ' X; = oo and liminft X, = —00) = 1.
10 40

For the following proposition, we consider a Lévy process X with generating
triplet (0,7,v). Let h(r) = v(r) + 77 252(r) + r 1|y —5(r)| for r < 1, and define the
small-time indices:

Br = inf{n > 0 : limsupr"h(r) =0}, &L =inf{n >0: limﬁ)nfr”h(r) = 0}.

rl0 r
From [70, p. 362|, we know that, in the special case where X is a-stable, « = S = 0.
Recall the index 4 from (2.3) and vy from Remark 2.1, and note moreover that
Br = B+, except when f(_l 1 |z|v(dz) < oo and vy # 0. Moreover, the index [_
from (2.4) coincides with dp,.

Proposition A.39 ([70, Prop. 47.24]). Let X be a Lévy process on R with generating
triplet (0,7,v). Let n >0, then

, supg<s<t | Xt {O a.s., n>pL,
limsup ——=—— =

£0 t/m oo a.s., n<prL.
. SUPp<g<t | Xl 0as., n>dp,
hmlnf# =

t40 L 00 a.s., n<dg.

In the following theorem, we will state the full characterisation of the upper
fluctuations of a Lévy process X with no Gaussian component. For the following
theorem, we let b be an increasing positive function, with 5(0) = 0, b(1) = 1 and the

following properties: b(t)tc~! 1 oo as t | 0 for some € > 0 and, for some o > 1/2,
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b(t)t™* J 0 ast | 0. Let b be the right inverse of b and let w(¢ ) = v (t) where
v(t) = b (t)t1. Moreover, define W_(z) = 2 [ yv~ (y)dy + f 7 (y)dy and \; =
inf{\ > 0: J(\) < oo}, where

T = /oleXp (_w (Aw_p@)) ”1) v

For the ensuing theorem, we define v+ as vt ((x,00))) = v((x,00)) and v~ ((x, 00)) =
v((—o0, —x)) for z > 0.

Theorem A.40 (|72, Thm 3.1]). Let X be an infinite variation Lévy process with no
Gaussian component, i.e. 0> =0. Let b be a function as described in the paragraph
above. Then limsup, g X;/b(t) = oo a.s. if and only if

f b (¢ 1/+ (dt) = oo, or
(ii) fo b ()t (dt) < fol b (t)r~(dt) = 00 and Ay = o0
If both (i) and (ii) fail, then limsup; o X¢/b(t) = 0 a.s. if and only if
(ii)) [, 65 (B (dt) < o0, or
(iv) [y b (Ot (dt) < [ b (t)r(dt) = 0o and Ay = 0.
Alternatively, suppose that fol b (vt (dt) < fol b (t)v~(dt) = 0o and Ay € (0,00).
Then lim sup, o X¢/b(t) € (0,00) a.s.
Theorem A.41 (|17, Thm 2.1]). Let X be a Lévy process (not a compound Poisson
process) on R with generating triplet (o2,~,v), where 0 = 0, and take k > 1/2.
Moreover, ifX 1s of finite variation, we assume that its drift is 0.

Iffo ")dx < oo then limy o X¢/t" =0 a.s.
(11) C’onversely, if fo ")dx < oo fails, then limsup, o | X; —a(t)[/t" = oo a.s. for

any non-stochastic functzon a:[0,00) = R.

Theorem A.42 ([17, Thm 2.2|). Let X be a Lévy process (not a compound Poisson
process) on R with generating triplet (o2,v,v), where 0® = 0, and put

! A2\ dz
I(\) = /0 exp <_W> - and  Xj=1inf{A > 0:I(\) < oo} € [0, c0].

Xy
—liminf =L = lim sup — L = limsup — | Xi] =] a.s.

to /1 o Vi no o Vi T
Proposition A.43 (|70, Prop. 47.11]). Let X be a Lévy process with o > 0, then
lim supy | X¢|/+/tloglog(1/t) = v/2|o|.
§1.3.6 Long-time results
Lemma A.44 (|70, Lem. 48.3|). Let (X¢)t>0 be a non-zero Lévy process on R. Then,

for any finite interval K, we have that P(X, € K) = O(t~Y/?), as t — co.
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Proposition A.45 (|70, Prop. 48.10]). Let (Xt)t>0 be a non-zero Lévy process on
R, where B[|X1|1T¢] < oo for some € > 0 and E[X;] = 0. Let n > 0 and define
B :=sup{p € [0,2] : fR\(_l’l) |z[Pv(dz) < oo}, then

. SUPg< <t | Xt {0 a.s., n<p,
limsup ———=——— =

t—00 t/n 0o a.s., 1> p.

In the following theorem, we introduce Rogozin’s criterion, which gives criteria
in terms of the transition probabilities for when a Lévy process drifts to oo, —oo or

oscillates.

Theorem A.46 (|70, Thm 48.1]). Let (X¢)i>0 be a Lévy process on R. Then X is
drifting to oo if and only if floo t71P(X; > 0)dt < oo; drifting to —oo if and only
if [[Pt1P(Xy < 0)dt < oo; and oscillating if and only if [[°t'P(X, > 0)dt =
[T IP(X, < 0)dt = oo.

§1.4 Poisson processes

In the following theorem we state the mapping theorem for Poisson processes.

Theorem A.47 (|48, Sec. 2.3]). Let II be a Poisson process on S with o-finite mean
measure i, and let f : S — T be a measurable function such that the induced measure
w* = p*(B) = u(f~1(B)) (B is a measurable subset of T ) has no atoms. Then f(II)

1s a Poisson process on T' having the induced measure u* as its mean measure.
Next, Campbell’s formula from [48] (see also [43, Lem. 12.2|) is stated.

Theorem A.48 ([48, Campbell’s Theorem, p. 28]). Let II be a Poisson process
on S with mean measure p, and let f : S — R be measurable. Then the sum

¥ =) yen J(IN) is absolutely convergent with probability if and only if

Ammmmum&m<w

If this condition holds, then E[ef*] = exp{fs(egf(””) — 1)u(dx)}, for any 6 € C
for which the integral on the right converges, and in particular whenever 0 is purely

mmaginary. Moreover,
Bl = [ f@)n(dn), (43)

in the sense that the expectation exists if and only if the integral converges and they
are equal. If (A.3) converges, then Var(X) = [qa?u(dx), which can be finite or

infinite.
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In the following, we present the marking theorem for Poisson processes, see [48,
Sec. 5.2| for the theorem and the ensuing discussion. Let IT be a Poisson process on
S with mean measure p. Assume that we with each point X of the random set IT
associate some random variable mx (called the mark of X) taking values in a space
M. Note that the distribution of mx may depend on X but not the other points of
I1, and that mx for different X are independent. We denote by X* the pair (X, mx)
in S x M, and note that the totality of such points form a random countable subset
IT* = {(X,mx) : X € II} of S x M. The following marking theorem then tells us

that II* is a Poisson process on the product space S x M.

Theorem A.49 (|48, Marking Thm|). Let I be a Poisson process on S with mean
measure p and probability distribution p(x,-) on M depending on x € S such that
p(+, B) is a measurable function on S for B C M. The random subset I1* is a Poisson

process on S X M with mean measure p*, given as

)= [ /( L Heptedm)

§1.5 Asymptotic theory

We say that a function [ is slowly varying at 0 (resp. o0), if I(cz)/l(z) — 1 as
x ] 0 (resp. * — o0) for all ¢ > 0. Note that slowly varying functions may be
wildly oscillating, i.e. liminf, .o l(x) = 0 but limsup,_,. I(z) = co. Karamata’s

representation theorem gives us an exact representation of slowly varying functions.

Theorem A.50 (|24, Thm 1.3.1]). A function [ is slowly varying at infinity if and

only if it can be written in the form

I(z) = o(x) exp ( / xa(u)uldu> R —

for some a > 0, where x — c(x) is a measurable function and c(x) — ¢ € (0,00),

e(z) -0 as ¢ — oo.

In a similar fashion to above, we say that a positive function f is regularly
varying at 0 (resp. oo) with index a, if f(Az)/f(x) = A% as | 0 (resp.  — o0)
(see |24, Sec. 1.4.2]). From [24, Eq. (1.5.1)], we know that if f is regularly varying

at oo with index «, then

f(z) = 2%¢() exp < / me(u)u_ldu> . forz>a, (A.4)

for some a > 0, where ¢(z) — ¢ € (0,00) and e(x) — 0 as z — o©.
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Theorem A.51 (|24, Thm 1.5.2]). Assume that f is reqularly varying at oo with
index «, then (in the case o > 0, assuming f is bounded on each interval (0, K]),
fQx)/f(x) = A as x — oo uniformly in A

(i) on each [a,b], with0 < a <b< oo if «=0;

(ii) on each (0,b], with 0 < b < oo if a > 0;
(iii) on each [a,00), with 0 < a < oo if a < 0.

Theorem A.52 (|24, Thm 1.5.4]). A positive, measurable function [ is slowly vary-
ing at oo if and only if, for every a > 0, there exists a non-decreasing function ¢

and non-increasing function v with z*l(x) ~ ¢(x) and z=(x) ~ p(x) as  — oo.
In the following theorem we state the results known as Potter’s bound.

Theorem A.53 (|24, Thm 1.5.6]). (i) Ifl is a slowly varying function at oo, then
for any chosen constants A > 1 and 6 > 0 there exists some K = K(A,0d), such
that

I(y)/1(z) < Amax{(y/x)’, (y/x)°}, for all z,t > K.

(i) If further, 1 is bounded away from 0 and co on every compact subset of [0, 00),
then for any 6 > 0, there exists a A’ = A'(§) > 1 such that

I(y)/1(x) < A max{(y/2)’, (y/2)°},  for all v,y > 0.

(iii) If f is a regularly varying function at oo with inder «, then for any chosen
constants A > 1 and 6 > 0 there exists some K = K(A,¢), such that

f)/f(x) < Amax{(y/=)**, (y/x)*°},  forallz,y > K.

Proposition A.54 (|24, Prop. 1.5.9a]). Let [ be slowly varying at co, and choose
K such that | € Lj ([K,00)). Then [} l(t)t~ dt is slowly varying at oo and
[ )t dt/l(z) — oo as z — oo.

Note that a similar result holds in the case where [ is slowly varying at 0. We

now state Karamata’s theorem.

Theorem A.55 (|24, Thm 1.5.11]). Let f be a regularly varying function at oo with
index p, and assume that f is locally bounded in [K,c0). Then,
(i) for any 5 > —(p+ 1),

m%m+p+l as r — 00
Jrtref(t)dt ’ ’
(ii) for any k < —(p+1) (and for k = —(p+ 1) if t = t~ D f(t)dt is integrable
at o0)
x”Jrlf(.%')
= — — 1 .
T (D)t — —(k+p+1), as x — 00
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Theorem A.56 (|24, Thm 1.5.12]). If f is regularly varying at oo (resp. 0) with
index «, then there exists a function g that is reqularly varying at oo (resp. 0) with
index 1/, so that f(g(z)) ~ g(f(x)) ~x as x — oo (resp. = 1 0).

Let U be absolutely continuous with density u. In the following theorem, we
will describe the asymptotic behaviour of u if we know the behaviour of U, this is

called the monotone density theorem.

Theorem A.57 (|24, Thm 1.7.2]). Let U(z) = [j u(y)dy. If U(x) ~ cxll(z) as
x — oo, where ¢ € R, p € R, [ s slowly varying at oo and if u is ultimately

monotone, then u(z) ~ cpz’~tl(z), as x — .

Theorem A.58 ([24, Thm 2.3.1(1)]). If I is slowly varying at co, and l satisfies
(I(Ax)/l(x) — 1)1log(f(z)) — 0 as x — oo for some A > 1 and f(x) > 0, then
for v > 0, if 27 f(z) is eventually non-decreasing, l(xf(x)°)/lI(z) — 1 as x — oo
uniformly in 6 € [0, A] for 0 < A < 1/7.

§1.5.1 Regularly varying random variables

We say that a random variable £ is regularly varying with index o > 0, if there exists
p,q > 0 with p+¢ = 1 and a slowly varying function [, such that P(§ > z) ~ pz~%I(x)
and P(§ < —x) ~ gz™(z) as z — 0.

Theorem A.59 (|28, Thm 2.4.3|). Assume for the random variable A, that A > 0
a.s. and P(A = 0) < 1. Moreover, assume that E[A*] < 1 for some a > 0 and
E[A*19] < 0o for some § > 0. Then the following holds:

(i) Assume that £ solves the equation 4 A& 4+ B, where € is independent of the
pair of random variables (A, B). If the random variable £ is reqularly varying
with index o > 0, then B is reqularly varying with index o.

(i1) Conversely, if B is reqularly varying with index o > 0, then there exists a
solution to the equation & 4 A& + B, where & is independent of the random
variables (A, B). If limgy_oo P(£B > z)/P(|B| > x) = c+ for some positive
constants c_ and cy, then P(£€ > x) ~ (1 — E[AY])"P(£B > ), as * — 00.

Breiman’s Lemma is stated in the following lemma.

Lemma A.60 (|28, Lem. B.5.1|). Assume that £ and ¢ are independent and non-
negative random variables, where £ is reqularly varying with index o > 0, and one of
the following conditions holds

(i) E[¢*“T¢] < oo for some € > 0.

(i) P(& > x) ~ cox™ as x — oo for some cog > 0 and E[(*] < co.

Then P(EC > x) ~ E[(*P(§ > z), as x — 0.
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