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Abstract

Antimatter production facilities can serve as unique tools for examining fundamental

physical theories and potential practical applications of antiparticles. Currently, Ex-

tra Low ENergy Antiproton (ELENA) ring at CERN’s Antimatter Factory is the only

place that provides low-energy (100 keV) antiprotons worldwide. Its deceleration capa-

bilities provided a substantial efficiency increase for operating experiments by enabling

capturing up to ∼ 60% of the provided beam. However, recently proposed antimatter

studies placed new requirements on the beam properties, such as ultra-short bunches

or even lower beam energy (<10 keV), enhancing the impact of machine imperfections

and collective effects. This introduced the necessity of developing more realistic track-

ing simulations for electrostatic storage rings, beam lines, and experiments to predict

the behaviour of the beam under various conditions accurately and to gain a better

understanding of the primary factors that limit beam lifetimes.

New simulation methods have been developed and employed on the electrostatic

transfer lines, experiments from Antimatter Factory, and the ELENA storage ring to

address this need. First, beam guiding elements were simulated to produce realistic

3D field maps. Some of them were simplified if there was no loss of tracking details. A

state-of-art field measurement technique was proposed to benchmark quadrupole de-

sign and simulation results to ensure the quality of a model of electrostatic quadrupole

from ELENA beam lines. A realistic 6D tracking simulation of the transfer line to

the ALPHA experiment built in G4beamline and BMAD demonstrated perfect agree-

ment with design models created in MAD-X, where the description of optical elements

is simplified. Models have also shown the possibility of simultaneous dynamic track-

ing in multiple beam lines under the impact of a magnetic field produced by other

experiments.

An interaction of low-energy antiprotons with light and heavy nuclear targets can

provide fundamental knowledge about differential cross sections and nucleon densities.

A light nucleus like helium is a perfect benchmark tool for studying dynamics inside the
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many-body Coulomb problem since the number of possible reaction channels is limited.

Such studies require ultra-short antiproton bunches (∼1 ns) as a zero-time trigger for

the setups utilizing a reaction microscope. Two routes were studied to achieve the

desired bunch length. One demonstrated the feasibility of short bunch formation (1 ns

r.m.s) using a single-pass experiment installed in the ALPHA transfer line, confirmed

by tracking in G4beamline and BMAD. The more efficient but technically challenging

path is based on collisions with an inner target embedded within the ELENA ring. It

was demonstrated that the ELENA RF system can reduce bunch length from 75 to

<5 ns r.m.s. Ultra-short antiproton bunches were observed to remain in equilibrium

storage conditions if bunch intensities are kept below ∼ 3 × 105 to avoid the strong

beam heating effects, e.g., space charge and intrabeam scattering (IBS).

For the near future experiments with bound systems of antiprotons and medium

mass nuclei, a low-energy (<5 keV) injection system for the AEgIS experiment was

designed and simulated. This will allow studying of properties of atomic nuclei and

fragmentation processes with improved precision and extended lifetimes. The created

beam line structure is also suitable for cold antiproton beam extraction into portable

traps to facilitate antimatter experiments outside CERN.
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Chapter 1

Introduction

1.1 Introduction

History taught us that one possible way to learn the structure of matter is to crack

it with a highly energetic “hammer” - an elementary particle. Later on, researchers

revealed the fact that faster is not always better. Neutrons and antiparticles demon-

strated that unique processes happen at low energies - nuclear fission and low-energy

annihilation. But before all these discoveries, many other fundamental bricks of the

Standard Model were predicted theoretically. Dirac made the first prediction of an

antiparticle in 1928 [1], and four years later, Anderson confirmed the existence of the

positron experimentally. A few decades later, this particle finds a practical applica-

tion in Positron Emission Tomography (PET) and Positron Annihilation Spectroscopy

(PAS). In order to create the first anti-nucleon, the machine, according to the kinetic

calculations, needs to provide kinetic energy of 6 mp =5.6GeV, where mp =938.3MeV

is the rest energy of the proton. Thus the first antiprotons were discovered in 1955 at

the Bevatron at Berkeley. Later, it was discovered that the actual production threshold

in fixed targets is even lower (3.5GeV if Cu) due to the presence of Fermi motion of the

nucleons within target atoms. The detection of antiprotons (p̄) was done via momen-
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Chapter 1. Introduction 2

tum and time-of-flight (ToF) identification since most of the secondary particles from

collisions were negatively charged mesons, produced in the reaction with higher mo-

mentum. The following year after p̄ discovery, the antineutron, n̄, was also identified

at Berkeley, and today, for any new elementary particle, the corresponding antiparticle

has also been found. The discovery of the first anti-atoms was first reported in 1965 [2,

3] at CERN, which however, passed entirely unnoticed until 1995 [4]. Researchers at

CERN announced that they had successfully formed the first antihydrogen atoms at

the Low Energy Antiproton Ring (LEAR) [5]. The antiprotons were circulating inside

LEAR until collision with a heavy element target. Any antiprotons passing at a short

distance to heavy atomic nuclei may create an electron-positron pair, and with low

probability, the antiproton could bind with the positron to form an atom of antihydro-

gen. These antiparticles were highly energetic, travelling almost at the speed of light

over a distance of 10 metres and then experiencing annihilation with ordinary matter.

While creating the antihydrogen was a significant achievement, the atoms were too

energetic — too “hot”— and did not lend themselves to be easy prey for study. It was

required to perform meaningful and precise atomic collision experiments to understand

the properties of an antiproton and anti-atom interaction.

1.2 Study of atomic and nuclear properties via par-

ticle collisions

More than a century ago, Rutherford performed his famous experiment [6], which

marked the beginning of ion-atom collision research and holds fundamental signifi-

cance for the development of modern physics, Fig. 1.1. It paved the way for a solid

understanding of atomic structure. Initially, a “planetary” atomic model emerged from

experimental observations, which could not explain the stability of atoms. However,

with the development of quantum mechanics, this problem was resolved and atomic

structure can now be regarded as being conceptually understood.
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Figure 1.1: Geiger and Rutherford fired α particles at a piece of gold foil
and detected where those particles went [7].

In the same way, an antiproton is a unique probe for atomic physics research.

Having the same mass as the proton but with an opposite charge, it behaves as a

“heavy electron” or as a “negative nucleus”. This antiparticle gives a new test ground

for studies of atomic collision dynamics and exotic atom formation. It is also known as

a “theoretician’s ideal projectile” because the lack of electron capture processes avoids

complications in theoretical treatments. But to do these, one needs an antiproton beam

of well-defined kinetic energy in the keV to MeV regime. This was not exactly the case

in the 1960s.

1.2.1 Low energy region of interest. Antimatter physics.

Many experiments had been carried out with low-energy antiprotons at that time,

in particular at Brookhaven and CERN in the 1960s and 1970s. However, in these

early experiments, the antiprotons were part of secondary beams containing many

negatively-charged pions and kaons and had a large momentum spread. Accordingly,

antiproton beams need to be collected, slowed down and focused, which is also led to

further beam growth. In the 1970s, Simon van der Meer and his colleagues at CERN

and elsewhere imagined and developed the stochastic cooling method [8], which helped

produce antiproton beams of high purity, sharp momentum resolution, and much higher
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intensity than in the previous devices. The advent of cooling techniques in the 1980s

changed this situation dramatically [9, 10]. It opened the door to fascinating studies

in fields of matter-antimatter symmetry [11], first experiments related to ionisation of

atoms or molecules by antiparticle impact [12], antiprotonic atom spectroscopy [13]

and antimatter gravity [14]. In 1986 the first capture of antiprotons in a Penning trap

for 100 s happened using 21 MeV antiprotons from the LEAR [15].

1.3 History of antimatter production at CERN

In the past, the antiproton production cycle was as follows: 1) antiprotons were pro-

duced by 26 GeV/c protons from the CERN Proton Synchrotron (PS) hitting an exter-

nal target; 2) then they were then collected at their production optimum at 3.5 GeV/c

in the Antiproton Collector(AC), then cooled and stored in the Antiproton Accumu-

lator (AA), decelerated in the PS to 0.6 GeV/c before being transferred to LEAR.

The antiprotons for LEAR were typically in a bunch of up to 3× 109 particles. After

Figure 1.2: Layout of the AD ring with its working cycle. Created using
sketches sourced from [16].
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stochastic and electron cooling in LEAR, to improve the beam quality, the beam was

either accelerated or decelerated to the required ejection momentum, ranging from 100

MeV/c to 1700 MeV/c. This ring was in operation from 1982 to 1996 for antiproton

beams, and in 2000 it was replaced by the Antiproton Decelerator (AD), a cost-effective

modification of the AC ring, which is still online. Figure 1.2 demonstrates the layout

of the AD ring with the first set of experiments in 2005. The operation cycle on the

left demonstrates the deceleration and cooling time periods.

The first experiments at the AD were mostly focused on a more efficient way to

create and study antihydrogen atoms. The first two experiments, ATHENA ( Ap-

paraTus for High precision Experiments with Neutral Antimatter) [17] and ATRAP

(Antiproton TRAP) [18] utilised improved techniques from the earlier TRAP experi-

ment [15].

Figure 1.3: Principles of antiproton trapping (left) and basic scheme of
antihydrogen formation (right). (Adapted from [19].)

To create cold antihydrogen in a controlled way, three particle species were re-

quired. At first, low-energy electrons were injected and confined inside the trap. After-
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wards, the antiproton bunch from the AD was decelerated by aluminum degraders and

negative potential before being captured. Electrons were used to cool down antipro-

tons in a similar way as in electron cooling. Then cold antiprotons were mixed together

with positrons (possible reactions will be explained in a later Section 1.5). Thus, in

order to operate with multiple species simultaneously, traps are usually designed with

the ability to create a number of potential wells.

This working principle of particle mixing, displayed in Fig. 1.3, was pioneered by

the ATRAP group and its predecessor, TRAP.

The third experiment, ASACUSA (Antiproton Spectroscopy And Collisions Using

Slow Antiprotons) [20], was approved to study the formation of the antiproton-bound

systems, energy loss for low-energy antiprotons, and ionisation processes involving

antiprotons. ASACUSA has been utilising laser and microwave spectroscopy methods

to characterise the properties of antihydrogen and antiprotonic systems.

1.4 Extra Low ENergy Antiproton (ELENA) ring

The creation of the cold antihydrogen and its further experimental study in AD configu-

ration had tolerated two major drawbacks. The first one was a considerable inefficiency

in terms of utilised antiproton beam: from initial 3 × 107 5.3MeV antiprotons only

30,000 were trapped (0.1% efficiency) using degrader foils before a particle trap.

For example, to overcome this issue, in ASACUSA it was decided from the be-

ginning to decelerate the antiproton bunch even further, below 120 keV. As a result,

the total number of antiprotons available for the studies at ASACUSA was one to two

orders of magnitude larger than for ATHENA or ATRAP. The second issue was the

arrangement of beam delivery. A bunch of antiprotons extracted from AD was trans-

ported to only one experiment, switching to another experiment every eight hours.

A crucial solution for these problems was the design and construction of a smaller

deceleration Extra Low ENergy Antiproton (ELENA) ring [21], whose layout is shown

in Fig. 1.4. ELENA decelerates antiprotons further from 5.3MeV to 100 keV applying
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electron cooling technique to maintain beam quality. This extra step down significantly

increased the number of trapped antiprotons by factor 100 for ATHENA, ATRAP and

by factor 10 for ASACUSA.
Electron cooler

Decele
ra

tio
n:

5.3
 →

 0
.6

5 →
 0

.1
 M

eV

Extraction kicker

Extraction kicker

Injection kicker

Figure 1.4: Modified sketch and photo of the ELENA ring (private photo
gallery). Created using drawings sourced from [22]. The colour of the
elements represents different magnet families [23].

Its operational cycle is similar to the second half of the AD cycle, Fig. 1.5. The

bunch from AD is injected into ELENA where it is firstly decelerated to an interme-

diate plateau at 650 keV. After approximately four seconds of electron cooling, the

antiproton beam is decelerated further to 100 keV. Finally, after three seconds of cool-
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Injec on,

Electron

cooling

Electron

cooling

Electron

cooling

Bunch 

spli ng

Extrac on

Figure 1.5: An example of ELENA working cycle nowadays together with
antiproton beam intensity.

ing time, antiprotons are bunched and ready for extraction. Additionally, this ring can

similarly operate with hydrogen anions produced from an embedded ion source. This

allows machine optimisation and commissioning even without antiprotons.

The problem with beam availability for multiple experiments was solved by the

extraction of multiple bunches in one turn (design value is 4) using two kickers shown

on the scheme. This approach allows almost unlimited time for antimatter physics for

a few experiments (depending on the number of bunches and requested intensity per

shot). Further, to deliver these bunches to experiments in a more efficient way, a new

design of transfer lines was proposed, which is briefly explained in the next section.

1.5 Experiments with antimatter nowadays

The new extraction capabilities of ELENA were fully utilised through a set of elec-

trostatic beam lines installed during CERN’s Long Shutdown 2 (LS2) phase. The full

sketch with an earlier ELENA ring is demonstrated in Fig. 1.6. Additionally, this

scheme includes elements that steer bunches in a vertical plane. This is especially ben-

eficial for experiments on antimatter interaction with Earth’s gravitational field. At
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the time of writing, most branches were in the commissioning phase using antiprotons

and hydrogen anions.

BASE

PUMA

GBAR

ASACUSA 1

ASACUSA 2

ALPHA

AEgIS

Transfer line from AD ringLocal H anion source

ELENA

Figure 1.6: Layout of extraction transfer lines from ELENA. Brunches
to currently operating and planned experiments are highlighted.

From experiments shown in Fig. 1.6, only ASACUSA remained in place and

Antihydrogen Laser PHysics Apparatus (ALPHA)[24] was partially formed by the

ATHENA team when that experiment concluded. They have been joined by Anti-

hydrogen Experiment: Gravity Interferometry Spectroscopy (AEgIS)[25] with an aim

to measure the gravitational interaction of antimatter. Another experiment with the

same goal is the Gravitational Behaviour of Antihydrogen at Rest (GBAR)[26], which

was used for the first ELENA commissioning period. The last in the list of currently

installed experiments is the Baryon Antibaryon Symmetry Experiment (BASE)[27],

which focuses on the high-precision measurements and comparison of the antiproton-

to-proton charge-to-mass ratio as well as their magnetic moments. The newly approved

experiment, the antiProton Unstable Matter Annihilation (PUMA)[28] experiment, is

in the construction phase. It will focus on the studies of the interaction of trapped

antiprotons with exotic heavy nuclei. It is also worth mentioning that the experimental

goals of BASE (sub-project STEP[29]) and PUMA include the development of portable
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traps for antiprotons. The timeline of previously mentioned experiments and machines

utilised for antimatter studies is presented in Fig. 1.7.

The majority of these experiments require antihydrogen for their studies. It can

be produced in several ways that may also require fulfilling certain conditions. Below

are listed commonly utilised reactions for synthesis,

Figure 1.7: Timeline of antimatter production experiments. Orange bars
demonstrate approval and commissioning periods for machines and experi-
ments; black bars represent operational periods. The light bulbs show several
groundbreaking studies during the LEAR time. 1) (1986), first antiproton
trapping [15]; 2) (1986), first atomic collision with slow antiprotons [30];
3) (1988), magnetic moment measurements of antiprotons (using X-rays
from Pb) [31]; 4) (1994), the first laser spectroscopy of antiprotonic He∗
atom [32]; and 5) (1996), the first observation of fast H̄ [4].

• Spontaneous recombination process: for this reaction,

p̄+ e+ −→ H̄ + hν,

H̄ is formed in binary collisions between p̄ and e+ which is also accompanied by

the emission of a photon that carries away the excess energy and momentum. The

cross section of this process is small, for 1 eV antiprotons it is only 5×10−21 cm2.

• Laser induced recombination process: in this reaction, a laser is applied to

stimulate the recombination,

p̄+ e+ + hν −→ H̄∗ + 2hν,

in which the antihydrogen formation rate in a particular quantum n-state is in-
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creased by illuminating the interaction region with photons of appropriate energy

hν corresponding to this state (“∗” denotes a Rydberg atom, like He∗ in [32]).

This method improves the initial cross section by two orders of magnitude.

• Three-body recombination process: involves an extra positron,

p̄+ e+ + e+ −→ H̄ + e+.

Here excess energy and momentum are carried away by a positron. It requires

high-density positron plasma and was successfully adopted by ATHENA, ATRAP

and ASACUSA to produce the first antihydrogen atoms. Production rates have

a strong dependence on the positron plasma temperature and a quadratic depen-

dence on its density, ρ2e+T
−9/2

e+ , for which, however, production rates of 103 H̄/s

can be reached with O(105) antiprotons interacting with O(106) positrons.

• Resonant charge-exchange: which is also a three-body recombination process,

p̄+ Ps∗ −→ H̄∗ + e−,

involving positronium (Ps∗), the bound system of a positron and an electron

(e+e−). This reaction was experimentally verified at ATRAP. The GBAR and

AEgIS are also planning to utilise this reaction to create cold H̄ for their studies.

This scheme has a cross section of 10−16 cm2, that however increases as ∝ n4

for a Ps∗ occupying the excited state n. Therefore in practice, the cross section

can reach values close to 10−8 cm2. Other advantages of this process are the

ability to choose the required n state and the significantly lower temperature of

the resultant H̄.

A further challenge after antihydrogen synthesis is how to study this “fragile”

substance, annihilating after any interaction with the surrounding material. In this re-

spect, experiments had been divided into two categories: performing a dynamic study

of anti-atoms in-flight and magnetic capture inside an atomic trap for further inves-

tigation. The first approach had been employed by ATRAP, ATHENA, ASACUSA

and AEgIS. One of the sub-branches of this method is a capture of further ionised

antihydrogen, which was utilised by ATRAP [18]. One of the potential wells inside the
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trap was carefully shaped so that its electric field ensures that no background p̄ can

be trapped except resulting from field ionisation of antihydrogen. GBAR also plans to

trap ionised antihydrogen, H̄+, although in their case these ions will be produced via a

two-step reaction process: 1) (p̄+Ps∗ −→ H̄ + e−) and 2) (H̄ +Ps∗ −→ H̄+ + e−).

Magnetic capture of antihydrogen was accomplished on the same principles as with

its common counterpart. The hydrogen atom possesses a small permanent magnetic

dipole moment due to the spin of an electron. For antihydrogen atoms in an ex-

cited state, this magnetic moment increases even more, and thus, they can be trapped

more easily. Similarly to hydrogen [33], H̄ has two possible orientations, the so-called

“low-field-seeking” (LFS) and “high-field-seeking” (HFS) states, depending on its spin

orientation. The energies of the atoms in LFS states increase with the rise of the mag-

netic field of the trap so they tend to gather at the centre where the field is minimum.

Conversely, the HFS states are pushed from the field minimum and can be ejected

from the trap.

There are a few possible magnetic field configurations for trapping neutral atoms

[34]. ALPHA and ATRAP experiments had chosen Ioffe–Pritchard trap design for their

studies (Fig. 1c in [34]). It consists of so-called “pinch” coils with the same current

direction combined with a multipole field for radial confinement of either one or both

states. It creates a magnetic well with ∼ 1T suitable for trapping LFS antihydrogen

states. Instead, ASACUSA decided to utilise the so-called “cusp” magnet configuration

(Fig. 1a in [34]), including initially two coils in the anti-Helmholtz configuration (↑↓ -

current direction) and later upgraded to double “cusp” magnet with four coils. There

are several reasons/advantages why this system was picked. First of all, it allows the

investigation of both LFS and HFS states, resulting in a spin-polarised beam. Addi-

tionally, high-precision spectroscopy requires the absence of a magnetic field, which

is achieved via the ASACUSA setup. Also, it allows a simple extension of the con-

figuration via adding another set of coils, improving particle trapping efficiency and

antihydrogen formation. In principle, it allows the confinement of neutral atoms in

quantum states with large n numbers.
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AEgIS has a similar approach concerning studies on the behaviour of antiprotons

and antihydrogen in gravity. This experiment demonstrated the ability to resolve

forces, acting on low-energy antiprotons, with high precision. It was done via passing

antiprotons, which were released from the trap, through a Moiré deflectometer [35].

Comparison of the interference pattern from antiprotons against a pattern from photons

gives a hint about the presence of an external force in a certain direction (impact of

a magnetic field in [35]). The same exercise is planned to be performed with cold

antihydrogen to demonstrate the impact of gravity in a field-free region. Also, recent

experiment developments aim to create and study heavy antiprotonic atoms.

The last goal is set as a cornerstone of future PUMA studies. This project plans to

capture decelerated antiprotons in a portable Penning trap setup and cool them down

via electron cooling. After trapping around one billion antiprotons, the particle trap

will be transported to the ISOLDE complex [36] at CERN. This facility can provide a

wide range of exotic isotopes that PUMA targets. Different ion beams will be produced

via varying target materials and their further conversion into positive(negative) ions for

trapping with antiprotons. Mixing and cooling of nuclides with antiprotons will result

in the formation of unstable antiprotonic atoms. utilising the decay of such antiprotonic

systems through the annihilation of the antiproton with one of the nucleons on the

nuclear surface, PUMA aims to provide a detailed characterisation of the neutron-to-

proton structure of the nuclei of interest.

AEgIS experiment has a similar sub-project which will demonstrate proof-of-

principle of such study with easily attainable ion species such as iodine or caesium.

The decay of antiprotonic bound systems with selected nuclides can be easily detected

and utilised for the characterisation of atomic nuclei [37]. Bunches of ions can be

injected from a locally installed source. However, it requires a compact low-energy

injection beam line and deceleration to trappable energies.

Future antimatter studies will require an even colder antihydrogen plasma for

better precision. It is possible to decrease the energy of positrons and antiprotons via

sympathetic cooling, as proposed by GBAR and demonstrated by ALPHA for positrons
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[38]. In order to utilise the full capabilities of this technique, particle traps will need

to be upgraded to a magneto-optic trap (MOT) configuration, applied originally for

studying the ultra-cold matter (ions [39, 40] and molecules [41]). It will require a

flexible laser system and source of ions for sympathetic and laser cooling.

Parenthetically, the interaction of antiprotons with different nuclides belongs to

the unmarked territory, where collisions with light ions present a fundamental example

of a few-body problem [42], a probe microscope for the structure of heavy ions and a

perfect tool for theory benchmarks. Therefore, research facilities operating low-energy

heavy-ion storage rings expressed a strong interest in the usage of antiprotons as the

only missing ingredient.

1.6 Low-energy beams in heavy-ion storage rings

1.6.1 CSR

One of the suitable research places is the Cryostatic Storage Ring (CSR) [43] at the Max

Planck Institute for Nuclear Physics in Heidelberg, which was proposed and constructed

for collisional and laser-interaction studies over long storage periods with fast atomic,

molecular, and cluster ion beams. CSR consists of four long sections, optimised for

in-ring experiments, linked in a quadratic configuration, Fig. 1.8. All beam-guiding

components of the ring are electrostatic, which is sufficient for operation in 20-300 keV

energy range per charge unit. One of the straight regions contains an electron cooler

in the middle. Besides the electron cooling option, the merged electron-beam device

can be employed for electron-ion collision studies. Another section can be utilised

for laser crossing or merging of a neutral beam with the circulating particles. One

of the sections is dedicated to beam diagnostics devices. The last straight section

is appointed for investigating collisional studies of the circulating ion beam with an

integrated “reaction microscope” that serves as a sensitive detector for electrons and

recoil fragments coming from a crossed-beam interaction area.
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Electron cooler

Figure 1.8: Design structure of the CSR showing the main sections of the
ring: the injection line, the electron cooler, and the location for the reaction
microscope/laser system. Adapted from [43].

Ring commissioning was also performed with (20-300 keV) low-energy protons, re-

vealing the sensitivity of the circulating beam to Earth’s magnetic field. To compensate

for this, CSR is additionally equipped with vertical steering devices in beam-focusing

assemblies.

Such powerful research capabilities create an outstanding platform for antimatter

studies. Despite the fact that antiproton production infrastructure is missing in Hei-

delberg, one of the possible ways is to follow the ideas of PUMA and BASE-STEP and

bring portable traps for injecting antiprotons inside CSR.

1.6.2 CRYRING@ESR

Another low-energy storage ring for heavy ions and protons, CRYsis-synchrotron-

storage-RING (CRYRING) [44], was installed in 2013-2016 at the GSI accelerator

complex in Darmstadt. Initially, it was constructed and operated from 1991 to 2010

at the Manne Siegbahn Laboratory at Stockholm University. In 2012 the storage

ring was dismantled and shipped to Darmstadt as a Swedish in-kind contribution to
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the FAIR project [45]. Currently, CRYRING is tailored with the existing Experi-

mental Storage Ring (ESR)[46], which provides all naturally occurring elements in a

range of charge states and energies (4MeV/u to 500MeV/u) - a project which is titled

CRYRING@ESR.

Starting from the highest injection energy 30MeV for protons, the CRYRING

can further store, cool and decelerate particles down to 100 keV/u. An illustration

of the present structure of this ring is displayed in Fig. 1.9. Similar to previously

discussed machines, an embedded electron cooler compensates for beam growth after

deceleration or serves as a dense electron target. On the opposite side of the electron

cooler, an inner target is planned to be installed. It can be a thin metallic foil, droplet,

or mentioned earlier, a reaction microscope. Additionally, a laser laboratory is under

construction for atomic laser-spectroscopy experiments in visible and UV spectra. At

Sections foreseen for 

experiments and detectors

Figure 1.9: Layout overview of the CRYRING@ESR facility demonstrat-
ing the injection line from ESR, the electron cooler, and locations for future
experiments. Adapted from [44].

the present moment, CRYRING does not have a source of low-energy antiprotons. At

the FAIR project, the low-energy antiproton beam can be obtained by the use of the

accelerator chain of High Energy Storage Ring (HESR), ESR and CRYRING, after
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the construction of a dedicated transfer beam line from the HESR to the ESR [47,

48]. It may give a second wind to Low-energy Antiproton and Ion Research (FLAIR)

collaboration project [49], which might get realised at the CRYRING@ESR facility.

Initially, the CRYRING was envisaged as a mid-to low-energy storage ring (LSR)[50]

for antiprotons and ions as part of the FLAIR experimental complex of FAIR. FLAIR

was proposed in 2004 to be the next-generation research facility for physics with low-

energy antiprotons and antimatter, supplying antiprotons in energy from tens of MeV

down to rest. A completely electrostatic ring, the Ultra-low energy Storage Ring (USR)

[51] was developed to provide cooled beams of antiprotons and ions in the energy range

of between 20-300 keV. The designed layout of the USR ring closely resembled the CSR

ring, which was supposed to be its prototype. Given the success of the ELENA ring,

which has effectively met the current demands of the antimatter research community,

the potential outcomes for the FLAIR and USR projects remain uncertain.

1.6.3 Future plans: ultra-short bunches for exotic physics.

One of the main USR design goals was to provide ultra-short bunches in 1-5 ns regime

as a trigger signal for the experiments within the embedded reaction microscope. For

instance, it creates the possibility for correlated dynamics study of ionisation of He

atoms by low-energy antiprotons, which may produce clean electromagnetic and suffi-

ciently strong half-cycle pulses with a duration of a few femtoseconds down to a few

tens of attoseconds [52, 53]. Such ultra-short XUV light pulses are of huge interest to

unravel physical and chemical dynamical processes in matter with extraordinary time

resolution. The lower energy is also preferable due to the large momentum spread of

the 300 keV bunch. The stable operation strategy for 20 keV bunch compression can

possibly be achieved with a set of procedures described in [54].

Finally, another unexplored and exotic study that can be performed with ultra-

short antimatter pulses is the possibility of nuclear micro-fission/fusion, catalysed via

the enormous energy released from the annihilation process [55, 56], ICAN-II space
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project as an example [57].

1.7 Project aims and outline

The primary goal of this project is the optimisation of existing experiments and beam-

line design for recently proposed studies at Antimatter Factory, CERN. Multiple as-

pects of antiproton beam preparation were covered to evaluate the limiting factors.

The largest part of the work focuses on the thorough description/implementation of

beam guiding elements, beam manipulation and target interaction, which was done

via a combination of various simulation tools. Some of the suggested ideas were firstly

benchmarked and then applied in real life in low-energy antimatter research at CERN

(ALPHA and AEgIS). Other parts of the project shed more light on the existing limi-

tations and knowledge gaps regarding antiproton interaction with light atomic targets.

Each of the blocks of this work is appointed to a specific role. Chapter 2 gradu-

ally familiarises the reader with the theoretical base utilised for different parts of the

project. Chapter 3 discusses various attributes of beam tracking methods and com-

mon approaches for the description of optical elements. In Chapter 4, the reader is

introduced to a state-of-art device that was developed to map complex electrostatic

fields to ensure in quality of the developed simulation model. A large piece of the work

in Chapter 5 is dedicated to the realistic simulation of electrostatic beam lines, code

development, and benchmarking of results in multiple simulation tools. It also covers

the novel development of an injection line for future research at the AEgIS experiment,

described in detail for the first time. Chapter 6 proposes new bunch compression

schemes in beam transfer lines and ELENA, to achieve bunch properties required for

short-pulse experiments. It also demonstrates equilibrium parameters for ultra-short

bunches at 100 keV energy. Finally, Chapter 7 provides a summary of the work and

outlook for further development routes.

Most of the results presented here were obtained within the framework of the

ELENA ring and experiments in the AD hall. However, all the developed methods
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and concepts can be applied to other antimatter experiments or low-energy machines

mentioned above: CRYRING, CSR, and USR. Furthermore, simulation codes and

techniques utilised here were extensively improved thanks to the extended functionality

(by developers and myself) required for this project. Some of the findings may bring

new insight into unknown antimatter physics and be beneficial for further optimisation

of low-energy facilities.



Chapter 2

Essential Concepts of Beam
Dynamics

2.1 Introduction

The design aspects of circular, linear accelerators and transfer lines have a comprehen-

sive theoretical foundation known as beam dynamics. Commonly, accelerator physi-

cists divide this field of science into a number of disciplines related to diverse working

aspects of the machine. This chapter establishes the main concepts which describe the

reference particle’s motion together with collective effects from a bunch distribution

in low-energy storage rings. For general understanding, the particle behaviour is split

into longitudinal and transverse components without coupling. This compilation of the

presented theory is based on various sources from experts in each discipline [58–62].

2.2 Transverse beam dynamics

2.2.1 Coordinate systems and phase space coordinates

A particle that is sent through a linear accelerator, storage ring or transfer line is com-

monly described via Frenet-Serret curvilinear coordinate system (CCS). Such a CCS

20
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moves along a continuous, differentiable curve in the three-dimensional Euclidean space

[58] (x, y, z) and helps to characterise all kinematic properties of a reference particle.

Such an ideal path of the particle is called the reference orbit and is represented using

Frenet-Serret CCS in Fig. 2.1. This track can be parametrised with the indepen-

dent path length s. If we consider a homogeneous distribution of charged particles

(with the same z), then any point in the transverse phase space can be expressed by

r⃗ = r⃗0(s) + xe⃗x(s) + ye⃗y(s), where r⃗0(s) is the reference orbit. The components x, y

and z respectively are the horizontal (or radial), vertical and longitudinal (tangential)

offsets from the reference orbit for a given s and are measured in units of length in

the laboratory frame. Conventionally, x points outwards from the ring centre and s

increases in the clockwise direction as viewed from above. Additionally, it is worth

mentioning that beam dynamics codes may use various representations of particle co-

ordinates: canonical with/without difference in longitudinal part (BMAD [63], MAD-X

[64]) or non-canonical (PTC [65]) or global Cartesian (G4beamline [66], Geant4 [67]).

To describe how the reference coordinate system is oriented within the Cartesian coor-

Figure 2.1: The Frenet-Serret curvilinear coordinate system. The solid
burgundy line represents the reference orbit. An actual particle track is
shown with the solid blue curve.

dinate system, each point on the s-axis is characterised by its (X, Y, Z) position and

by three angles θ(s), ϕ(s), and ψ(s) that describe the orientation of the reference axes

as shown in Fig. 2.2.
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Figure 2.2: Description of the reference orbit (purple) coordinate system
in the global Cartesian coordinates (black) by position an (X, Y, Z) and by
three rotation angles θ(s), ϕ(s), and ψ(s) [63].

2.2.2 Charged particle motion in electric & magnetic fields

A beam of particles is steered and shaped utilising a combination of electromagnetic

fields which are present in an accelerator or storage ring. In this case, a particle with

mass mp and charge q moving at a velocity v⃗ experienced the Lorentz force

F⃗L = q(E⃗ + v⃗ × B⃗), (2.1)

where E⃗ and B⃗ are electric and magnetic field vectors respectively. If we relate the

Lorentz force to the particle momentum p⃗ or kinetic energy Ekin, we know from classical

mechanics that

∆p⃗ =

∫
F⃗L dt

∆Ekin =

∫
F⃗L ds⃗

 −−−−→
ds⃗=v⃗ dt

β⃗∆cp⃗ = ∆Ekin, (2.2)



2.2. Transverse beam dynamics 23

where β⃗ = v⃗/c. Then F⃗L can be expressed in field components and the change of

kinetic energy becomes

∆Ekin =

∫
F⃗L ds⃗ = q

∫
[E⃗ + v⃗ × B⃗] ds⃗

= q

∫
E⃗ ds⃗+ q

∫
v⃗ × B⃗v⃗dt︸ ︷︷ ︸

=0

. (2.3)

It becomes evident that the kinetic energy of the particle changes whenever it travels in

an electric field E⃗ and the acceleration occurs in the direction of the electric field. This

acceleration is independent of the particle velocity and acts even on a particle at rest

v⃗ = 0. In contrast, the second component of the Lorentz force depends on the particle

velocity and is mutually perpendicular to the direction of motion and the magnetic

field. Combining equations (2.1) and (2.2) we can derive the equation of motion of a

charged particle

dp⃗

dt
=

d

dt
(mγLv⃗) (2.4)

where γL = 1/
√

1− (v/c)2 is the relativistic Lorentz factor.

In the simplest example of a circular machine the bending radius ρx is defined via

equilibrium of centripetal and magnetic components of Lorentz forces

Fcentr = FL ⇒ mpγv
2

ρx
= q|vzBy| (2.5)

where By determines ρx and v2 ≈ v2z . After replacing the particle momentum p = mpγv

and discarding subscripts, we find an important parameter of the accelerator

|Bρ| = p

q
⇔ 1

ρ
=
q|B|
p

(2.6)

which is called the beam rigidity Bρ which is dependent of the charge and particle

momentum. Using more practical units for a GeV energy storage ring, the expression
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(2.6) becomes

1

ρ
[m−1] = 0.2998

qeff
A

|B[T ]|
p[GeV/c]

(2.7)

[eT ]

[GeV/c]
=

[2.998 ∗ 108eV ms]
[m2109eV s]

= 0.2998[m−1]

where A is the particle nucleon number, p is the momentum per nucleon in units

of GeV/c, and qeff is the effective electric charge of the particle in the propagation

medium. The general definition of deflection angle in a magnetic field is

θ =

∫
ds⃗

ρx
(2.8)

or when it concerns a uniform field like in a dipole magnet of arc length ld, the deflection

angle is θ = ld/ρx. Much like the properties of light rays, particle beams are also prone

to spread out due to an inherent beam divergence from the production source.

To keep the particle beam together and to obtain desired beam properties at

selected points along the beam transport line or ring, focusing devices are required.

A focusing feature can be provided for charged particle beams through the use of

Figure 2.3: Cross-sectional view of quadrupole magnet with components
of the magnetic field (left) and forces towards positively charged particles
(right).

azimuthally varying magnetic fields, whose amplitude is zero on the reference axis,
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whilst increasing linearly with the distance r from it. The most common device that

provides a material-free aperture and the desired focusing field is called a quadrupole

magnet is shown in Fig. 2.3. In Cartesian CCS horizontal and vertical focusing planes

are usually considered

Bϕ = gr −−−−−−−−−→
Cartesian system

Bx = gy ,By = gx (2.9)

where g = ∂Bx

y
=
∂By

x
[T/m]

is a field gradient. As evident from the right part of Fig. 2.3, the polarity of the magnet

defines the horizontal focusing plane with its force components. In beam dynamics, it

is customary to define an energy-independent focusing strength. Similar to the bending

curvature in equation (2.6) we can define the focusing strength k as

k[m−2] = 0.2998
g[T/m]|
p[GeV/c]

. (2.10)

But in reality, the magnet device produces additional components of the field. Thus, the

more general definition of multipole strengths kn+1 can be introduced by the magnetic

field expansion in a Taylor series. And in combination with (2.10), for the horizontal

plane, we can obtain the next expression

By =
∑
n

Bn
xn

n!
⇒ (2.11)

By
q

p
= k1︸︷︷︸

dipole

− k2x︸︷︷︸
quadrupole

+
1

2
k3x

2︸ ︷︷ ︸
sextupole

+O(n ≥ 3)

In addition, if the skew components of the n-th multipole are present, they are rotated

by π/2n in comparison with perpendicular components.
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2.2.3 Hill’s equation and transverse motion

Consider the machine layout consisting of periodic allocation of dipoles and quadrupoles

(both focusing and defocusing). When particles move around the accelerator or stor-

age ring, any time when their divergence (angle) causes them to drift too far from

the reference orbit (in a horizontal or vertical plane) the quadrupole forces focus them

back towards the reference orbit. Visually it looks like balls rolling through a potential

valley with alternating gradients, see Fig. 2.4. These oscillations are known as the be-

Figure 2.4: Potential valley that represents the concept of alternate gra-
dient focusing in one plane. One of the particles (red) moves towards the
centre, and the other one away from the centre.

tatron motion of particles, a quasi-harmonic movement around the closed orbit which

exists in both horizontal x and vertical y directions of the transverse plane u. Such

behaviour can be explained with the second-order differential equation

du2

ds2
+Ku(s)u = 0. (2.12)

which is known as a homogeneous Hill’s equation. The function Ku(s) is the total

focusing strength, which can be described as a combination of the weak focusing from

the dipole and the strong focusing from quadrupole magnets,

Ku(s) =
1

ρ2u(s)
± k(s) (2.13)
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where k(s) and ρu(s) are the focusing strength and bending radius of the element

respectively (plus sign for x, minus sign for y). Due to the fact that we consider

motion in the circular lattice, both Ku(s) and ρu(s) are periodic in s and satisfy the

conditions,

Ku(s+ L) = Ku(s)

ρu(s+ L) = ρu(s)) (2.14)

where L is the machine circumference. Equation (2.12) has a pair of linearly indepen-

dent stable solutions of the form

u1,2(s) = C1,2wu(s)e
±iψu(s) (2.15)

where C1,2 are constants, wu(s) is the betatron amplitude function periodic with L and

ψx(s) is the phase advance. The general solution for horizontal motion u(s) = x(s) can

be written as a linear combination of the two principal trajectories

x(s) = C(s)x0 + S(s)x′0 (2.16)

where C(s) and S(s) are two independent solutions of Hill’s equation called cosine-like

and sine-line solutions.

Once we have these, we can define the transfer matrix between two positions in

the accelerator as

Ms0⇒s =

C(s) S(s)

C ′(s) S ′(s)

 . (2.17)

Furthermore, we can derive the connection between the principal trajectories and

pseudo harmonic oscillations. Expressing (2.15) for the horizontal position and an-
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gle functions

x(s) = C1

√
βx(s)e

iψx(s) + C2wx(s)e
−iψx(s)

= A
√
βx(s) cos(ψ(s)− ψ0) (2.18a)

x′(s) = − A√
βx(s)

(αx(s) cos(ψ(s)− ψ0) + sin(ψ(s)− ψ0)) (2.18b)

with βx(s) = w2
x(s) and αx(s) =

β′
x(s)

2

where A is a constant, ψ0 being an initial value of phase advance and here we also have

defined two Twiss functions βx and αx which depend on wx and its derivative. Using

equations (2.16) and (2.18), we can derive that

C(s) =

√
β(s)

β(s0)
(cos(∆ψ(s)) + α(s0) sin(∆ψ(s))) (2.19)

C ′(s) =

√
1

β(s)β(s0)
{[α(s)− α(s0)] cos(∆ψ(s))− [1 + α(s)α(s0)] sin(∆ψ(s))} (2.20)

The solutions for S(s) and S’(s) can be computed in a similar way. The phase advance

difference was given by ∆ψ(s) = ψ(s)− ψ0.

Hence, setting β(s0) = β0 and α(s0) = α0 the transfer matrix Ms0⇒s can be

expressed as

Ms0⇒s =

√β(s) 0

α(s)√
β(s)

1√
β(s)

 cos(∆ψ(s)) sin(∆ψ(s))

− sin(∆ψ(s)) cos(∆ψ(s))

√ 1
β0

0

α0√
β0

√
β0

 (2.21)

from which horizontal position and angle evolve asx(s)
x′(s)

 =Ms0⇒s

x(s0)
x′(s0)

 . (2.22)

Such a matrix can be constructed for any guiding element of the machine. Thus the
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whole lattice can be represented through the multiplication of a sequence of matrices.

In accordance with Floquet’s theory [68] the transfer matrix M(s) over one period L

may be written then as

M(s) =Ms0⇒sM
−1
s0⇒s =

cos(ψ(s)) + α sin(ψ(s)) β(s) sin(ψ(s))

−γ(s) sin(ψ(s)) cos(ψ(s))− α sin(ψ(s))

 (2.23)

with γ(s) representing the third Twiss function which is defined using the previous two

γ(s) =
1 + α(s)2

β(s)
. (2.24)

Further, we can show how the equations of motion (2.18) in the horizontal plane for a

single particle may be used to describe the collective behaviour of a beam formed by

many particles.

2.2.4 Emittance definitions

Using solutions of Hill’s equation, an invariant of motion can be constructed if the total

energy of the particle is unchanged after one machine period. Firstly, one can rewrite

derivative of equation (2.18a) as

x′(s) = − A√
βx(s)

(αx(s) cos(ψ(s)− ψ0) + sin(ψ(s)− ψ0)) =

= −αx(s)
βx(s)

x(s)− A√
βx(s)

sin(∆ψ(s)) (2.25)

or equally after rearrangement

αx(s)x(s) + βx(s)x
′(s) = A

√
βx(s) sin(∆ψ(s)). (2.26)
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Figure 2.5: Left: The beam emittance defined for a single particle using
Twiss functions. Right: Statistical beam emittance for particle distribution.
In this case, the ellipse includes 99.7 % of all particles or 3 r.m.s values.

By squaring equation (2.18a) and its derivative (2.26) and then summing the products

of both sides including the definition of γ from (2.24) we will obtain

γx(s)x(s)
2 + 2αx(s)x(s)x

′(s) + βx(s)x
′(s)2 = A2. (2.27)

This is a constant of motion known as Courant-Snyder invariant [69]. Geometrically

it describes an equation of an ellipse in the (x, x′) plane with area πA2. The size and

orientation of the ellipse are defined by Twiss parameters, α, β and γ, as demonstrated

in the left part of Fig. 2.5.

By selecting a given fraction of the circulating particles enclosed within an arbi-

trary ellipse in the (x, x′) plane, say 3σx or 95%, assuming Gaussian distribution at a

certain point s, we obtain ϵ = A2 where the constant ϵ is called the beam emittance:

∫ ∫
ellipse

dxdx′ = πϵ. (2.28)

The particle whose motion is described with such a phase ellipse includes all other

particles which revolve on homothetic ellipses with amplitude a < ϵ. Thus, we are

able to describe the behaviour of the whole beam by the dynamics of a single particle.

If the fraction of the particles inside the phase ellipse does not change on successive
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machine turns, the beam emittance is conserved.

The transverse emittance of a particle distribution in the horizontal phase space

can be described in the matrix notation of the ellipse equation

[
x x′

]
σ−1

x
x′

 = 1 (2.29)

where the symmetric matrix σ is the so-called beam matrix and is specified later in

equation 2.31. This form may be extended further to the ellipse equation

σ22x
2 + 2σ12(s)xx

′ + σ11x
′2 = ϵ2 (2.30)

and if we compare it with equation (2.27), the beam matrix can be determined with

Twiss parameters as

σ =

σ11 σ12

σ21 σ22

 = ϵ2

 β −α

−α γ

 . (2.31)

Such a definition of the beam matrix can be expanded to six or more dimensional

planes adding, for instance, a spin of the particles. The ellipse area then is found from

the determinant of the above matrix

π
√
detσ = π

√
σ11σ22 − σ2

12 = πϵ. (2.32)

The right part of Fig. 2.5 represents a statistical definition of horizontal emittance

when 99.7 % of all particles are included. Assuming a Gaussian distribution, the beam

r.m.s (root mean squared) size in the horizontal plane can be found from the average
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values of the selected n particles

⟨x2⟩ = 1

n

n∑
n=1

(xi − x0)
2 = ϵβ,

⟨x′2⟩ = 1

n

n∑
n=1

(x′i − x′0)
2 = ϵγ,

⟨xx′⟩ = 1

n

n∑
n=1

(xi − x0)(x
′
i − x′0) = −ϵα. (2.33)

Using the such definition, the r.m.s beam emittance statistically reads as

ϵ2 = σ11σ22 − σ2
12 = ⟨x2⟩⟨x′2⟩ − ⟨xx′⟩2. (2.34)

The beam emittance in a proton synchrotron is commonly measured in units of π·

mm·mrad, but it varies from application, particle species and accelerator physics com-

munity.

2.2.5 Dispersion function

Thus far, it was assumed that all particles within the beam have momentum equal to

that of the reference particle p0. However, in practice, there will be always some small

offset or momentum spread within the beam. To include this effect we need to extend

our factor q/p from equation of motion in magnetic fields (2.6) as

q

p
=

q

p0
(1− δ) (2.35)

where δ =
p− p0
p0

=
∆p

p0

is the first order momentum deviation from p0. The resultant effect of non-zero momen-

tum deviation is the variance of the trajectory in bending elements, as illustrated in

Fig. 2.6. After the propagation of an off-momentum particle in a magnetic or electric

dipole, both angular and positional offsets of the orbit are created. It also introduces
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coupling between transverse and longitudinal phase space.

Replacement of the original term in equation (2.12) leads us to the inhomogeneous

form of Hill’s equation,

du2

ds2
+Ku(s)u =

1

ρu(s)

∆p

p
=

δ

ρu(s)
. (2.36)

Because the ODE is linear, the general solution for horizontal motion x(s) is a sum of

the general solution of the initial equation and a particular solution for the inhomoge-

neous part,

x(s) = xβ(s) + xδ(s) (2.37)

where xβ is the betatron oscillation around the stable orbit for an off-momentum par-

ticle and xδ is a displacement of this orbit from that of the reference particle (where

δ = 0). The particular solution is commonly written as

xδ(s) = Dx(s)δ (2.38)

where Dx(s) is called dispersion function (for a horizontal plane in our case) and

satisfies ODE similar to equation (2.36)

dDx(s)
2

ds2
+Kx(s)Dx(s) =

1

ρu(s)
(2.39)

and has the same properties as Kx(s) and ρx(s). Figure 2.6 demonstrates the impact

of non-zero dispersion on the orbit and beam distribution. In practice, the dispersion

function must be taken into account for r.m.s beam width calculations (equation (2.33))

in dispersive parts of the lattice

σx(s) =
√
ϵxβx −D2

x(s)σ
2
δ (2.40)
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Figure 2.6: Orbits with dispersion compared to the reference trajectory
(left). Phase space ellipses of each particle in a horizontal plane (right).

where σδ is the r.m.s width of the momentum spread.

2.2.6 Momentum compaction factor

Dispersion affects a phase space location of the reference orbit for off-momentum par-

ticles. Therefore, it also changes the orbit’s path length. The total path length is

consequently given by the sum of the ideal and deviation parts

L =

∫
(1 +

D(s)

ρ(s)︸ ︷︷ ︸
∆L

)ds (2.41)

The change of the circumference L depending on the momentum spread δ is the so-

called momentum compaction factor, calculated as

αc =
∆L/L

∆p/p0
=

1

L0

∫ L0

0

D(s)

ρ(s)
ds =

〈
D(s)

ρ(s)

〉
. (2.42)

where L0 is the path length of the reference particle (δ=0). The momentum compaction

factor is one of the transverse dynamics connections to the longitudinal dynamics of

synchrotrons.

Naturally, the dependence of the path length on momentum deviation also yields

a different revolution time of the particle. The reference particle with momentum p
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travels around the nominal circumference L in time given by

T =
L

cβ
. (2.43)

The velocity here is defined in terms of the speed of light, β = v/c (not to be confused

with the betatron function). Accordingly, the variation of time with the path can be

obtained by logarithmic differentiation

dT

T
=
dL

L
− dβ

β
. (2.44)

After replacing dL/L on αcδ and cp = βE, we obtain dp/p=dβ/β + dE/E and

knowing that dE/E = β2dp/p we get dβ/β = (1/γ2)dp/p where γ is a Lorentz factor.

Rewriting equation (2.44) with new components results in

dT

T
= −

(
1

γ
− αc

)
dp

p
= −ηdp

p
(2.45)

where η is called slip-factor. Also, the energy of a particle at which

γt =
1

√
αc

(2.46)

is called the transition energy. When a machine works below transition energy (η > 0),

the arrival time depends on the velocity of the particles. However, above the transition

energy (η < 0), the speed of the particle is so close to the speed of light that the

circulation time of the particle with respect to other particles is more influenced by the

change in path length due to its momentum change rather than its speed.
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2.2.7 Tune and working point

Looking back at the phase advance and betatron oscillations of the particle which are

defined as

∆ψx,y(s+ L) = 2Qx,yπ

∫ s+L

s

dt

βx,y
(2.47)

where the quantities Qx,y are called betatron tunes or a number of oscillations per

turn. The operational state of the circular machine with the specific values of Qx,y

is commonly called the working point. The betatron tunes are essential values used

to analyse beam stability inside the circular machine. Particularly, fractional tunes of

low order lead to coherent oscillation within the beam which can result in degradation

and/or loss of the beam. This effect occurs due to resonance behaviour (similar to

Figure 2.7: Particle oscillation in a horizontal plane at different beta-
tron values Q for field errors in dipole (left) and quadrupole (right). The
two upper plots show unstable conditions when field errors cause amplitude
growth. The two bottom plots demonstrate conditions when these errors
self-cancelled every second (n=1) or every third turn (n=2).

resonance disaster in mechanics) of oscillations led by multipole errors and illustrated
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by an example of dipole and quadrupole fields in Fig. 2.7.

The general equations for resonance conditions of the betatron tunes can be writ-

ten as follows:

mQx + nQz = sP (2.48)

where m, n, s and P are integers, P is non-negative, and |m|+ |n| shows the resonance

order, s is the periodicity of the lattice (a structure is built of s identical cells) and

P is the order of the perturbation harmonic. These resonances are called structural

or systematic resonances. High periodicity or symmetry of the lattice leads to the

elimination of resonances where s × P is not an integer value, and thus increases a

resonance-free area. In practice, each period has its own field or alignment errors which

drive forbidden (random) resonances. Plotting the lines which satisfy the previous

equation (2.48) for all possible values of m, n and P in the (Qx, Qy) plane results in

the so-called resonance or tune diagram displayed in Fig. 2.8 for the periodicity equal

one and four.

Figure 2.8: Two examples of the resonance diagram for s=1 (left plot)
and s=4 (right plot). Structural resonances of the first, second and third
orders are shown with solid lines in blue, orange and green correspondingly.
The dotted lines on the right side represent random resonances.
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For the positive values of m and n, the resonance is referred to as a sum resonance

and it leads to a loss of the beam. If m and n are negative, the resonance is called

a difference resonance or a coupling resonance and it does not result in a loss of the

beam but instead leads to a coupling between the horizontal and the vertical transverse

planes. Also, every resonance line from the tune diagram has some thickness, called

the resonance width, in which the particle motion might be unstable, depending on

the betatron amplitude. When the resonance is below the third order (linear), this

width is called a stop-band because the entire beam becomes unstable if the operating

point (Qx, Qy) reaches this region of tune values. The largest oscillation amplitude

in the transverse plane where a particle is still stable is called the dynamic aperture.

The lowest order resonances are the most dangerous because the “strength” of the

resonances decreases with increasing order, and thus they must be carefully avoided

by proper machine optics design and choosing an appropriate working point.

2.3 Longitudinal beam dynamics

In the previous sections, we focused our attention on the interaction of transverse elec-

trical and magnetic fields with charged particles. The main function of these transverse

fields is that they enable the possibility to steer these particles along a reference orbit

but do not directly change the energy of the particle through acceleration. For particle

acceleration, we must generate fields with force components that are in the direction

of the desired acceleration. These fields are called longitudinal fields or accelerating

fields. The momentum change in time of a particle that travels through these fields

can be described as

dp⃗

dt
= qE⃗(z, t). (2.49)

The nature of such fields can be static, pulsed or they can be electromagnetic fields

that oscillate at high frequency (≈1MHz–10GHz).



2.3. Longitudinal beam dynamics 39

Most commonly, the latter operational mode is used. Radio-frequency (RF) sys-

tems produce the required powerful electric fields in elements called resonant cavities

or loaded waveguides. In this way, an alternating voltage helps to overcome earlier

limitations imposed by corona formation and discharge in electrostatic accelerators.

Figure 2.9: Acceleration principle in circular and linear machines.

2.3.1 Particle acceleration and synchrotron motion

Both linear and circular machines use the oscillating voltage in resonant cavities to

achieve acceleration/deceleration and for the bunch manipulation in the longitudinal

plane. In synchrotrons, particles guided by a magnetic field follow the orbit and return

to the same accelerating cavity on every turn, while in linear accelerators, particles

follow a straight path through a sequence of RF cavities.

The extent of acceleration for the particle travelling through a resonance cavity

depends on the phase of the RF wave, which affects the particle. The RF cavity (Fig.

2.9) in a synchrotron should satisfy the synchronicity conditions and longitudinal phase

stability criteria [58]. By synchronicity, it is meant that the frequency of RF system

φrf should be locked to the frequency of particle revolution φs in the ring (otherwise,

the accelerating voltage will be averaged to zero). It is expressed as φrf = hφs, where
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the integer h is known as a harmonic number.

Synchronous:

Early:

Late:

Figure 2.10: RF time-dependent sinusoidal field with phase stability prin-
ciple. Below transition (η > 0), the longitudinal focusing occurs if ϕs < π/2
versus in π − ϕs field acts in a defocusing manner. And above transition
(η < 0), both points act inversely.

For a systematic acceleration, the phase of the oscillating RF field must reach a

specific value at the arrival of the reference particle in the beam. This phase is called

synchronous phase ϕs. The longitudinal phase focusing is achieved by choosing an

appropriate synchronous phase. A particle that arrives earlier than the synchronous

particle receives smaller acceleration than a later one below transition and vice versa

above transition. The time-dependent electric field in the RF cavity gap, as shown in

Fig. 2.10, is given by:

E(z, t) = Ez,0 sin(2πφrf t+ ϕs). (2.50)

By assuming that we know how the shape of the accelerating field changes over time,

we can integrate equation (2.49) in terms of longitudinal position z over the gap length

(L)

∆E = q

∫
L

E⃗(z, t)dz (2.51)
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and obtain kinetic energy gain ∆E. Calculating ∆E it is found that

∆E = qV0Ttr sinϕs (2.52)

where V0 is the maximum voltage across the cavity and Ttr is the transit time factor.

The energy gain is time averaged over the length of time it takes the particle to traverse

the field

Ttr =
sin(Lπ/βλ)

Lπ/βλ
. (2.53)

The transit time factor scales the change in kinetic energy of a particle according to

how the electric field varies in time as a particle passes through the cavity. For example,

if the phase of the electric field changes by more than π while the particle is in the

cavity, then the particle will experience both accelerating and decelerating forces and

the efficiency of the cavity will be reduced. This is why in machines where β varies,

several types of cavities may be present, or the frequency of the cavity may be varied

[60, 70].

2.3.2 Equation of motion in longitudinal phase space

To explain the behaviour of a non-reference particle, we define its relation to a syn-

chronous particle as

c = cs +∆c (2.54)

where c can be any of the next particle parameters:
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E, the kinetic energy

p, the momentum

ω, the angular revolution frequency

θ, the azimuthal orbital angle

ϕ, the phase angle

.

The last two, orbital and phase angles, are related by ∆ϕ = ϕ − ϕs = −h∆θ or in

differential shape

−1

h

dϕ

dt
=

d

dt
∆θ = ∆ω (2.55)

The amount of energy that particle obtains per turn after passing through a cavity

is defined as

∆E = qV0 sinϕ. (2.56)

The change in energy between the test and the design particle after one turn is then

given by

∆(E)turn = E − Es = qV0(sinϕ− sinϕs). (2.57)

If the energy gain in time is smooth with each turn, we can redefine the last equation

as

d(E)

dt
≃ ∆E

τs
=
qV

2π
ωs(sinϕ− sinϕs) (2.58)

and τs is the revolution time of the synchronous particle. Defining the variable W =

E/ωrf equation (2.58) becomes

dW

dt
=

qV

2πh
(sinϕs − sinϕ). (2.59)



2.3. Longitudinal beam dynamics 43

Equation (2.59) is the equation of motion for energy difference which also can be written

in terms of momentum spread

δ =
∆p

p
=
ωrf
ωrf

1

β2

∆E

E
(2.60)

as

d(δ)

dt
=

ωs
2πβ2E

qV (sinϕs − sinϕ). (2.61)

To find the time evolution phase angle coordinate, using equation (2.55), we obtain

d(ϕ)

dt
= −h∆ω. (2.62)

Then after rewriting equation (2.55) in terms of the revolution frequency

∆ω

ωs
= −ηδ (2.63)

the phase equation result in

d(ϕ)

dt
= hηδωs =

hηω2
s

β2E
W. (2.64)

Finally the equations (2.64) and (2.59) form the synchrotron equations of motion.

Assuming that the phase angle oscillation is small, they can be combined in order to

construct a single second-order differential equation in the form of a harmonic oscillator

d2

dt2
(ϕ− ϕs) =

hω2
sqV η cosϕs
2πβ2E

(ϕ− ϕs) (2.65)

with stability criteria

η cosϕs < 0. (2.66)
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Figure 2.11: Longitudinal phase space plotted for synchronous phases of
0 rad. Orange lines show a contour that separates two distinct kinds of
particle motion - stable and unstable. A stable regime is observed when the
phase of a particle is equal to the synchronous phase at ϕs = 0, and the
unstable behaviour occurs at ϕ = π. Colours symbolise the energy of the
particle “pendulum” with light green as the lowest value.

The angular frequency for this oscillator is

Ωs = ωs

√
hqV |η| cosϕs

2πβ2E
(2.67)

with time for one synchrotron oscillation Ts = 2π/Ωs and synchrotron tune Qs defined

as number of oscillation per one revolution

Qs =
Ωs

ωs
=

√
hqV |η| cosϕs

2πβ2E
. (2.68)

Typical the order for the Qs in ion rings is ≤ 10−3.

Plots of constant energy for equations of motion ((2.64) and (2.61)) are shown in

Fig. 2.11 and demonstrate how particles can be expected to behave in longitudinal

phase space. Two distinct kinds of motion can be seen and they are discussed in the

next section.
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2.3.3 Equations in Hamiltonian form. Bucket area.

The longitudinal phase space variables (ϕ,W ) are canonical and can be derived from

a Hamiltonian describing the total energy of the system

d(ϕ)

dt
=
∂H

∂W
d(W)

dt
= −∂H

∂ϕ
(2.69)

where H is

H =
1

2

hηω2
s

β2E
W 2 +

qV

2π
[cosϕ− cosϕs + (ϕ− ϕs) sinϕs] (2.70)

The Hamiltonian for adiabatic synchrotron motion has two fixed points. A stable fixed

point is observed at (ϕ = ϕs, δ = 0). The small amplitude trajectory in longitudinal

phase space around a fixed point has the shape of an ellipse, and thus this point is also

referred to as the elliptical point. An unstable fixed point is found at (ϕ = π - ϕs, δ

= 0). Trajectories near the unstable point conversely have the shape of a hyperbola

and this point is referred to as the hyperbolic point. Hence, π - ϕs is an extreme

amplitude for a stable motion that has a closed trajectory in phase space. This phase

space trajectory separates the region of stable motion from the unstable region and is

called the separatrix. The phase space enclosed within this separatrix is called the RF

bucket and encloses an area of

AB =

∫
δ(ϕ)dϕ (2.71)

know as the bucket area. The value for the Hamiltonian of the separatrix Hsx passing

through unstable fixed point (π − ϕs) is

Hsx =
ωsqV

2πβ2E
[−2 cosϕs + (π − 2ϕs) sinϕs] (2.72)
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and the phase-space trajectory is

δsx +
qV

πβ2Ehη
[cosϕ− cosϕs + (π − 2ϕ− ϕs) sinϕs] = 0. (2.73)

The separatrix has two turning points, π − ϕs and ϕm, the last one defined as

cosϕm + ϕm sinϕs = − cosϕs + (π − ϕs) sinϕs (2.74)

Thus the bucket area AB can be calculated from

AB =

∫
δsx(ϕ)dϕ = 16

√
qV

2πβ2Eh|η|
αb(ϕs) = 16

Qs

h|η|
√
| cosϕs|

αb(ϕs) (2.75)

where αb is the ratio of the bucket area of the accelerating bucket and the stationary

bucket,

αb(ϕs) =
1

4
√
2

∫ π−ϕs

ϕm

[
|η|
η
[cosϕ+ cosϕs − (π − ϕ− ϕs) sinϕs]

] 1
2

dϕ. (2.76)

It can be approximated with a simpler relationship

αb ≈ 1− sinϕs
1 + sinϕs

(2.77)

2.3.4 Stationary bucket

The RF bucket formed without acceleration is called the stationary bucket. In com-

parison with an accelerating bucket (where ϕs ̸= 0 or π), with the same machine

parameters and RF voltage, it has a larger momentum width and bucket area. The

shape of this bucket is symmetric relative to the RF phase (Fig. 2.12), which is either

zero for γ < γtr or π for γ > γtr. The full length of the bucket is 2π with respect

to phase and 2π/h with respect to θ. The height of the bucket defines the maximum

momentum deviation. In longitudinal dynamics, this height is also called momentum
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Figure 2.12: The particle distribution (purple dots) inside stationary
bucket below transition with ϕs = 0.

acceptance of the accelerator and is defined as,

δB =

[
∆p

p

]
rf

=
2Qs

hη
=

1

β

√
2qV

πhηE
(2.78)

and comparing to equation of bucket area (equation (2.75)) when ϕs = 0 gives a simple

relationship between bucket area and bucket height

AB = 8δB =
8

β

√
2qV

πhηE
. (2.79)

2.3.5 Longitudinal emittance

Similarly to the previously defined transverse emittance, the longitudinal emittance

signifies the area of the beam in longitudinal phase space. The r.m.s emittance in

the longitudinal plane is calculated, for example, in ESME [71] using its longitudinal
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coordinates (θ, E) for a distribution of N macroparticles using

ϵ =
τs
2

√
⟨∆θ⟩2 ⟨∆E⟩2 − (⟨∆θ∆E⟩)2 (2.80)

where the sums are over the macroparticles. Multiplying this by six gives an emittance

value containing 95% of the particles. If both the r.m.s bunch length and the energy

spread are known, then the emittance is

S95% = 6πσtσδ. (2.81)

The limitation of the presented methods is that they are not precise in the case when

the particle distribution has a completely non-elliptical shape. The commonly used

units again depend on simulation codes and regional accelerator physicists community,

usually, these are eV · · · and mm·mrad.

2.3.6 Matching conditions

A requirement for matching in transverse phase space exists because of the need to

inject the beam from one storage ring to another ring or transfer line with minimal

losses. Similarly, matching conditions are also present in longitudinal phase space.

Without compliance with the matching terms of the beam, particles may be lost due

to a mismatch with the RF bucket, or severe phase space distortion may happen if the

beam is injected into a larger RF bucket. If a continuous monochromatic beam, for

example, is injected into an accelerator with too large a bucket as shown in Fig. 2.13,

it will lead to an emittance distortion or “filamentation”. This phenomenon occurs due

to the fact that the synchrotron oscillation is non-linear and the frequency changes

with the amplitude of the oscillation. In practice, the beam eventually occupies all

available phase space.

The process is significantly different if the RF voltage is decreased and only spans

the momentum spread of the beam. The phase space density for the central part of the
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Figure 2.13: Bunch filamentation in the case of mismatched injection.

beam will not be distorted. However, some particles will not be captured, especially

those near the unstable points of the separatrix.

The same type of problem also exists for bunched beams during injection or ma-

nipulation processes. The bunch length might be shorter than the RF wavelength or

we may want to convert a bunch with a large momentum spread into a continuous

beam with a small momentum spread. Regardless of the desired modification to the

bunch distribution in phase space, there are methods to allow these transformations

Figure 2.14: Correctly matched particle bunch (left side). An incompatible
bunched beam that requires RF voltage scaling (right side).
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while maintaining constant emittance.

For instance, to accept a bunched beam with a bunch length shorter than the RF

wavelength, in the same way as the continuous beam by matching only the momentum

acceptance shown in the right part of Fig 2.14 would cause phase space dilution. For

the correct matching procedure, the RF voltage needs to be adjusted such that a phase

space trajectory closely surrounds the injected beam. The same problems will happen

if the distribution is injected off-energy or with a phase offset.

2.3.7 Adiabaticity

The most efficient method that allows almost all particles in a uniform longitudinal

distribution to be captured is to raise the RF voltage very slowly [72] and is called

adiabatic capture. To capture a beam adiabatically, without gain or loss of total energy,

the RF voltage growth in time should be slow enough to achieve a linear variation of

the phase space parameters, Ts and Ωs, which helps to avoid emittance distortion. A

number of parameters play an important role in how efficient this process is. The right

selection of the shape of the voltage ramp, ramping time tramp, initial and final values

of amplitude, Vi and Vf , phase angle ϕ and frequency ωrf define the performance of

adiabatic capture and various longitudinal manipulations. Figure 2.15 illustrates two

commonly used voltage ramps.

Iso-adiabatic voltage ramp

The degree of the adiabaticity is assessed with the so-called adiabaticity parameter

that defined as

αad =
1

2π

∣∣∣∣d(Ts)dt

∣∣∣∣ = ∣∣∣∣ 1Ω2
s

d(Ωs)

dt

∣∣∣∣ ≪ 1. (2.82)
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Figure 2.15: A linear voltage ramp in comparison with an iso-adiabatic
ramp. Vi = 500V, Vf = 10 kV and tramp = 2 seconds.

From the last condition, we can obtain the equation for voltage dependence on time.

Due to equation (2.67), we know that in the stationary case

Ts = 2πk
1√
V
,where k = ωs

√
2πβ2E

hqη
. (2.83)

Substituting Ts with the adiabaticity parameter, the ODE

αaddt =
1

2
k
dV

V
√
V

(2.84)

can be obtained.

Separation and integration of this equation results in the dependence of αad on

ramp time and RF voltages

αad =
k

Tramp

(
1√
Vi

− 1√
Vf

)
. (2.85)

The full solution obtained via indefinite integration defines the ramp form as αadt+C =
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Figure 2.16: Voltage ramps for bunching and debunching processes.

k/
√
V which gives a voltage profile of

V (t) =
1(

t

Tramp

(
1√
Vi

− 1√
Vf

)
+ C

)2 . (2.86)

This solution can be written as a function of the initial value V (t = 0) = Vi and the

final value V (t = Tramp) = Vf

V (t) =
Vi(

1− t

Tramp

(
1−

√
Vi√
Vf

))2 . (2.87)

For decreasing synchrotron periods Ts, the amplitude V will increase, and αad

is positive leading to a bunching process. For increasing synchrotron periods, the

amplitude V will decrease and αad is negative resulting in a debunching process. Cor-

respondingly, the voltage ramps are mirrored as shown in Fig. 2.16.

Linear voltage ramp

For other bunch manipulation techniques, the simple linear increase in RF voltage
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amplitude is also considered

V (t) = Vi +
t

Tramp
(Vf − Vi). (2.88)

2.3.8 Bunch compression with RF systems

Whenever the adiabatic change of the RF voltage cannot be used to achieve the re-

quired beam characteristics, non-adiabatic methods are applied. The corresponding

RF techniques are called bunch compression, bunch rotation and phase rotation [73–

75]. The shared principle is to let the bunch, initially elongated in phase, rotate in

a maximum height bucket, making it shorter. Even with a single RF system, various

techniques can be used to compress the bunch.

Bunch rotation due to RF voltage increase

Consider a bunch with a very small momentum spread but a long bunch length as

shown in Fig. 2.17a. To transform this bunch into a short bunch we could suddenly

increase the RF voltage in a time short compared to the synchrotron period Ωs. The

Figure 2.17: a) An initial bunch with a long bunch length. b) The bunch
rotation process after voltage increase. c) Adjusting the bucket to the new
bunch.

whole bunch then starts to rotate within the new bucket (Fig. 2.17b) exchanging bunch

length for momentum spread. After 1/4 of a synchrotron period, the bunch length will

reach its shortest value and starts to increase again through further rotation of the
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bunch unless the RF voltage is suddenly increased a second time to stop the phase

space rotation of the bunch (Fig. 2.17b). The continuous rotation happens because

the bunch boundary does not coincide with a phase space trajectory. The RF voltage

therefore must be increased to such a value that all particles on the bunch boundary

follow the same phase space trajectory. The maximum momentum deviation (∆p/p)0

and the maximum phase deviation ϕ0 for the starting situation in Fig. 2.17a are linked

as

[
∆p

p

]
0

=
Ωs0

ηωrf
ϕ0 (2.89)

where Ωs0 is the starting synchrotron oscillation frequency for the RF voltage V0. To

start bunch rotation the RF voltage is increased to V1 (Fig. 2.17b) and after a quarter

synchrotron oscillation period at the frequency Ωs1 ∝
√
V1 the phase deviation ϕ0 has

transformed into a momentum deviation

[
∆p

p

]
1

=
Ωs1

ηωrf
ϕ0 (2.90)

at the same time the original (∆p/p)0 now corresponds to ϕ1 given by

[
∆p

p

]
0

=
Ωs1

ηωrf
ϕ1. (2.91)

Now we need to stop further phase space rotation of the whole bunch. This can be

accomplished by increasing the RF voltage for a second time in a time short compared

to the synchrotron oscillation period. This is done in such a way that the new bunch

length or ϕ is on the same phase space trajectory as the new momentum spread (∆p/p)1

shown in Fig.2.17c. The required RF voltage is then determined by

[
∆p

p

]
1

=
Ωs2

ηωrf
ϕ1. (2.92)



2.3. Longitudinal beam dynamics 55

After taking the ratio between equation (2.92) and (2.89) we obtain

ϕ1Ωs2

ϕ0Ωs0

=
(∆p/p)1
(∆p/p)0

. (2.93)

Replacing the ratio between momentum spreads by the ratio of equations (2.90) and

(2.91), taking into account the fact that Ω0i ∝
√
Vi and ϕi is proportional to bunch

length li, we finally get a scaling law for the bunch length compression

l1
l0

=

(
V0
V2

)1/4

. (2.94)

The bunch length can be reduced by increasing the RF voltage in a two-step process

and the bunch length reduction scales like the fourth power of the RF voltage. This

phase space manipulation is symmetric in the sense that a beam with a large momen-

tum spread and a short bunch length can be converted into a bunch with a smaller

momentum spread at the expense of the bunch length by reducing the RF voltage in

two steps.

Alternatively, the bunch lengthening procedure can be carried out with a non-

adiabatic decrease of RF voltage until the bunch area will be almost equal to the

bucket area. Afterwards, a rapid increase to V1 will initialise the bunch rotation pro-

cess. If further capture/ejection procedure is not required, the bunch length ratio

l1/l0 ∝
√
V0/V1. This technique is applied in most of the machines, mentioned

in Chapter 1, enabling them to achieve shorter bunch lengths or smaller momentum

spreads.

Bunch rotation because of RF phase jump

Once the maximum voltage amplitude is reached, bunch compression or stretching can

be performed via the RF phase shift by π so the centre of the bunch will be located

at the unstable fixed point (UFP) as shown in Fig 2.18a. This bunch will begin

compressing in one direction and stretching in the other direction along the separatrix
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Figure 2.18: RF compression: Phase rotation in unstable point. a)
Matched bunch at the unstable fixed point. b) Bunch elongation procedure.
c) Jumping back to the stable fixed point.

orbit as shown in Fig 2.18b. In the linear approximation, the bunch length and bunch

height will change according to

exp(±ΩstUFP ) = exp(±2πtUFP
Ts

) (2.95)

where Ts is the synchrotron period and tUFP is time duration which bunch stays in

the UFP. Afterwards we can bring the bunch back to the stable fixed point where the

residual bunch rotation will happen, Fig. 2.18c.

Now we can find the optimal ratio of bunch compression through the phase shift

method. For this, we will introduce momentum deviation in longitudinal phase space

in the case of a stationary bucket of

P = −|η|h
Qs

δ. (2.96)

The Hamiltonian in normalised coordinates then becomes

Hst =
1

2
QsP2 + 2Qs sin

2 ϕ

2
. (2.97)

Close to the UFP, the Hamiltonian separatrix can be approximated with two straight
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lines crossing at 45°. From this, the maximum phase coordinate ϕmax to which bunch

phase can increase and stay within the bucket after another 180° phase jump is given

approximately by

1

2
ϕ2
max + 2 sin2

(
ϕmax
2

)
≈ 2. (2.98)

Thereby we obtain ϕmax =
√
2. Due to longitudinal emittance conservation, we obtain

a relation between emittance in UFP and stable fixed point

πσ2
ϕ,i = πσϕ,fσP,f . (2.99)

Then assuming 2σ of the particle distribution will reach ϕmax =
√
2, we find

σϕ,i
σϕ,f

=
σP,f
σϕ,i

≈
√
2√

3σϕ,i
, (2.100)

and the time to reach maximum bunch compression is

ΩstUFP = ln
1

σϕ,i
− 0.203 (2.101)

If we write the result of voltage compression [75] in a manner similar to equation (2.94),

we obtain

σϕ,i
σϕ,f

=
AB
S95%

=
2
√
2√

3πσϕ,i
, (2.102)

where we used the fact that the bucket area AB in normalised coordinates is 16 and the

bunch area is equal to 6πσ2
ϕ,i. Consequently, we can find that voltage jump compression

is more efficient by a factor 2/
√
π. The major advantage of the phase jump technique

is that only the RF phase needs to be manipulated.
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Bunch splitting

Another possible way to decrease resulting bunch length is bunch splitting which is used

to multiply the number of existing bunches by two or three depending on a number of

available RF harmonics/systems [76, 77]. The reverse process aimed at increasing the

resulting intensity is called bunch merging. Experimental confirmation of the bunch

Figure 2.19: Double splitting of the bunch. a) Voltage program for two RF
cavities in time with corresponding evolution of the bucket. b) Four steps
of the matched particle distribution evolution during the splitting process.

splitting method was demonstrated and used for operation in the CERN PS [77] for

increasing the number of circulating bunches in the ring. This has since become integral

in the production of bunches in the PS (4+2 bunches–>72) for the LHC [78]. Despite

the fact that the application of bunch splitting is limited in use, these processes have a

notable advantage with respect to iso-adiabatic de-bunching/re-bunching of being able

to stay quasi-adiabatic and preserve the emittance. Splitting of a single bunch into two

happens using two RF systems simultaneously with a harmonic ratio of two. During

this process, the potential well of the second RF system within the stable RF bucket

is created together with slowly switching to a higher harmonic of RF system.

The initial bunch is captured by the first RF system (V1, h1) while the second

(V2, h2 = 2h1) is disabled. The unstable phase of the second harmonic is centred
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on the bunch. Then the voltage V2 is slowly raised and V1 is decreased, the bunch

stretches in phase and progressively splits into two symmetric “bunchlets” as illustrated

in Fig.2.19a. It is also worth noting that the best result is observed with V1 = Vsep,

Figure 2.20: Triple bunch splitting process. Voltage programme for three
RF systems (top) and the corresponding evolution of the particle distribution
in time.

such that, at the time when two bunches have just formed from the splitting, the initial

bunch would occupy an area in longitudinal phase space equal to 1/3 rd of the bucket

acceptance when V2 = 0. Voltage ramps are generally linear functions of time and the

total duration of the splitting procedure should be larger than five synchrotron periods

of the bucket with parameters V1 = Vsep, h = h1. Each final “bunchlet” has half of the

emittance of the initial bunch, and minimal blow-up is observed. A simulation example

of a double splitting process in the PS performed in PyHEADTAIL [79] and shown in

Fig. 2.19b has four evolution steps. A bunch at h=8 is split into two at h=16 within

25 ms, almost without emittance blow-up.

Similarly, the bunch splitting into three bunchlets requires three simultaneous RF
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harmonics. The relative stable phases between harmonics as well as the voltage ratios,

must be precisely estimated for the initial distribution to split evenly into the new

bunches with longitudinal emittance mostly preserved. The evolution in longitudinal

phase space and the voltages as a function of time for triple bunch splitting are illus-

trated in Fig.2.20. This combination, together with a bunch rotation afterward may

decrease the achieved bunch length further. Another advantage of the bunch split-

ting technique is that it decreases the influence of heating effects caused by collective

particle motion which is discussed next.
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2.4 Collective effects in multi-particle distribution.

When the beam current increases, the beam can no longer be considered as a bunch of

non-interacting single particles. As a result of the charge of the particles, the cross-over

Coulomb interaction leading to the so-called space charge effect, intrabeam scattering

(IBS) and electron cooling have to be considered. These collective processes can have

a significant impact in comparison to single particle beam dynamics. Therefore the

comprehension of relevant collective processes and the difficulties because of them

are important for an optimal accelerator or experimental design. The IBS and space

charge are considered as “incoherent” effects due to the fact that they result mainly

in changes to the tune shifts and beam emittance without creating or amplifying core

features within the beam.

2.4.1 Space charge effect.

Two space charge effects are distinguished: the direct space charge and the indirect (or

image) one [80–83], and references therein. This section focuses mainly on the direct

variant of the space charge. It comes from the interaction between the particles of a

single beam and without interaction with the surrounding vacuum chamber.

Consider two particles with the same charge (for instance, protons) in a vacuum.

At rest, they experience repulsion due to the Coulomb force. When travelling at

velocity v = βc, they represent two parallel currents I = vq in the lab frame, which

attract each other by the effect of their magnetic fields. The diagram in Fig. 2.21 shows

that the overall effect is still repulsive but decreases with velocity. Special relativity

suggests that the forces become equal at the speed of light and thus cancel each other.

To have a better understanding of the space charge effect, assume a collection of charged

particles travelling in a coasting beam with a circular cross section, as shown in Fig.

2.22. The Coulomb repulsion pushes the test particle away from the beam centre; the

overall force is zero in the beam centre and increases towards the edge. This behaviour
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Figure 2.21: Representation of two moving particles with two currents
(left). A balance between attractive and repulsive forces (right) depends on
the speed of particles.

applies also to the test particle in a travelling beam, represented by parallel currents,

except that the magnetic force vector is directed towards the beam centre. A circular

coasting beam of radius rb and uniform charge density η moves with constant velocity

v = βc. It has a linear charge density (charge per unit length [C/m]) of λ = πr2bρ, a

current density [A/m2] of J = vρ, and a total current of I = vλ. Figure 2.23 shows
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Figure 2.22: Force directions within the uniform circular beam.

such a beam. In the following, the electric E⃗ and magnetic B⃗ fields on the surface of

a cylinder with radius r < rb are calculated (using polar coordinates r and ϕ). Due to

symmetry, the electric field has just a radial component Er, while the magnetic field

lines are just circles around the cylinder, azimuthal Bϕ component only. Er can be
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Figure 2.23: Uniform circular beam representation.

calculated then from the Maxwell equation

∇ · E⃗ =
η

ϵ0
(2.103)

and its integral form, Gauss’ law (integration over volume and surface of a cylinder

with radius r and length l)

∫∫∫
∇ · E⃗ dV =

∫ ∫
E⃗ · dS⃗ (2.104)

where dV is a volume element inside the cylinder, and dS⃗ an element of its surface

(Fig. 2.23), yielding

πlr2
η

ϵ0
= 2πlrEr (2.105)

from which one can derive the radial electric field

Er =
I

2πϵ0βc

r

a2
(2.106)

Similarly, the azimuthal magnetic field Bϕ is determined from another Maxwell equa-
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tion

∇× B⃗ = µ0J⃗ (2.107)

and its integral form, Stokes’ theorem (integral of the curl of a vector field over surface

equals line integral of a vector field over closed boundary defined by this surface)

∮
B⃗ · d⃗l =

∫∫
(∇× B⃗) · dS⃗ (2.108)

where d⃗l is a path element in the cross-section along the circle with radius r, and dS⃗

a surface element within this circle (Fig. 2.23). The integrals in equation (2.108) over

the cylinder of radius r and length l result in

2ϕ = µ2
0vη (2.109)

yielding the magnetic field

Bϕ =
I

2πϵ0c2
r

a2
. (2.110)

Indeed, both electric and magnetic fields vanish at r = 0, and both increase linearly

with r up to the edge of the cylinder (r = a).

These fields exert a force Fr on test particles at radius r, which is now calculated

like the Lorentz force

F⃗r = q(Er + vs ×Bϕ), (2.111)

indicating that the force vector has a purely radial component Fr. Inserting Er and

Bϕ from equations 2.106 and 2.110 one gets for the radial force on the test particle at
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radius r

Fr =
I

2πϵ0βc
(1− β2)

r

a2
=

I

2πϵ0βc

1

γ2
r

a2
(2.112)

In the (1−β2) term, the “1” represents the electric force, and the β2 the magnetic one,

and indeed they cancel at β = 1. It is replaced by 1/γ2 in equation (2.112). Replacing

r by the transverse coordinates x and y results in the horizontal (Fx) and vertical (Fy))

forces which are linear in x and y, respectively:

Fx =
I

2πϵ0βcγ2a2
x

Fy =
I

2πϵ0βcγ2a2
y. (2.113)

Additionally, it is illustrative to compare the focusing effects of a quadrupole with the

uniform high-intensity beam for which equation (2.113) applies. Figure 2.24 shows the

Beam

direction

Figure 2.24: Comparison of focusing/defocusing effect from a quadrupole
(left) and from the direct space charge (right).

force Fx vs x for a (horizontally focusing) quadrupole and for a space charge dominated

uniform beam. While the quadrupole is focusing in one and defocusing in the other

plane, direct space charge leads to defocusing in both planes.

As we know from Section 2.2, a focusing-defocusing (FODO) transport line is
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described by Hill’s equation

dx2

ds2
+Kx(s)x = 0. (2.114)

where Kx(s) denotes the normalised gradients (positive if focusing, negative if defo-

cusing) of the quadrupoles along the beam paths (here for the horizontal plane). To

describe the continuous defocusing action of space charge, we can implement an addi-

tional perturbation term KSC(s):

dx2

ds2
+ (Kx(s) +KSC(s))x = 0. (2.115)

KSC(s) is derived by expressing dx2/ds2 in terms of transverse acceleration d2x/dt2

and thus of the force Fx from equation (2.113)

dx2

ds2
=

1

β2c2
d2x

dt2
=

Fx
m0γ

= − 2r0I

qa2β3cγ3
x (2.116)

where r0 = q2/4πϵ0m0c
2 is the classical particle radius, 1.54×10−18 m for protons. For

heavy ions of charge Z and atomic mass A the classical radius is rion = r0Z
2/A.

Hill’s equation with space charge (for an unbunched beam with circular cross

section and constant charge density) is then

dx2

ds2
+ (Kx(s)−

2r0I

qa2β3cγ3
)x = 0. (2.117)

Note the negative sign of the space charge term, reducing the overall focusing of the

FODO sequence. The direct space charge leads to defocusing in either plane and there-

fore one would expect that particles in a high-intensity beam will experience a lowering

of their betatron tune Q by ∆Q. The calculation below applies to the simplest (pretty

explanatory only) case of an unbunched beam, circular cross section everywhere in the

accelerator, and constant charge density. Applying equation (2.114) to a synchrotron

lattice will yield the unperturbed horizontal Qx0 , while equation (2.117) introduces a
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space charge defocusing ∆Qx which is readily calculated by integrating the weighted

gradient errors around the circumference 2πR:

∆Qx =
1

4π

∫ 2πR

0

KSC(s)βx(s)ds (2.118)

Taking KSC(s) from equation (2.117) yields

∆Qx = − 1

4π

∫ 2πR

0

2r0I

qβ3cγ3
βx(s)

a2
ds = − 2r0RI

qβ3cγ3

〈
βx(s)

a2(s)

〉
. (2.119)

The term ⟨βx(s)/a2(s)⟩ is just 1/ϵx, the inverse of the horizontal emittance, and thus

an invariant. Replacing I by Nqβc/(2πR) (with N the number of particles in the

accelerator) and extending to the vertical plane (y) one gets for the direct space charge

tune shift

∆Qx,y = − r0N

2πϵx,yβ2γ3
(2.120)

ϵx,y is the transverse emittance in either plane containing 95% of the particles. The

main features are:

• The tune shift is proportional to the intensity.

• It scales with 1/γ3, so it becomes very small for all high-energy synchrotrons

beyond 10 GeV.

• It does not depend on the machine radius R but on mostly the machine optics.

Realistic beams

In the preceding section, only the beam with constant charge density was considered. In

what follows, an example of a non-uniform distribution, namely a multivariate Gaussian

density in the elliptical beam cross section.
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The local linear particle density λz for generic distribution is defined by

λ(z) =

∫∫
ρ(x, y, z) dxdy (2.121)

where ρ(x, y, z) is the local particle density normalised to the total number of particles

in the beam
∫∞
−∞ λ(z)ds = Np. In the case of the bunched beam linear particle density

is

λ(z) =
N

nb
√
2σz

, (2.122)

where N is the total number of particles in the machine, nb is the number of circulating

bunches and σz is the r.m.s bunch length for a Gaussian distribution.

For the transverse part only, ρ(x, y) might be defined as

ρ(x, y) =
λ

2πσxσy
exp

{
− x2

2σ2
x

− y2

2σ2
y

}
. (2.123)

The potential for a transverse bi-Gaussian charge distribution had been derived by

Teng [84] and can be expressed as

U(x, y) = − q

4πϵ0
λ

∫ ∞

0

1− exp
{
− x2

2σ2
x+t

− y2

2σ2
y+t

}
√
(σ2

x + t)(σ2
y + t)

dt. (2.124)

From this potential, we obtain for example the horizontal electric field component by

differentiation

Ex = −∂U(x, y)
∂x

= − q

4πϵ0
λx

∫ ∞

0

exp
{
− x2

2σ2
x+t

− y2

2σ2
y+t

}
(σ2

x + t)
√

(σ2
x + t)(σ2

y + t)
dt. (2.125)

No closed analytical expression exists for these integrals unless we restrict ourselves

to a symmetry plane with x = 0 or y = 0 and small amplitudes y ≪ σy or x ≪ σx,

respectively. These assumptions are appropriate for most space charge effects and the



2.4. Collective effects in multi-particle distribution. 69

associated electric fields in horizontal and vertical mid-planes become

Ex =
2λ

4πϵ0

x

σx(σx + σy)

Ey =
2λ

4πϵ0

y

σy(σx + σy)
(2.126)

and the magnetic fields according to equation (cBy,z = ±βEx,y) are from equation

(2.126)

Bx = −2µ0λcβ

4π

y

σy(σx + σy)

By =
2µ0λcβ

4π

x

σx(σx + σy)
. (2.127)

All fields increase linearly with an amplitude and we note that the field components in

the horizontal mid-plane are generally comparable to those in the vertical mid-plane

and σy ≈ σx because of the circular beam shape.

With these fields and the Lorentz equation, we formulate the transverse force

acting on a single particle within the same particle beam. Since both expressions for

the electrical and magnetic field differ only by the factor β we may, for example, derive

from the Lorentz equation the horizontal force Fx on a particle with charge q

Fx = q(1− β2)Ex =
2qλ

4πϵ0γ2
x

σx(σx + σy)
. (2.128)

This equation of the defocusing component of equation (2.117) might be rewritten as

KSC = − 2r0
β2γ3

λ

σx(σx + σy)
. (2.129)

Applying obtained expression to the formulae of tune shift (equation (2.120) and as-

suming Gaussian distributions for all planes after integration we result in

∆Qx,y = − r0λ

2πβ2γ3
⟨βx,y⟩R

σx,y(σx + σy)
, (2.130)
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where, ⟨βx,y⟩ are the mean lattice functions, σx,y the horizontal and vertical r.m.s beam

sizes, λ the linear peak density, R is the machine radius. Figure 2.25 demonstrates an

example of the distribution of particles’ tunes for a Gaussian bunch together with a

design working point shown as a light green dot.

Figure 2.25: Example of tune shift on a resonance diagram. Resonances
of the second (orange) and third order (green) are shown.

2.4.2 Intrabeam scattering

Intrabeam scattering (IBS) refers to the process of small angle multiple Coulomb scat-

tering between charged particles within accelerator beams, resulting in the random

transfer of the particle momentum and the expansion of the six-dimensional phase

space. This is a relevant effect with the interplay between high beam density and

particle energy in antiproton [85] and heavy ion [86] circular machines. In this section,

commonly used IBS theories will be compared and summarised. Besides analytical

theories, fully numerical approaches exist [87]. The particle momentum variation due

to IBS process can be calculated by solving an equation of motion in the realistic op-

tical structure considering interactions between particles. Since the calculation of the

space charge effect is time consuming, one can use two methods to reduce the required

particle number: 1) Molecular dynamics (MD) with periodic boundary conditions; and
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2) Macroparticle simulation. For the MD method, the beam is divided into many 3D

cells and the equations are solved for the particles from an individual cell.

Introduction to the theories

The first IBS theory description for accelerators was developed by Piwinski [88] and

modified by Martini [89] establishing a formulation called the standard Piwinski-

Martini (PM) method. Bjorken and Mtingwa (BM) [90] a few years later described

the effect using a different approach and taking into account the strong focusing effect.

These models of IBS analysis are based on a “Gaussian description” of the beam, which

is assuming that distribution profiles are of Gaussian type for all degrees of freedom.

Both BM and Martini’s models are in good agreement and are compared against each

other in later sections. One question that arises is “In what way is IBS in particle

beams different from a similar scattering of gas molecules?”. In circular accelerators,

the curvature of the orbit produces a dispersion and due to this dispersion, the change

of energy leads to a change in the betatron amplitude. In other words, we have a

coupling of the longitudinal and transverse motion. Another consequence of this cur-

vature effect is the negative-mass behaviour of particles so that the conservation law

of beam temperature leads to a simple conclusion that below the transition energy one

can have an equilibrium between the transverse and longitudinal temperatures while

above the transition energy there is a continuous emittance increase in both transverse

and longitudinal dimensions.

All theories and approximations calculate the horizontal (x), vertical (y) and lon-

gitudinal (p) growth rates and are defined as:

1

τp
=

1

σp

dσp
dt

1

τxβ
=

1

σxβ

dσxβ
dt

1

τyβ
=

1

σyβ

dσyβ
dt

(2.131)
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Original Piwinski model

In his model, A. Piwinski derives the formulae for variations of the mean radial and

vertical emittances, and the mean momentum spread per time unit due to a scattering

event, neglecting the derivative of the beta and dispersion functions with respect to

the longitudinal beam axis. For the smoothed focusing approximation only the mean

values of the lattice functions are used and they are determined as follows:

βx,y =
R

Qx,y

,

Dx =
R

Q2
x

, αx,y = 0, D′
x = 0. (2.132)

here R is the ring mean radius, Qx,y are horizontal and vertical betatron tunes.

In the framework of this model, the growth rates are calculated in accordance with

the following expressions:
1
τp

1
τxβ

1
τyβ

 =


1

2σ2
p

dσ2
p

dt

1
2σ2

xβ

dσ2
xβ

dt

1
2σ2

yβ

dσ2
yβ

dt

 =


nAP

σ2
h

σ2
p
f(a, b, c)

AP

[
f(1a ,

b
a ,

c
a) +

D2
xσ

2
p

σ2
xβ

f(a, b, c)

]
APf(

1
a ,

b
a ,

c
a)

 (2.133)

where n = 1 for a bunched beam and n = 2 for an coasting beam, and constant

AP =
Z4

A2

r2i cNb

64π2β3γ4σxβσx′βσyσy′σpσz
(2.134)

with ri, the classical particle radius, c the speed of light, Nb the bunch population,

β the velocity over c, γ the Lorentz energy factor, and σz the bunch length. For a

coasting beam, one has to use the substitution:

Nb

σz
=

2
√
πN

C
. (2.135)
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The standard deviations are determined here as follows:

σxβ ,y =
√
ϵx,yβx,y, σx′β ,y′ =

(1 + α2
x,y)ϵx,y

βx,y

and σp is the r.m.s. momentum spread. The function f(a, b, c) is the following integral:

f(a, b, c) = 8π2

∫ 1

0

[
ln

(
c2

2

(
1
√
p
+

1
√
q

))
− 0.577

]
(1− 3x2)

d
√
pq
. (2.136)

The following relations determine normalised parameters used in the formulae (2.136):

a =
σh
γσx′

, b = a =
σh
γσy′

, c = βσh

√
2
ρmax
ri

,
1

σ2
h

=
1

σ2
p

+
D2
x

σ2
xβ

p = a2 + x2(1− a2), q = b2 + x2(1− b2), (2.137)

and the maximum impact parameter ρmax is about 0.5 of the beam vertical size. The

integral in equation (2.136) is calculated numerically.

Martini model

In accordance with the Martini model the longitudinal and transverse emittance growth

rates for bunched beam averaged over the ring circumference (denoted by ⟨⟩ in equa-

tions) are then given by

1

τp
= ⟨nAM

2
(1− d2)fz⟩, (2.138)

1

τx′
= ⟨AM

2
[fx + (d2 + d̃ 2)fz]⟩, (2.139)

1

τy′
= ⟨AM

2
fy⟩. (2.140)

Here fx,y,z are so-called scattering functions and are calculated via numerical integra-

tion in each distribution dimension. After conversion to the polar coordinate system
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(u,v,w) with the next relations,

u =
√
z sinu cos v, v =

√
z sin v sinu, w =

√
z cosu

these functions are given by

fi = ki

∫ ∞

0

∫ π

0

∫ 2π

0

sinugi(u, v)exp[−D(u, v)w]ln(1 + w2)dudvdw (2.141)

with coefficients k1 = 1/c2, k2 = a2/c2, k3 = b2/c2, where functions

D(u, v) =
| sin2 u cos2 v + sin2 u(a sin v − d̃ cos v)2 + b2 cos2 u|

c2
, (2.142)

g1(u, v) = 1− 3 sin2 uu cos2 v, (2.143)

g2(u, v) = 1− 3 sin2 uu sin2 v +
6d̃ sinu sin v cos v

a
, (2.144)

g3(u, v) = 1− 3 cos2 u. (2.145)

Normalised parameters are calculated from the following expressions:

a =
σξ
γσx′β

√
1 + α2

x, b =
σξ
σ′
y

, c = qσξ,

where σξ =
σpσxβ
γσx

and q = 2βγ

√
σy
ri
.

The terms d, d̃ and AM are given by:

d =
σx′

σp
Dx, (2.146)

d̃ =
σp
σx′

(αxDx + βxDpx), (2.147)

AM =

√
1 + α2

x

√
1 + α2

ycr
2
i λ

16π
√
πσxσx′σyσy′σpβ3γ4

. (2.148)
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where λ = Nb/(2
√
πσz) is the linear ion density, αx,y are correlation Twiss functions,

x′, y′ = px,y are horizontal/vertical components of particle momentum, D′ is the dis-

persion of x′ and σx =
√
σ2
xβ

+D2
xσ

2
p is the transverse-longitudinal coupled relation. In

Martini’s work, it was shown that the integrals (2.141) under assumptions in equation

(2.132) are reduced to the Piwinski integral (equation (2.136)) and the Piwinski model

is one possible simplification of the Martini model.

Bjorken-Mtingwa model

As Martini writes [91], the Bjorken Mtingwa approach of IBS theory, in contrast,

is based on the scattering matrix (S‐matrix) formalism related to quantum electro-

dynamics (QED), which relates transitions from an initial quantum state to the final

state of a physical system experiencing the scattering process. The model develops the

Fermi scattering “Golden Rule” and utilises it to compute the low-energy scattering

amplitudes between particles, by evaluating the relevant Feynman diagram depicted

in Fig.2.26. This approach is in some way similar to Moller theory [92] of scattering

for electrons. The growth rates according to Bjorken-Mtingwa (with a
√
2 correction

Figure 2.26: Feynman diagram of the scattering process.
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factor [93], and including vertical dispersion) are

1

τi
= ABMClog

〈∫ ∞

0

dλ

√
λ√

det(L+ λI){
Tr(L(i))Tr

[
(L+ λI)−1

]
− 3Tr

[
L(i)(L+ λI)−1

]} 〉
(2.149)

where (i) represents p, x or y, and the Bjorken-Mtingwa scattering constant ABM in

analogy with Piwinski model is

ABM =
cr2iNb

8πβ3γ4ϵxϵyσpσz
. (2.150)

The main matrix L = L(x) + L(y) + L(p) is composed of the 3× 3 matrices:

L(x) =
βx
ϵx


1 −γϕx 0

−γϕx
γ2H2

x

βx
0

0 0 0

 , (2.151)

L(y) =
βy
ϵy


0 0 0

0
γ2H2

y

βy
−γϕy

0 −γϕy 1

 , (2.152)

L(p) =
γ2

σ2
p


0 0 0

0 1 0

0 0 0

 , (2.153)

where,

ϕx,y =
Dx,yαx,y +D′

x,yβx,y

βx,y
(2.154)
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and,

Hx,y = γx,yD
2
x,y + 2αx,yDx,yD

′
x,y + βx,yD

′2
x,y. (2.155)

In the previous equations the Coulomb logarithm Clog is defined in terms of the

maximum rmax, minimum impact rmin parameters for which diverse definitions exist.

The lower boundary of rmin can be the larger of the classical distance of the closest

approach or the quantum mechanical diffraction limit from the nuclear radius. The

high boundary rmin is taken to be equal to the smaller of the mean r.m.s beam size, or

Debye length:

Clog ≡ log

(
rmax
rmin

)
with rmax = min(λD, σx,y) and rmin = max(rCMmin, r

QM
min) (2.156)

These quantities are given by

λD =
7.434

Z

√
2E⊥

ρ
, ρ =

Nb × 10−6√
64π3⟨βx⟩ϵx⟨βy⟩ϵyσ2

p

, E⊥ =
(γ2 − 1)E0ϵx

2⟨βx⟩
, (2.157)

rCMmin =
1.441× 10−9Z2

2E⊥
, rQMmin =

1.973× 10−13Z2

√
8E⊥E0

(2.158)

in which ρ is the particle volume density in [m−3] and E⊥ is the transverse beam kinetic

energy in the centre-of-mass frame [eV]. An original Bjorken-Mitingwa study takes the

fixed Coulomb logarithm g = 20.

The expressions for the IBS growth rates in the Bjorken–Mtingwa equation (2.149)

take a form that looks quite different from the equations for the growth rates in the

PM method (equations (2.133) and (2.138-2.140)). However, Bane [93] also has shown

that with certain assumptions, the Piwinski model and the Bjorken–Mtingwa model

are in good agreement with each other. In the results chapters, the compared outcome

for the ELENA ring provides good agreement between the two as well.
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2.4.3 Electron cooling

Depending on the initial beam parameters (size, intensity, current and etc.), cool-

ing techniques [94–97] can compensate for the impact of previously considered heating

effects like IBS and space charge. It can also decrease the beam emittance and momen-

tum spread by orders of magnitude. Also, cooling can reduce beam expansion after the

crossing of the internal target by a coasting beam or after interaction with the residual

gas. In the scope of this study, the electron cooling method was considered.

It was first proposed by Gersh Budker [97] in 1967 from the Budker Institute of

Nuclear Physics (named after the inventor in 1994) to improve the luminosity of proton-

antiproton collisions. The common scheme and working principle of an electron cooler

are shown in Fig. 2.27.

1
2

3
45

8

9

6

7

1 – an electron gun;

2 – magnetic coils of
the gun;

3 – an electrostatic
deflector;

4 – toroidal coils;

5 – the main solenoid;

6 – a collector;
7 – magnetic coils of

the collector;
8 – rectifiers;

9 – power supply.

Ion beam

Electron 

beam

Figure 2.27: Electron cooler structure. The electron beam (in blue) gen-
erated by an electron gun is directed with the help of a deflection system.
After crossing with an ion beam (in red), it is directed outward and collected
in a collector.

Electron cooling, similarly to the IBS process, acts through a series of Coulomb

collisions of the ions within a merged cold electron beam which results in the beam

frame in a transfer of additional heating momentum from the individual ions to the

electron beam. The Coulomb interaction in the electron cooling process is strongest for



2.4. Collective effects in multi-particle distribution. 79

small momentum deviations and the cooling rate increases with the reduction of the

ion beam emittance and energy spread. In the traditional electron cooling systems the

electrons are emitted from a thermal gun which is immersed in a longitudinal magnetic

guiding field. It was experimentally and theoretically shown that the magnetic field

affects the cooling power and increases the cooling force experienced by ions [98]. The

thermal energy of the ions is transferred by Coulomb interaction to the electron beam

which is continuously renewed and resembles a reservoir of cold electrons. An extensive

introduction into electron cooling is given in [99–101]. In this study, BETACOOL [102]

simulations were performed with use of practical semi-empirical formulae for magne-

tised cooling obtained by V. Parkhomchuk as a result of the fitting of experimental

data [103, 104]

F⃗ = − nee
4Z2υ⃗ion

me(υ2ion + υ2eff )
3
2

ln

(
ρmax + ρmin + ρLm

ρmin + ρLm

)
(2.159)

with : υeff =
√
δυ2e⊥ + υ2e∥,

where eZ, with e as an electron charge, is the ion charge immersed in an electron beam

with density ne, me is electron mass, υeff is an effective electron velocity, consisting

of the sum of the longitudinal electron velocities υe∥ component and the δυe⊥ velocity

component because of the presence of transverse magnetic and electric fields, ρLm =

meυ⃗e/eB is the Larmor radius for electrons with velocity υe in the magnetic field B

of the cooler. The second part of the equation (2.159) is the Coulomb logarithm with

ρmin and ρmax as limits of impact parameter ρ. The minimum boundary is a function

of relative ion velocity and the maximum boundary is defined in terms of plasma
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frequency ωp and time of flight τc of the ion through the cooler with length Lc

ρmin =
Ze2

me(υ2ion + υ2eff )
(2.160)

ρmax =
υion

τ−1
c + ωp

(2.161)

where ωp =

√
4πnee2

me

, τc =
Lc
βγc

(2.162)

The cooling rate is proportional to the energy loss in the electron beam:

dE

dt
= F⃗ ⃗υion. (2.163)

It is evident from the previous equations (2.160-2.162) that the cooling rate is particu-

larly sensitive to velocity deviations δυion of the ion from the average electron velocity

in all degrees of freedom. Consider as an example an ion beam having an emittance ϵ,

the transverse velocities of ions will be

υion,⊥ = γβc

√
ϵ

βx,y
= γβcθion (2.164)

where θion is the ion beam angular spreads and βx,y are beta functions inside the cooler.

Hence, for the regime of the tempered and moderately pre-cooled beam, the cooling

rate τ , according to [104], is determined as

1

τ
=

4Jererion
πa2eeγ

5β4θ3ion
Lcneηe (2.165)

where J is the current of the electron beam, rion, re are classical radii of the ion and

electron, and ae is the radius of the uniform cylindrical electron beam.

In reality, similar to the space charge, beam profiles of the electron and ion beam

are not uniform. This impacts on the cooling efficiency in different regions of the

primary beam and produces, in the general case, in bi-Gaussian distribution similar

to that demonstrated in Fig. 2.28. This effect was observed in multiple storage rings



2.5. Summary 81

equipped with an electron cooler [105–107]

Figure 2.28: Bi-gaussian beam profile as a combination of two Gaussian
distribution.

Another important parameter of the cooling system is the quality of the solenoidal

magnetic field which defines the amplitude of transverse momentum components of an

electron beam. Typically, the required field quality Bx,y/B0 is of the order of 10−4–

10−5, depending on the primary beam energy [108]. To measure field components with

such precision along the cooler, a mapping device called laser compass is applied [109–

111].

2.5 Summary

This chapter introduced important concepts for describing different parts of this study

in a handbook style for accelerator physicists. Every subtopic begins with a simple

concept that develops into practically applied formulae.

Firstly, an example of a single particle and beam distribution approaches, and

concepts of the transverse and longitudinal dynamics were introduced. Further, col-

lective effects caused by Coulomb interaction within multi-particle distribution were

reviewed in the order:
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• Space charge.

• Intra-Beam Scattering

• Electron Cooling.

Most of these heating/cooling effects are crucial in the design and operation of low-

energy antiproton or high-intensity heavy-ion storage rings. In the next sections, practi-

cal simulation methods based on this theory are introduced, as well as beam interaction

with the gas-jet target.



Chapter 3

Tracking methods and
imperfections

3.1 Introduction

Various calculation methods might be employed to understand better the beam prop-

erties at any position of a circular machine or a transfer line at a given moment.

This chapter aims to explain different ways of simulating beam transport: using

the transfer map method [69], particle tracking through field maps via Runge-Kutta

algorithms [112] etc. Additionally, an algorithm for 6D bunch generation from the

Twiss functions is demonstrated. The last section covers some of the common errors

present in the elements of a storage ring.

3.2 Transfer maps

In the previous chapter, the general description of the transformation of particle coordi-

nates was given (Eq. 2.22). In practice, a storage ring can be represented as a lattice of

matrices. The most common elements are drifts, bending magnets, and quadrupoles.

A particular transfer matrix can represent each of these elements. Many important

aspects of beam dynamics in accelerators can be described in terms of Gaussian optics

83
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and first-order ray-tracing matrices. These techniques are derived using the paraxial

approximation. Also, similar to optical lenses, the thin or thick definition can be used

for quadrupoles depending on their focal length and the length of the element. An

example of a focusing-defocusing system as an optical sequence of two thin lenses and

drift spaces is shown in Fig. 3.1.

Focusing 
lens

Defocusing
lens

Figure 3.1: FODO optical sequence.

The impact of a drift space of the length l = s−s0 or in a weak bending magnet for

the horizontal plane, where k(s) from Eq. 2.13 is close to 0, in the matrix formulation

can be expressed by the 2×2 matrixx(s)
x′(s)

 =MO

x(s0)
x′(s0)

 =

1 l

0 1

x(s0)
x′(s0)

 (3.1)

.

When the focusing strength of the element k = |k| > 0, representing a pure

focusing magnet, the transformation matrix for the element of length l is defined asx(s)
x′(s)

 =MQF

x(s0)
x′(s0)

 =

 cos(
√
kl)

1√
k
sin(

√
kl)

−
√
ksin(

√
kl) cos(

√
kl)


x(s0)
x′(s0)

 (3.2)

and when k = |k| < 0 we will get the transformation for a pure defocusing element
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x(s)
x′(s)

 =MQD

x(s0)
x′(s0)

 =

 cosh(
√
kl)

1√
k
sinh(

√
kl)

√
ksinh(

√
kl) cosh(

√
kl)


x(s0)
x′(s0)

 (3.3)

.

Representing the transfer maps for different components in a beam line as matrices

means that the maps can easily be combined through multiplication, to construct the

(linear) map for any section of the beam line or ring. For example, the transformation

sequence for a FODO cell in thin optics formalism is

MQDMOMQF =

 1 0
1

fQD
1


1 l

0 1


 1 0

− 1

fQF
1

 =

1−
l

fQF
l

− 1

f ∗ 1 +
l

fQD

 (3.4)

where f ∗ =
1

fQF
− 1

fQD
+

l

fQFfQD
. The effect of the bending element in the

first-order approximation can be treated as a combination of both a drift space (due

to the fact that we work in a curvilinear coordinate system) and a focusing magnet.

(+)

(-)

Beam

Edge 

normal

Field

Excess

Field

Lack

�

�

Figure 3.2: The sector bend geometry with opposite angles for pole faces

The focusing component appears in the boundary regions of the magnet for par-
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ticles moving with a (transverse) offset distance from the reference trajectory. These

can see either a “deficit” or an “excess” of the integrated transverse magnetic field. In

the general case, the deflection angle ∆θ caused by non-uniform dipole field B(s) of

length L is

∆θ =
1

(Bρ)

∫ L

0

B(s)ds (3.5)

where ρ is a bending radius. Consequently, particles are deflected by an angle

proportional to the traversed distance L in the boundary region, which in turn is to

first order proportional to the transverse offset.

In practice bending magnets can also include focusing because of the geometry

of their boundaries—edge focusing. Figures 3.2(a) and (b) show reference trajectories

forming an angle α �with the normal to the pole faces. The intermediate case between

(a) and (b) is a sector magnet with α = 0 not shown here where the reference trajectory

enters and exits the pole faces along the normal to the faces. For the uniform field,

in the simpler case of Eq. 3.5, focusing in the bending field changes depending on the

edge angle α

∆θ =
B tanα

(Bρ)
x. (3.6)

By convention, the angle α for the magnet in Fig. 3.2(a) is positive, so Eq. 3.5

implies that a net defocusing is observed (i.e., a positive slope for particles moving

from right to left). In contrast, the magnet in Fig. 3.2(b) has a negative α and yields

a net focusing. To summarise, edge focusing in the transverse plane is represented by

the matrices

Mx,edge =

 1 0
tanα

ρ
1

 , My,edge =

 1 0

−tanα

ρ
1

 . (3.7)

For the sector magnet, where α = 0, a weak focusing effect occurs in a horizontal

plane, purely due to geometrical reasons in connection with Eq. 2.13. Thus, in matrix
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form, a horizontal sector magnet is represented by the focusing matrix and drift matrix

in the vertical plane

MSMx =

 cos
√
kL ρ sin

√
kL

−sin
√
kL

ρ
cos

√
kL

 , MSMx =

1 ρθ

0 1

 . (3.8)

Matrices shown previously perform a transformation only on the horizontal or

vertical phase space of the particles. In the more general form and in tracking codes

each element (or the whole ring) has a so-called Ri,j matrix. The matrix formalism

discussed in this section can be also extended to higher orders as has been done in

many classic particle accelerator matrix-based codes such as TRANSPORT, MAD-X

and BMAD [113]. The transformation of the 6D vector u⃗ = [x, x′, y, y′, z, δ] is calculated

as

ui(s1) = ∆ui +
6∑
j=1

Rijuj(s0) +
6∑
j=1

6∑
k=1

Tijkuj(s0)uk(s0) (3.9)

where i = 1 . . . 6.

It is worth mentioning the thick lens approximation of the lattice elements, which

contrary to the thin lens approximations is inherently non-symplectic. This lack of

simplecticity implies that the phase space volume is not preserved during the tracking

and hence the emittances grow. Modern codes constantly develop various tracking

methods to achieve symplecticity of tracking [114, 115].

3.3 Electrostatic optics

The transfer map methods can also be applied— with good agreement—to explain

strong focusing and bending with an electric field. In the modern field of accelera-

tor physics, where light and heavy ions are typically in the relativistic regime (β ≈ 1),

magnetic bending elements and quadrupoles are more prevalent than electrostatic coun-

terparts due to their increased efficiency. With comparatively less focus on low-energy
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accelerator physics, the use of electrostatic optical elements [116, 117] is more uncom-

mon. However, in the extra low energy (<100 keV) antimatter and ion physics, that

will be introduced by the new facilities such as FLAIR, ELENA, and low-energy exper-

iments [24, 118, 119], this type of optics is the preferable option for particle transport.

The main difference between focusing electrostatic and magnetic quadrupoles is

the orientation of their poles. Figure 3.3 shows this geometry structure and field lines

for both types.

N
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S
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+

+

--

Figure 3.3: Magnetostatic and electrostatic quadrupoles field lines

The efficiency and feasibility of the use of electric and magnetic elements are

mostly determined by cost and experimental requirements. The limiting factors are

high-voltage breakdown at about 107 V/m in vacuum and saturation of ferromagnetic

materials with the boundary at about 2 T [120] for electrostatic and magnetic elements,

respectively. Another advantage is the independence from the mass of the ion for the

electrostatic quadrupoles and dipoles, which can be seen from the next equations for

their focusing strength k

kB =
qionB0

mionυr
=

qionB0√
2Ekmion

(3.10)

kE =
qionE0

mionυ2r
=
qionE0

2Ek
(3.11)

where E0 and B0 are field amplitude at the pole of the magnet and r is an aperture

radius. The kinetic energy is obtained from non-relativistic Ek = mionv
2/2 when γ ≈ 1.

The relation between these two, taking into account earlier limits from earlier is
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kE
kB

=
Elim
υBlim

=
0.0167

β
. (3.12)

Thus below β = v/c = 0.0167 (for protons with energies less than 130 keV or

for electrons with energies less than 70 eV), electrostatic quadrupoles are more efficient

than magnetic quadrupoles. At higher energies, however, magnetic lenses are preferred.

Electrostatic bending can be demonstrated with a simple example of two parallel

plates separated by a distance d with a voltage U between them, as shown in Fig. 3.4.

+

+

+++++++++++++++

- - - - - - - - - - - - - - -

Figure 3.4: Schematic illustration of charged particle deflection in a trans-
verse electric field that is orthogonal to the direction of motion. The field is
created by two conducting plates of length l separated by a distance d with
a voltage U between them.

This acceleration from the field perpendicular to the charged particle direction

introduces an angular deflection. The perpendicular acceleration a = qionU/mion and

the time spent between the plates where the field acts is t = l/v then bending angle θ

for the small deflection is

θ =
v∥
v⊥

=
qionlU

dmionv2
=
qionlU

2dEkin
. (3.13)

Another practical case for electrostatic bending systems are cylindrical or toroidal

electrodes that generate sector fields or different types of electrostatic lenses that are

well described by Wolnik and Leibl [59, 121].
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3.4 Field map methods

In case when a beam propagates in a field region that cannot be readily described with

a set of multipoles, an alternative method exists. The field is described with a 3D grid

of evenly spaced field points known as a field map. Each point may contain a 6-vector

with three electric and three magnetic field components. These are commonly given in

the Cartesian or cylindrical coordinate systems. Additionally, the field can vary with

time and then each point of the field map also includes time or phase variables.

The use of an irregular grid is much less efficient for tracking purposes. This is

because in order to track a particle in the region between two grid points where the

field is undefined, the field values are identified with an interpolation algorithm. Two

algorithms are generally applied—linear and cubic polynomial interpolations depicted

in Fig. 3.5. The choice of algorithm depends on the smoothness of the original field.

94810 94720

Figure 3.5: Comparison of two interpolation methods. The left side shows
an example of trilinear interpolation using 4 points. The difference in in-
terpolated electrostatic field value in the case of bilinear and bicubic methods
is shown on the right.

In addition due to the 3D format of the field map, eight points are required for

trilinear or tricubic interpolation.
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3.5 Runge-Kutta tracking

The field map approach usually requires specific algorithms for particle tracking due to

the fact that fields often cannot be described analytically in a simple way. To predict

the position and velocity of the particle we can apply a numerical integration of the

trajectory via Runge-Kutta (RK) method [112] used for solving of nth-order ODEs.

Hence, we can construct the required system of ODEs for the Lorentz force

dv⃗

dt
=

⃗FL(x⃗, v⃗)

m
=

q

m
(E⃗(x⃗) + v⃗ × B⃗(x⃗)),

dx⃗

dt
= v⃗ (3.14)

where x⃗ and v⃗ are vectors of the particle position and velocity. In the simplest case

(magnetic field only), the position and velocity of the particle are integrated. However,

if a longitudinal electric field is present, the propagation is also integrated since the

particle momentum changes along the integration step.

Next, a short explanation of the idea behind one of the most popular fourth-order

RK method (RK4) is provided.

The general 1D (movement along t axis only) equation is

v1 = v0+
h

6
(k1 + 2k2 + 2k3 + k4), (3.15)

where : k1 =
q

m
FL(x0, v0),

k2 =
q

m
FL(x0 +

h

2
, v0 +

h

2
k1),

k3 =
q

m
FL(x0 +

h

2
, v0 +

h

2
k2),

k4 =
q

m
FL(x0 + h, v0 + hk3).

(3.16)

describes change in particle speed v0 → v1 after time step ∆t = h where k1, .., k4 are
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intermediate field evaluations of speed in time span ∆t. Visually, the working principle

of the RK method is depicted in Fig. 3.6 (left). You may notice how these additional

evaluations define the final direction (slope) of v1.
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Figure 3.6: Runge-Kutta working principle (left) and example of error
accumulation in particle tracking during the single step (right).

Many variations of the RK method have been developed to bring the best trade-off

between performance and accuracy. The previously shown fourth-order method pro-

vides local accuracy of O(h5). Geant4, for example, also provides higher order RK5..7

methods capable of converging the solution to O(h7−−8) via adaptive integration steps.

An illustration of how a small error from integration misplaces the particle trajec-

tory is demonstrated in Fig. 3.6 (right). As you may see, the curved path of the particle

is broken up into linear chord parts. These chord segments are determined so that they

closely approximate the curved path. The chords are then used to interrogate the par-

ticle as to whether its track has crossed a field boundary. This integration stage is

the most computationally expensive because it requires many iterations to put the last

point on the boundary with the same accuracy. This and the miss-distance between

the chord and an actual arc are the main error contributors, leading to cumulative

energy loss or gain.

Nevertheless, the Runge-Kutta method is quite an effective tracking method for

relatively short distances or when a couple of thousand turns within the storage ring

are required. It provides a robust way of tracking in intricate electromagnetic fields.
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The extensive benchmarks against alternative integration methods were completed

by [115, 122, 123] to demonstrate RK performance and applicability in various circum-

stances.

3.6 Bunch generation algorithm

As mentioned in Section 2.2.4 the 2D beam distribution can be represented with a beam

matrix σ. In general, a 6D expansion of this matrix is utilised. The six dimensions

are three canonical conjugate coordinate pairs in three planes (two transverse and one

longitudinal), and each particle can be represented by the vector u = (x, x′, y, y′, t, δ).

Six beam centroids are defined by the means of that distribution. The 6×6 matrix

of second-order moments of the distribution can be represented compactly as Σij =

⟨ui uj⟩ with the angle brackets denoting a central moment. More explicitly for a

particle beam, this is:

Σ =



⟨x2⟩ ⟨xx′⟩ ⟨x y⟩ ⟨x y′⟩ ⟨x t⟩ ⟨x δ⟩

⟨x′x⟩ ⟨x′2⟩ ⟨x′ y⟩ ⟨x′ y′⟩ ⟨x′ t⟩ ⟨x′ δ⟩

⟨y x⟩ ⟨y x′⟩ ⟨y2⟩ ⟨y y′⟩ ⟨y t⟩ ⟨y δ⟩

⟨y′x⟩ ⟨y′x′⟩ ⟨y′y⟩ ⟨y′2⟩ ⟨y′t⟩ ⟨y′δ⟩

⟨t x⟩ ⟨t x′⟩ ⟨t y⟩ ⟨t y′⟩ ⟨t2⟩ ⟨t δ⟩

⟨δ x⟩ ⟨δ x′⟩ ⟨δ y⟩ ⟨δ y′⟩ ⟨δ t⟩ ⟨δ2⟩


. (3.17)

The σ here is in the top left 2×2 segment. The Σ is similarly linked to the Twiss

functions βx,y, αx,y, γx,y and dispersionsDx,y, Dx′,y′ . These are used in combination with

beam transverse emittances ϵx, ϵy and longitudinal parameters σδ, στ . The combination

of machine and beam parameters gives the physical observables such as the beam size.

From a geometrical point of view, a combination of any three coordinates looks similar

to a 3D ellipsoid shown in Fig. 3.7.

Because of the dispersion and energy spread present in the real beam longitudinal-
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transverse and transverse-transverse couplings are introduced, which are defined as

off-diagonal elements in the sigma matrix. To ensure that we have a positive variance

in each dimension, the Σij matrix must be positive definite. To obtain each term

of the covariance matrix, we consider the effect of dispersion on single coordinates.

For example, for an individual particle, the horizontal position is affected as follows:

xi = xβi + Dxδi, where xi is the horizontal transverse coordinate,xβi is the betatron

component and Dxδi reflects the change due to the particle’s relative energy offset in

a dispersive region.

Figure 3.7: Ellipsoidal shape of the bunch for a triplet of x, y and t
coordinates.

Due to independency and the random nature of xβi and δi , the second order

moment in xβ can be derived from the properties of the variance: ⟨x2⟩ = ϵxβx +
2
x σ

2
δ ,

obtained by applying the Courant-Snyder equations and rewriting the variance in terms

of standard deviation.

An interrelationship that involves two different variables affected by dispersion
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has the same form. For example:

⟨xx′⟩ = cov[xβ +Dxδ, x
′
β +Dx′δ] =

⟨xβ x′β⟩+Dx⟨x′β δ⟩+Dx′⟨xβ δ⟩+DxDx′⟨δ2⟩ =

⟨xβ x′β⟩+DxDx′⟨δ2⟩ = −ϵxαx +DxDx′σ
2
δ . (3.18)

All other couplings can be shown in the same manner.

3.7 Stray fields

A low-energy particle beam (∼100 keV) may experience severe beam transport insta-

bilities caused by field imperfections of different natures. For example, long (∼10m),

unshielded beam lines will not be able to transfer particles due to the natural Earth

magnetic field or stray fields from closely located experiments, see example in Fig. 3.8.

In the case of the storage ring, these additional fields will act like an extra multipole

X (m)

Z
 (

m
)

|B
|

(G
s)

Figure 3.8: Example of the stray field distribution from closely located
experiments in AD hall [124].
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error.

These additional fields can be integrated into the model with the matrix or field

map approaches. For the former, the field errors can be implemented into the model

via horizontal or vertical kicks to a reference particle with a discrete sampling of the

drift space between the existing elements of the optical lattice.

It is possible to go beyond this and overlap field points with a beam pipe utilising

the conversion of the global field map into a reference coordinate system.

In order to mitigate the impact, most of the magnetic optics are usually replaced

with electrostatic components, and efficient magnetic shielding and correction schemes

are used.

3.8 Fringe fields

The previously mentioned matrix methods assumed ideal magnets with a uniform field

over a given length. In fact, the geometrical length was assumed to be identical to

the field length. In reality, the fields are generated by ferromagnetic poles and have a

complex longitudinal profile that depends on the magnet aperture and field strength.

Unlike the preceding topic that describes an extreme case of field leakage at a far

distance, the fringe fields are stronger. They decay over an additional length which

is usually shorter than the biggest aperture dimension [125]. Figure 3.9 demonstrates

how the field distribution of a magnet extends over the iron length and an effective

field length becomes larger than the geometric length of the magnet.

In beam dynamics codes such as BMAD or MAD-X the fringe field is taken into

account via the splitting of the magnetic field into two parts. The first part is called the

“hard edge field” and it provides a kick to the particle in the limit that the longitudinal

extent of the fringe is zero. The second piece is the “soft edge” fringe field or “wing”

that provides the fringe kick with the fringe having a finite longitudinal extent without

the hard edge field.

The soft edge part is defined in terms of the field integrals Fin for the magnet
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Figure 3.9: Magnet field along the dipole length. The blue curve shows
the simulated field by an element of length lm with maximum field value B0.
The integrated field of this dipole corresponds to the hard edge ideal magnet
with length L (black dashed curve).

entrance and exit

Fin =

∫ +∞

−∞

By(s)(By(0)−By(s)

h ·B2
y(0)

ds (3.19)

where By(0) is the field in the hard edge approximation and h is gap between the

magnet poles.

This type of field can have an important impact on machine optics that has to

be taken into account. Specifically, the fringe field created by a multipole of order n

produces, in leading order expansion, n+2 order multipole fields, i.e dipole fringe fields

create quadrupole fields, sextupole fringe fields create octupole fields, etc.

3.8.1 Fringe field in G4beamline

For more precise treatment of the magnetic field fall-off after the aperture, G4beamline

utilises the Enge function [126] with six parameters a1… a6. This function is of the form
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Enge(z) =
B0

1 + exp(a1 + a2(z/D) + ...+ a6(z/D)5)
(3.20)

where z is the distance perpendicular to the effective field boundary and D is the

full aperture of the particle optical element.

Figure 3.10: Enge function fit (red) of an electrostatic quadrupole simu-
lated in CST Studio (black dots).

The description process requires a fitting procedure for mid-plane values of the

analysed field and is suitable for magnetic and electrostatic elements. An example of

the functional fit is shown in Fig. 3.10. The variation of the field outside mid-plane is

taken into account by applying higher-order derivatives of the Enge function.

Recent developments of the Enge fringe field model have resulted in fully closed

analytical expression for fringe fields in multipole magnets [127]. Expressions for the

fields were obtained by solving the three-dimensional Laplace equation. Access to

realistic analytical definitions of fringe fields provides a connection between studies of

the dynamics of particles moving through the fringe fields, a particular magnet, and

design studies of the magnet geometry.
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3.9 Summary

In this chapter, the most common techniques for optical machine design were intro-

duced. The matrix methods, where each magnetic/electrostatic element is described

via 6×6 dimensional matrix are well suited for the design phase of an accelerator, a

beam line or an experiment. In low-energy beam dynamics, however, the impact from

the stray and fringe fields becomes more visible due to the lower rigidity required to

steer the beam away from the design orbit. It is generally harder to design uniform

fields with low amplitude. Hence, field map methods become handy and they can de-

scribe almost any shape of the field. To track 6D beam distribution based on initial

Twiss functions various symplectic and non-symplectic algorithms were applied. One

of them is the classical Runge-Kutta method. This method is indistinguishable from

symplectic ones on small time scales and with a higher order of integration. Thanks to

the tracking methods, backward improvement of the analytical description of the field

can be performed.



Chapter 4

Measurements of electrostatic
quadrupole field

4.1 Introduction

The previous chapter discussed the benefits of using electrostatic optics for low-energy

physics. We can confidently describe the effect of each designed element on the beam

using an approximated matrix or field map methods. However, until recently, there

was no equipment available to precisely measure and check the electric field shape

generated by these elements. Instead, one had to trust simulations and depend on

extremely tight manufacturing tolerances. Unlike the widespread usage of Hall and

NMR sensors for 3D mapping of a magnetic field, there was no practical tool for an

electrostatic field. To address this issue, I established collaboration with the authors

of the following research, [128]. Initially, their sensor was designed to measure the

strength of electric fields and alert workers of potential breakdown hazards in areas

close to high-voltage power lines. Fortuitously, by design, the device was non-invasive

and had the capability of measuring the amplitude of the electrostatic field along a

single axis that was sufficient for field mapping.

In this chapter, a novel non-invasive way to experimentally probe the electrostatic

100
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field in a 3D volume with an improved micro-sensor is presented. Furthermore, the

working principle of the sensor and the experimental setup are described. Using the

example of an electrostatic quadrupole focusing component, excellent agreement be-

tween the simulated and real field was found. This study was done in a collaboration

established during the course of this work between the Cockcroft Institute, CERN

and Technische Universität Wien (TU Wien). The obtained results provided a crucial

benchmark for the simulation of elements and beam optics.

4.2 Quadrupole design

A comprehensive analysis of a focusing component from the ELENA transfer line

quadrupole assembly was performed. A CAD model of the quadrupole was created

using the technical design report and drawings of element’s components from EDMS,

CERN’s Drawing Directory (CDD) [129]. Figure 4.1 demonstrates the full FODO

Figure 4.1: Drawing of the FODO assembly. Created elements of the
simplified model are highlighted. Colours symbolise the applied voltage at
the poles: red for positive and blue for negative potential. Frontal and
rearward shielding plates for mitigating of the fringe field influence are
highlighted in grey.
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assembly with quadrupole assembly parts highlighted. In the next chapter, a more

detailed sketch of the longitudinal section will be given. The simulated model of the

quadrupole consists of four electrostatic plates, a large forward (part of the vacuum

tank) and smaller internal shielding. All these components are made of AISI 316L

stainless steel. In Fig. 4.2, a photograph of the frontal view of the assembly is shown.

Figure 4.2: The FODO assembly that was examined. The front side is
highlighted and shows a plastic holder for the sensor.

4.3 FEM electro-mechanical simulations

Using the 3D CAD model, electrostatic FEM simulations were performed in CST.

During beam line operation, the FODO assemblies are located inside a tank under an

ultra-high vacuum, limiting access to the electrodes. As a first step, CST was used

to calculate the field in both vacuum and air. Evaluation of the field distribution

confirmed that there is no significant difference in field gradient measured in the air
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Figure 4.3: Electrostatic field analysis. The x-coordinate here is along
the quadrupole axis. xy-section: perpendicular y-component of the field,
highest intensity is observed near the electrodes and shielding; zy-section:
the transverse field E⊥ =

√
E2

y + E2
z obtained at the centre cross section

plane of the electrodes. The black dots represent the measurement step of
the field scan (5 mm); zx-section: change in intensity of the longitudinal
component of the field at various distances from the z-axis.

as opposed to vacuum, for a range of voltages up to the maximum design voltage of

±6 kV (relative permittivity of air is 1.0006). Detailed analysis of the quadrupole field

is shown in Fig. 4.3. The top left part demonstrates a CAD model with three section

planes: XY, ZY and ZX. Applied potentials, in this case, were ±200V.

For the next step, the measurement process using a micro electro-mechanical sys-

tem (MEMS) was benchmarked in a combined electro-mechanical simulation utilising

COMSOL [131] by A. Kainz. All simulations involving the MEMS were performed the

same way using the electrostatics module of COMSOL. The electric field was gener-
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Figure 4.4: a) Cross section of the E field obtained from Fy and Fz force
calculation on the yz plane in the quadrupole centre. The black dots corre-
spond to the scan positions performed by MEMS. In all other coordinates
the result is linearly interpolated. b) Field components obtained on the line
between points (0,-3,2) cm and (0,3,2) cm. c) Potential at the cross sec-
tion with analysis line. d) Force obtained in the simulations (red circles)
compared to the force calculated from the data in (c) by Fy=αE2

y [130].

ated by setting the same potentials of electrodes as in CST and the micro-structure

was treated as an ideal conductor by applying a floating potential boundary condi-

tion to it. The electrostatic force was then calculated simultaneously considering the

movable mass inside the sensor. As an example, Fig. 4.4 demonstrates vertical force

evaluation between two aperture points (0,-3,2) cm and (0,3,2) cm in the middle of the

quadrupole. The next section describes the working principle of MEMS in general.
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4.4 Working principle of MEMS from TU Wien

The operational approach of MEMS is to sense an electric field based on the principle

of electrostatic induction [128, 130, 132]. This process is a natural consequence of the

mobility of free charges in conducting solids. If a conductor is placed in an electric

field E⃗, the free charge carriers inside the conductor redistribute. This polarization is

a result of field compensation inside the body. Thus, oppositely charged regions occur

at the conductor’s surface. Each of these surface regions experiences an outward force

due to the E field while the total force on the body remains zero. If one separates these

oppositely charged regions, keeping their only connection in the form of a conducting

spring, one can observe an elongation of the spring due to the electric field (Fig. 4.5)a,b.

This happens due to the electrostatic force pulling on the individual charged surfaces

and the conductivity of the spring by which the polarization of the body is maintained.

The simplest example of this behaviour is a conducting sphere with a radius R inside

a uniform field E⃗ = E0e⃗z pointing in the z-direction, where e⃗z is the unit vector in the

z-direction, the total electrostatic force experienced by the right hemisphere, which is

a positively charged region, can be calculated analytically [133] to be

F⃗es = Fese⃗z,

Fes =
9

4
πR2ε0E

2
0 = αsε0E

2
0 (4.1)

where αs = 9πR2/4 takes into account the symmetric geometry of the sphere and ε0

is the electric permittivity of free space. The force acting on the left hemisphere is

equally strong and points in the opposite direction. Therefore, the total force on the

full sphere equals zero.

In a similar way, this force can be used to deflect the spring-suspended proof

mass of the MEMS and can be represented as F⃗es = QE⃗. Here, Q is the induced

charge on one side of the conductor, and the whole body remains neutral. Since linear

dependence of Q on E⃗, F⃗es ∝ E⃗2. The schematic cross section of the MEMS and



Chapter 4. Measurements of electrostatic quadrupole field 106
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Figure 4.5: a) Forces and field lines of a conducting sphere with radius
R in field E. The electric field polarizes the sphere. b) A conductive spring
connecting the oppositely charged regions of the sphere elongates due to
electrostatic force Fes while maintaining polarisation [128].

operating principle are shown in Fig. 4.6. The deflection is read out optically via a

shutter consisting of two identical arrays of holes where one is etched into the moving

proof mass of the Si chip, while the stationary one is made of Cr deposited onto a

glass chip. The shutters collimate the light flux coming from the LED depending on

the electrostatic force applied. The light intensity is then detected by a reverse-biased

photodiode leading to a current. This current, in turn, is converted into the output

voltage for analysis.

Note that the MEMS structure was designed to deflect only in one direction and

is sensitive only to the corresponding component of the field. In a first calibration

simulation, the relation between force and field strength, F⃗es = αE⃗2, was established,

i.e. the coefficient α. A value of α = 1.29 × 10−14 N/(V/m)2 was obtained inside a
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Figure 4.6: Schematic cross-section of the electric field transducer. Light
flux emitted by an LED is modulated by two micro-sized optical shutters.
The output signal of the photodiode depends on the deflection δx of the
movable aperture, which is induced by an external electric field E0 [130].

uniform field ranging from 0 to 83.3 kV/m and a least-squares fit (R-square: 0.9993)

shown in Fig. 4.7.
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Figure 4.7: Relation between the electrostatic force Fes and E in a uni-
form field of varying strength obtained in FEM calibration simulations via
COMSOL. From [130].
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4.5 Measurement setup

In order to probe the quadrupole field, the MEMS chip was encapsulated within a

3D-printed acrylic holder and connected via optical fibres to the readout electronics

placed at a shielded location away from the quadrupole. Except for the Si part of the

MEMS chip, only dielectric materials are used in the probe to avoid additional field

distortions. The light coming from the LED is guided through the chip and reflected

back by a small right-angle prism into the output fibre. Figure 4.8 depicts the fully

Figure 4.8: Measurement setup for analysis of the quadrupole electric
field. The dashed rectangle depicts how the light passes through the MEMS
in the probe holder.

assembled measurement setup. The two-axis linear stage was controlled via a single-

board computer and used to position the sensing tip within the quadrupole. The

quadrupole was supplied with a sinusoidal voltage of ±200V and f = 150Hz using a
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two-channel high-voltage amplifier controlled by a waveform generator. An AC supply

was chosen over a DC supply to rely on the lock-in method for the sake of improved

results. Furthermore, this low frequency was used to excite the mechanical resonance

(f0 = 300Hz) of the MEMS that did not affect the shape of the field.

Figure 4.9: Connection schematics of the E-field measurement setup (top)
and views of 3D map of the field strength E⊥ in the front half of the
quadrupoles (bottom). The scanned data points were interpolated and rep-
resented as set of iso-surfaces.

Before the actual measurement of the quadrupole field, the probe was calibrated

for both the y and z-directions in a uniform field provided by parallel plate electrodes.

Sinusoidal voltages at 150 Hz ranging from 500 mV to 200 V were applied to the plates,
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which were 3.4 cm apart. This amounts to a field range of 15–5,900 V/m. The full

connection scheme of the experiment is shown in the upper part of Fig. 4.9.

In the next step, the 3D volume from the center plane to the outer edge of the

shielding plate of the quadrupole was studied. It was 8× 5× 5 cm3 in size and with a

step size of 2 mm in each direction, a total of 39×25×25 = 24, 375 points were scanned.

The time to achieve reasonable statistics for a single point was 15–30 seconds. The

bottom part of Fig. 4.9 shows the resulting 3D field map of the field amplitude |E|

composed of the individual y and z-component results.

4.6 Benchmark with FEM simulations

To compare the measured field shape against FEM simulations, the probe was used to

map the most ideal field in the centre cross section of the quadrupole. Figure 4.10 shows

the corresponding interpolated results for field strength of the y and z-components. The

E⊥ (kV/m) |E�| (kV/m)

Figure 4.10: (Left) The field strength |E| was obtained from the output
voltage converted from the intensity of the light signal. The black dots
denote the positions of the probe in 2D plane. A linear interpolation has
been applied between the dots. The MEMS was moved along a line as in
Fig. 4.4c with a step size of 100 µm. (Right) |Ey| recalculated from the data
and compared to the FEM simulation in COMSOL.

deviation from the simulated data is of the order of 3 %, which can be attributed to

the makeshift holders for the fibres and probe tip, and calibration differences between
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the quadrupole and parallel plates.

It had been concluded from these measurements that the quadrupole behaves as

the simulations predict, which is one of the major benefits of using electrostatic com-

ponents and beam line design. However, unforeseen effects can occur if the produced

geometry deviates from the requirements. For this reason, extremely tight fabrication

tolerances of δ = ±50 µm are required for the individual components.

For future improvements of this type of measurement, one of the aims will be

to combine three sensor elements to measure all three field axes simultaneously. Ad-

ditionally, commonly used spatial averaging for magnetic field mapping, handled by

so-called Quad Hall plates [134], could be adapted to enable symmetry of the mapping

and an active compensation. In an ideal case, the effect of the spatial offset should be

completely eliminated by utilizing this technique.

4.7 Summary and Outlook

In this chapter, work on an efficient way to analyse and measure a complex 3D electric

field strength was reviewed. This work used a modified version of MEMS from [128].

It has been shown that exceptional spatial resolution (∼ 10 µm) can be achieved for

fields with sufficiently low curvature. The field of an electrostatic quadrupole from the

FODO assembly of the main components of low-energy antimatter beam steering and

control in the ELENA electrostatic transfer lines at CERN was mapped.

The results confirmed experimentally that such electrostatic components behave

like FEM simulations performed in CST and COMSOL predict. This is one of the

advantages over magnetic components and simplifies their design. Nevertheless, this

reliability is linked to tight fabrication tolerances and very accurate production. Fu-

ture accelerator physics projects proposed at CERN involve electrostatic elements in a

storage ring, where due to the beam passing through the element multiple times, the

required field homogeneity is tighter than for the measured electrostatic quadrupole.

For the ongoing study of an electrostatic ring to measure the electric dipole moment
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[135, 136], a field homogeneity of 1×10−4 is required, which corresponds to mechanical

fabrication tolerances of a few micrometers. While the requirements of the ELENA elec-

trostatic transfer line quadrupole (tolerance of O(100 µm)) are still feasible, it will be

challenging to produce electrostatic ring elements with such precision cost-effectively.

Therefore, precise field analysis of the element would provide vital information for

mitigation methods such as sorting elements and active compensation.

The next chapter demonstrates how based on detailed element description, such

a correction can be applied to the ELENA transfer lines.



Chapter 5

Electrostatic transfer line
simulation

5.1 Introduction

Beam facilities operating at low energies have proven to be invaluable tools for carry-

ing out atomic and molecular physics research. Because of comparatively less focus on

low-energy physics, and the usage of electrostatic optical elements, these experiments

are much less widespread than magnetic-based ones at higher energy. However, their

output will become even more advanced in the new era of extra-low energy (<100 keV)

physics, brought in by new facilities such as FLAIR, CSR, ESR and ELENA. Beam

transfer lines attached to these rings are usually also based on electrostatic optics and

fast deflectors. It is a cost-effective solution for an extraction system into multiple

experiments simultaneously. In this chapter, simulation work on realistic and compu-

tatively efficient descriptions of beam behaviour and various aspects of electrostatic

beam line operation were investigated. The main focus was given to ELENA trans-

fer lines that were recently upgraded with electrostatic optics. These simulations are

based upon previous simplified methods of beam line design [124, 137] and refine the

previous findings [138].

113
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To meet these requirements, a major portion of this work related to the 3D simula-

tion of the longest ELENA beam line taking beam towards the ALPHA experiment has

been carried out in a modified version of G4beamline. For the benchmark of obtained

results, additional simulations were performed in BMAD.

G4beamline is a Geant4-based project, similar in philosophy to the simulation

tool as BDSIM [139], utilised for beam-matter interaction studies in storage rings and

linacs. A large number of experiments use Geant4 and FLUKA for predictions of the

interaction of various species particles with detectors or dose deposition with surround-

ing material [140–142]. Geant4 provides various theoretical models in its physics lists

supplemented with experimental data for an accurate treatment of low-energy parti-

cles [143]. It also has the capability to export beam distribution for usage in external

simulations of antimatter experiments.

This chapter covers the description of the main components of ALPHA and AEgIS

transfer lines as well as their impact on 6D beam transport. It also provides an exam-

ple of efficient optimisation of inherited imperfections, namely fringe and stray fields.

Finally, an insight into an extension of the AEgIS experiment is provided.

5.2 ELENA Transfer Lines

To improve the availability to multiple experiments to the decelerated antiproton beam

from ELENA, the design of the transfer lines envisages simultaneous operation of the

experiments. This is achieved by bunching of ELENA beam at the fourth harmonic

(h=4) after the final cooling plateau. Bunch splitting also helps to dilute the impact

of the collective effects on a single bunch of high charge.

Figure 5.1 shows the layout of the ELENA ring with a system of four beam line

branches that have been commissioned. The main focus of this work is the neighbouring

transfer lines (solid lines) between ELENA, the ALPHA and AEgIS experiments. The

transfer lines are split into sections labelled as LNE00, LNE01,..., LNE04. This division

into sections separates space between horizontal or vertical bending elements specified
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as red dots, which will be described later in this chapter.
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Figure 5.1: Schematic of electrostatic transfer lines within the AD hall.
Solid lines are in the main focus of interest.

The transfer lines to all experiments are built in a modular fashion i.e. they are

designed mostly from repetitions of several identical elements.

The beam correction and focusing is done using electrostatic quadrupole doublet

assemblies (equipment code ZQNA) mentioned in the previous chapter, seen as a sym-

metrical drawing cut shown in Fig. 5.2. To steer the beam in horizontal and vertical

directions, a set of two electrostatic corrector kickers (ZCH and ZCV) are installed

in the middle of the assembly and separated from quadrupoles via internal shielding.

Each quadrupole part is powered independently either with a focusing (ZQMF) or de-

focusing (ZQMD) polarity arrangement or with the same polarity if more strength is

required. In a few places where only a single quadrupole is enabled, this design also

serves as redundancy in case of internal electrical connection faults. In total, about 60

assemblies of this type will be used in the ELENA transfer lines.
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Figure 5.2: ZQNA assembly drawing with dimensions displayed in mil-
limetres. Electrostatic quadrupoles are highlighted in red, while kickers are
marked in yellow colours.

The main requirements were an optical strength of the quadrupoles up to 6m−1

and the deflection strength of kickers up to 10mrad. They are achievable by applying

up to ±5 kV to 100mm electrodes of quadrupole and ±2 kV to 37mm kicker plates.

The mechanical aperture of 60mm satisfies the conditions for safe beam passage for

all designs. The large distance between quadrupole and corrector electrodes (30mm)

and inner shielding minimise field leakage between elements. A beam position monitor

(BSGWA) can be rigidly coupled to the ZQNA on its downstream side, minimising the

monitor-quadrupole alignment errors.

To perform bunch train splitting and transfer of a single bunch to one of the
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experiments, a number of pulsed fast deflectors are utilised (ZDFA). They are identical

in design to the two extraction deflectors within the ELENA ring. For further bending

downstream of a branch of the transfer line electrostatic slow deflectors are used (ZDS).

Four of these elements are also coupled with fast deflectors for greater bending angles.

Depending on the operational function, three main designs of slow deflectors are

distinguished—ZDSA, ZDSB and ZDSC:

• The ZDSA type is combined with the fast deflector ZDFA in a common vacuum

chamber and performs horizontal bending towards BASE, ASACUSA and

ALPHA experiments (locations at Fig. 5.1).

• The ZDSB type is a standalone slow deflector that is utilised for horizontal bend-

ing within beam line branches toward all experiments.

• The ZDSC type is also coupled with ZDFA and was designed for the ATRAP

experiment that had been completed. It is identical to ZDSB but performs

bending in a vertical plane.

With the intention to assist with the design, manufacture and replacement of

broken components, identical toroidal electrodes are used in each deflector type with

slightly different voltage settings to account for the different bending angles.

5.3 Modelling of beam line elements in G4beamline

In order to interpret each operational component of the highlighted beam lines with

the required level of detail, CAD assemblies, based on available drawings of main

components [129] were constructed. An example of such a model for the electrostatic

quadrupole was presented in a previous chapter (Fig. 4.1).

A detailed description of the element implementation inside the G4beamline sim-

ulation and various modifications of the original code are presented here.
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Figure 5.3: Comparison of an electrostatic “+” quadrupole geometry (left)
against cylindrical magnetic version (right). Red iron body collimates the
incoming beam. Field lines are partially shown in yellow colour, aperture
volume can be defined with a custom material (transparent light blue).

5.3.1 Electrostatic quadrupoles

To accurately simulate the transfer line quadrupoles, firstly, the basic description of

field components in G4beamline coordinates had to be reviewed and extended.

The Geant4 serves as a base library for the G4beamline and thus inherits its

methodology for the simulation of electromagnetic fields. The simulation area is ini-

tially divided into 3D voxels consisting of single bin field maps of size 200×200×200mm.

Any of them may include beam line elements with the superior resolution of the field.

Globally, it is a large field map with varied point increments for local elements.

In the case of a magnetic quadrupole, represented inside the code with generic-

quad element, field components, which affect a moving particle, are estimated analyt-
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ically depending on the particle position inside the element aperture using

Br =
B0r

a
sin 2θ, Bθ =

B0r

a
cos 2θ, (5.1)

in polar coordinates, or

By = B0
x

a
, Bx = B0

y

a
(5.2)

in the Cartesian coordinate system. B0 is the field strength on the magnet pole, r and

θ correspond to position of the particle, a is the magnet aperture.

An electrostatic version of such a quadrupole can be implemented by adding the

corresponding field components

Er =
E0r

a
cos 2θ, Eθ =

E0r

a
sin 2θ, (5.3)

or in the Cartesian coordinate system

Ex = −E0
x

a
, Ey = E0

y

a
. (5.4)

Correspondingly, E0 is an electric field strength defined as E0 = 2V0/a, where V0 is a

potential on the quadrupole electrode. To incorporate this definition, two additional

parameters were introduced for the genericquad class: gradientM and gradientE.

The definition of quadrupole strength for both field types was used in terms of nor-

malised quadrupole strengths kB,E using the conversions in Eq. 3.11.

G4beamline includes two geometric configurations of quadrupole, cylindrical and

plus (“+”) shaped. Both variants are shown in Fig. 5.3 together with their field lines.

The major difference is a slightly increased collimation of particles, outside the aperture

dimension a, for the cylindrical design.

To confirm the accurate implementation, particle tracking of the optically matched

distribution, with an emittance of 2.5mm was performed through a FODO lattice con-
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sisting of five magnetic/electrostatic quadrupoles. Both types had the same integrated

focusing strength and used a hard edge model approximation.
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Figure 5.4: Benchmark of magnetic and electrostatic beam lines consisting
of 5 quadrupoles. Horizontal and vertical beta functions (βx,y) are displayed.

The comparison of obtained optical beta functions, βx,y, is shown in Fig. 5.4.

Optical functions were calculated using profile G4beamline command based on co-

variance matrix formalism from Chapter 2. These are in perfect agreement because of

the absence of a longitudinal field. Additionally, the particle distributions have been
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Figure 5.5: Benchmark of magnetic and electrostatic beam lines consisting
of 5 quadrupoles. Vertical phase space plots of 2000 particles at 200mm
distance after the last quadrupole.
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Figure 5.6: Field lines in the middle of quadrupole with 1mm offset in y
for cut, voltage of 1.5 kV applied on electrodes.

compared and are shown in Fig. 5.5. Minimal offsets can be explained by the numerical

precision of the Runge-Kutta method and rounding errors.

A more realistic G4beamline model of an electrostatic quadrupole was imple-

mented based on the CST model described in Chapter 4. It utilises the additional

description of fringe fields with the Enge function, mentioned in Chapter 3. Figure 5.6

shows a quadrupole ZX-cut with 1.5 kV applied and shows how the fields propagate

beyond its electrodes (light blue). To approximate this shape, the dependence of an
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Figure 5.7: Comparison of Enge function fits for various voltages.

electrostatic potential V on the quadrupole length was characterised at a radial dis-
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tance of 20mm from the central axis. This distance represents the size of the good

field region, described in the quadrupole technical specification. The procedure was

repeated with 6 kV voltage to ensure confidence in the quality of the field description.

The obtained data was then fitted with the Enge function (R2 = 1) using MATLAB’s

Curve Fitting Toolbox [144].

The shape of the potential across the quadrupole is independent and naturally

scales with the applied voltage. The potential difference comes mostly from the nu-

merical precision of CST field simulation and, in the normalised case, is ≈ 1× 10−4, as

displayed in Fig. 5.7. All six coefficients, a1 . . . a6, are very similar and may be found

in Table 5.1. It also means that the shielding performance is sufficient and that a single

Enge fit can be used for the simulation of any quadruple in the ALPHA beam line.

Table 5.1: Enge coefficients for different electrode potentials.

Voltage, V a1 a2 a3 a4 a5 a6

1500 -0.7528 10.45 0.3205 -3.219 -3.102 3.321
6000 -0.7529 10.45 0.3324 -3.234 -3.215 3.475

5.3.2 Fast and slow deflectors

The fast extraction devices, in their turn, aim to satisfy multiple requirements. The

goal is to extract a beam by 220m and have good field region of size ∅52mm with

quality of ±1%. The total beam acceptance is ∅60mm. It was achieved with the

geometry displayed in Fig. 5.8. The electrodes of length 400mm are not parallel

and slightly follow the extracted beam in order to decrease the required voltage from

±7.3 kV to ±6.1 kV [145]. The material used in the electrodes and shielding is AISI

316LN stainless steel.

To implement this deflector in G4beamline simulation, firstly, a CST model was

created using CERN’s Engineering Data Management Service (EDMS) database draw-

ings [146]. The most important parts: electrodes, vacuum vessels and inner shielding
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Figure 5.8: Geometry of ZDFA deflector electrodes. Blue lines represent
the total beam acceptance.

were simulated. The shape of the surrounding vacuum vessel has a noticeable impact

on the created electrostatic field configuration. To confirm the practicality of the design

values, beam tracking was performed and the result is shown in Fig. 5.9. The total

-10.8 kV

-9.5 kV

Figure 5.9: CST model of ZDFA deflector electrodes. The distribution
of the horizontal field component Ex is quite uniform (Top). Tracking of
100 keV antiproton beam through electrodes.
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ZDSA ZDSB

Figure 5.10: CAD models of ZDSA and ZDSB deflectors.

deviation from the ideal bending angle is less than 0.25%. An extracted field map with

a dimension of 160×40×700mm and step of 2mm provided the realistic description

of ZDFA element in G4beamline simulation. This includes two 150mm drift regions

before and after deflector.

In a similar manner, the two types of slow deflectors: ZDSA and ZDSB were

simulated. As you can see from Fig. 5.10, both types share a toroidal design and the

ZDSB deflector is an elongated version of the ZDSA deflector. The curved beam orbit

has a radius of 600mm. The aperture between the electrodes of 65mm provides a

bending angle range of ±1.2° for ZDSA and ±2.3° for ZDSB depending on the applied

voltage. The nominal bending angle voltages are ±10.078 and ±10.54 kV respectively.

The material used for the electrodes and shielding plates is AISI 316N stainless steel.

By analogy with the ZDFA deflector, CST models were created and Fig. 5.11

demonstrates the beam tracking performed with the aforementioned parameters. Af-

terwards, field maps with dimensions of 250×40×600mm and 284×40×730mm were

produced for G4beamline.
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Figure 5.11: CST models of ZDSA and ZDSB deflectors. Tracking of
100 keV antiproton beam through both geometries.

5.3.3 Complete model and G4beamline improvements

Using the descriptions of the beam line elements described in the previous section, the

transfer line to ALPHA was modelled in G4beamline. The lattice was constructed on

the basis of the transfer line design from CERN report [147] and adjusted accordingly

to the latest available MAD-X model [137].

Figure 5.12 shows an interactive 3D visualisation model using OGLSQt driver with

antiproton beam tracking shown in red. Bending elements and beam line sections are

also highlighted. The colour of the deflector electrodes represents an applied voltage

polarity in the CST model. After the reference particle and the beam have been tracked

Figure 5.12: 3D visualisation of ALPHA branch in G4beamline. The
deflector elements are highlighted. Field lines are shown in cyan.

through the lattice, the user may request to store beam distribution in predefined
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locations via the virtualdetector (does not affect beam) or detector (physical detector

with the defined material) commands, these can calculate many useful accelerator

physics quantities based on the beam’s behaviour. The profile command can store

the emittance and optical functions along the lattice, amongst other parameters in

the requested reference coordinates. The trace command allows the user to record

information on individual particles at defined equidistant steps, for instance, to store

the field type, strength and components seen by the particles as a function of s and

the transverse coordinates. This information can be used for the custom calculation of

optical functions or for extraction to another code.

Apart from adding electrostatic quadrupoles, the default G4beamline 3.06 Geant4

project was additionally modified to improve the demonstrated simulation model as

well as the efficiency of the tracking code in general. Here is a brief list of the most

important modifications with a short description of each:

• Added capability to import or export CAD geometries (physical properties) into

G4beamline in GDML format, as shown in the example of the deflectors in Fig.

5.12. This simplifies error checks during field map insertion and provides realistic

apertures and accurate beam dose deposition. It also enables the capability for

the model to be transferred between different codes [148].

• The material command was modified by adding ionpotential parameter, which

allows the ionisation losses to be redefined inside a material according to mea-

surements. The default value is calculated using the Geant4 algorithms.

• G4beamline was updated to Geant4.10.07 version. The field manager class was

modified to enable a range of the latest field integrators instead of the one default

4th order Runge-Kutta method. The Dormand and Prince 5th order stepper was

used as the new default option because of the fewer evaluations of the derivative

(and field) than the previous classical 4th order method. The ability to set a

specific field stepper to any element was another addition to the code. The best

choice overall depends on the smoothness of the field.
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5.4 Input beam distribution

The input beam distribution was generated using a Matlab script developed on the

basis of the sigma matrix methods described in Section 3.6. It also allows forward and

backward conversion to the BMAD bunch format. The optics parameters used were the

same as in the MAD-X simulation provided by CERN. The generated 6D phase space

bunch population of 128,000 macro-particles has a 3D Gaussian shape truncated at

3.5σ, where σ is the standard deviation. Full properties of the created bunch are shown

in table 5.2 These values were assumed in accordance with the latest ELENA scraper

Table 5.2: Bunch parameters for the injected bunch.

Parameter Value
Bunch length r.m.s σz,t (m, ns) 0.3282, 75
Relative momentum spread ∆P/P0 1× 10−4

Reference momentum P0 (MeV/c) 13.7
Horizontal/vertical emittance ϵx,y (mm mrad) 2.55, 2.5
Horizontal/vertical size r.m.s σx,y (mm) 3.25, 3.7
Relativistic beta β 0.0146

measurements for a coasting beam at the extraction plateau without cooling [149]

(Table VI). These are closer to the latest obtained beam profiles at LNE50 obtained via

micro-wire monitors [150] (Figure. 12). The measured transverse beam distributions

were well described by Gaussian distributions with the same input parameters. Beam

tracking was performed with a maximum step of 1mm in elements containing the field

and 10mm in the drift sections. An artificial cutoff of 35mm (termination of particles)

was implemented to mitigate the impact on statistical calculations by rare events when

particles leave the beam line.
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5.5 Comparison with BMAD implementation

To fully trust the simulation results, an additional benchmark of the ALPHA beam

line was performed in BMAD. This is a subroutine library written in FORTRAN for

charged-particle and X-ray simulations in high-energy accelerators, storage rings and

low-energy injection transfer lines. Each individual element can be assigned a partic-

ular tracking method in order to maximise the speed or accuracy of the program. In

addition, a Python interface has been included [151] to simplify the bunch conversion

to other codes at any stage of tracking. The same CST field maps were assigned to

the bending elements after conversion into BMAD format. Quadrupoles were defined

as electrostatic multipoles with focal strengths as in the MAD-X model.

Figure 5.13: 2D layout of ALPHA transfer line linked with ELENA from
BMAD simulation
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Produced in BMAD, a 2D visualisation of the calculated lattices for the ELENA

ring and the transfer line to the ALPHA experiment is depicted in Fig. 5.13. Such a

model allows the seamless injection of the bunch from the ring. The bunch distribution

was generated with the same parameters as for G4beamline and tracked through the

transfer line section. The beam propagation method for field map elements was set

to 5th order Runge-Kutta and the rest of the elements were using the default BMAD

tracking algorithms. BMAD, similarly to MAD-X, allows the calculation of many beam

and lattice quantities. Beam optics and orbits were scored and compared against results

from the above-mentioned simulation tools. Figure. 5.14 shows a comparison of the

beta functions and orbits for; G4beamline, BMAD and an initial MAD-X simulation

where the first-order Taylor maps were used to represent the fast and slow deflectors.

Overall, there is a good agreement between the three simulation codes. The small
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Figure 5.14: Comparison of beta functions in G4beamline, BMAD and
MAD-X.

discrepancy in G4beamline comes due to the technical reason mentioned before. Only

the G4beamline simulation of transfer line electrostatic quadrupoles contains a realistic

distribution of fringe fields. Thus, a small mismatch in optics accumulates towards the

end of the beam line when MAD-X quadrupole strengths are used, leading to differing

final results.

Interestingly enough, the BMAD simulation agrees with MAD-X, despite the fact
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that it uses field maps from G4beamline. This means that the deflectors that were

simulated are in close agreement with the initial design.

To further compare these simulations, beam quality tests had been performed

with the same input beam, described in the previous section. These were defined

within an initialisation file for BMAD and after tracking, the same distribution was

exported into G4beamline. Figure 5.15 shows a bunch after ejection from ELENA

and the final distribution delivered to the ALPHA experiment. Growth of the beam

r.m.s emittance at a level of 1% had been observed due to small geometric aberrations

after deflectors. The r.m.s beam widths at the end of the beam line from simulations in

Injected beam
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Figure 5.15: Comparison of transverse beam phase spaces at the start and
end of the beam line to ALPHA.
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G4beamline(BMAD) are σx = 2.25mm (1.9mm) and σy = 2.15mm (2.08mm) which is

close to the design values of σx,y ≈ 2mm. A small difference in distributions is observed

due to optics mismatch and it is possible to obtain exact results via quadrupole strength

tuning. Evidence of this linear effect can be demonstrated with an extra increase of

the horizontal focusing in the G4beamline model. The comparison of the horizontal

distribution before and after this adjustment in G4beamline is shown in Fig. 5.16. The

resulting beam width is almost identical to BMAD output where quadrupole length is

unaffected by fringe fields.
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Figure 5.16: Comparison of the horizontal beam distribution at the end
of the beam line to ALPHA before and after quadrupole tuning. Tracking
data provided from BMAD and G4beamline.

5.6 Tuning process in G4beamline and BMAD

The previous section did not discuss one important fact about field maps. Because

of the field simulation tool settings (mesh size, boundary conditions, etc.), field inter-

polation method or tracking algorithm, an output field value naturally varies to some

small extent. However, a variation on a large scale may significantly affect a beam

that is tracked through the map. To reduce inconsistency, an additional tuning of the

field maps was performed in G4beamline and BMAD.

G4beamline provides a simple tuning algorithm (“Golden-section search”) for
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bending elements, RF cavities and field maps via the tune command. It uses iter-

ations of a reference particle that travels from s0 to s1 beam line position to evaluate

and minimise a defined expression at s1, based on some default particle properties (x,

Px, t, etc.) and varying typically an element’s field amplitude, particle momentum or

phase of RF wave. For instance, to tune a ZDFA kicker, the reference particle passes

through it, from s0=0m to s1=2m, adjusting the gradient of the provided field map

to minimise the x position of the particle at s1. When the output value is lower than

the tolerance settings, the field gradient is used for full beam tracking. This was done

to set the field amplitudes for all four bending elements to steer the beam by the cor-

rect angle. The multiple tune instances were utilised to have a combined effect of all

bending elements.
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Figure 5.17: An orbit of the simulated beam in G4beamline and BMAD
together with an r.m.s beam width.

BMAD has the capability to tune almost every aspect of the beam line or beam,

except for parameters with inter-dependencies. For example, the bending radius and

deflection angle of a magnet cannot be tuned simultaneously. Like G4beamline, the

BMAD sub-program Tao itself implements “single objective optimisation” methods.

The lm and lmdif optimisers, based on the Levenberg-Marquardt algorithm [152],

provide fast minimisation of the defined problem but mostly find a local minimum.
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The differential evolution method (de) [153] finds the global minimum but has longer

evaluation times. During field map tuning, a combined strategy was applied with the

usage of lm and de optimisation one after the other.

Amplitude values obtained after field map tuning in comparison to the design

numbers were lower by 0.35%, mostly due to extended fringe regions in BMAD and

G4beamline. Figure 5.17 provides an illustration of obtained beam orbits together in

scale with r.m.s beam envelopes. A residual effect of tracking through deflector field

maps was a small momentum offset of δ = 3.6 × 10−4 (70 eV as kinetic energy shift)

shown in Fig. 5.18. This is most likely due to field interpolation errors and field

asymmetry at the entrance and exit of the deflector field map. In terms of practical

aspects for particle trap experiments, to remove this momentum excess, an extra foil

thickness of roughly 1 nm (for aluminum) is needed—this is one order smaller than the

error during foil thickness measurements [154]. So overall this error is insignificant.
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Figure 5.18: Distribution of momentum offset at the end of the ALPHA
beam line (blue) and applied Gaussian fit (red).

For multiple objective optimisation, BMAD/G4beamline can be linked to Python/Matlab

and utilise the existing optimisation algorithms such as the genetic and paretosearch

algorithms [155]. Additionally, for this purpose, the BMAD distribution contains a

sub-project moga that is based on a genetic algorithm.
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5.7 GUI application

Analysis of the G4beamline output can be time consuming and repetitive. Initially,

to aid this the installation of G4beamline contained the HistoRoot sub-program [156]

that allowed data to be displayed from ASCII or ROOT files. However, due to limited

support, it works only with a specific ROOT version. To improve this, a Matlab-based

interface was developed using appdesigner and available Matlab language functions.

An image of the developed GUI is shown in Fig. 5.19.
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Figure 5.19: Developed GUI and the provided functionality.

Readout and G4beamline initialisation functions are contained behind the Matlab

scripts which receive input from the GUI. The list of available data is flexible and

updates depending on the number of columns in the output file. Plots appear in one

of the two windows depending on the type and number of simultaneously selected

by user data entries. The distribution plots allow a colouring scheme based on the

particle energy (momentum) or particle density per 1mm. Alternatively to detector



5.8. Impact of stray fields from AEgIS 135

output, the distribution can be plotted from a trace file, that allows the user to see the

beam at a specific time (or location s). A parameter line defined within the input file

parameters via param command is also shown. This GUI provides easy and intuitive

access to all simulation data and can be distributed to any operating system where a

standalone set of Matlab Runtime libraries is installed [157].

5.8 Impact of stray fields from AEgIS

The impact of the stray magnetic field was discussed in Section 3.7. Figure 3.8 demon-

strates a situation when all experiments in the AD hall work simultaneously. In the

previous studies of transfer lines, the solenoids from particle traps were described as

a single point source and adopted an analytic approach [124, 158]. The impact of the

field components was included in the transfer line model via transverse kicks to the

reference particle with 10 cm sampling of the available drift space.

LNE03

L
N
E
0
4

ALPHA

AEgIS

Figure 5.20: The relative location of AEgIS and ALPHA.

To improve the previous somewhat simplified model, in this study [159], a com-

bined G4beamline model of ALPHA and AEgIS solenoids was constructed to apply a

realistic 3D distribution of the stray fields. The location of these two experiments is

highlighted in Fig. 5.20. The magnetic contributions from the AEgIS trap are gener-

ated by two main coils and 21 low-field correction coils. The main barriers between
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the transfer line and the experiment are the stainless steel vacuum vessels and con-

crete wall which have minimal shielding capabilities (µ < 1.01). Any extra shielding

effects could be produced by a ferromagnetic material located in the space between the

solenoid and the ALPHA beam line.

5.8.1 Model of the particle trap solenoids

All solenoidal coils were simulated in CST to include the external field coming from the

trap at a significant distance. An additional simplified benchmark had been performed

between CST and G4beamline utilising coil and solenoid elements. The magnetic

S

ALPHA 

beamline axis

S

Figure 5.21: Geometry of AEgIS coils. (Top) CST model with a dashed
line indicating the position of the ALPHA transfer line. (Bottom) Model
of the coils modeled using G4beamline.

field produced with these coils is computed for a set of infinitely thin current sheets

spread evenly radially. The solenoid provides the working current to a set of nested

coils. The size of the simulation region for the CST had been chosen to obtain the field

components down to the level of the Earth’s natural magnetic field amplitude.

A comparison of the model geometries is shown in Fig. 5.21. The top part of

the image shows coils simulated in CST. The neighbouring beam line directed towards
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To ALPHA

AEgIS
coils

From 

ELENA

Figure 5.22: Antiproton beam (in red) loss in front of AEgIS solenoid line
due to stray fields (blue lines) impact.

ALPHA is located at ∼3m from the solenoid axis. The bottom image demonstrates the

geometry of the coils created in G4beamline. To maximise tracking performance, only

a small volume of the simulated field was used which encompassed the relevant vacuum

chambers. The field map was of size 0.024m× 0.024m× 13m and was exported and

implemented into the G4beamline simulation in such a way that the antiproton beam

passes through the middle part of the field. The use of the whole map is not computa-

tionally efficient when the fine mesh (2mm) is used. The same 6D beam distribution

with a momentum of 13.7 MeV/c was used as an input for tracking. Due to the pres-

ence of the magnetic fields the beam is deflected immediately after bending towards

the ALPHA branch. The beam trajectories from tracking are shown in Fig. 5.22. The

beam is terminated in space due to reaching the artificial radial cut-off distance of

35mm corresponding to the beam pipe aperture. The position of the first coil entrance

was obtained by combining data from [147] and distance measured during the visit to

the AEgIS experiment.

5.8.2 Comparison of field map and analytic method

To benchmark the field obtained from CST and G4beamline, one can track a particle

with zero charge with a 1mm step through the straight section of the ALPHA beam

line. The field components witnessed by such track can be stored via trace command.

The stored field for both solenoid representations is shown in Fig. 5.23. For comparison,

it is worth highlighting the absolute value of the Earth’s magnetic field amplitude in
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the CERN region is 4× 10−5 T [160], which is shown with a straight line.
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Figure 5.23: Benchmark of the largest stray field components: Bz going
along the beam line axis and Bx is a transverse component.

5.8.3 Field mitigation with a passive shielding

An additional passive shielding of the beam line in the region with the highest stray

field amplitude may be used to help mitigate their impact. The volume fully enclosed

ALPHA

beam line

axis

Figure 5.24: The magnetic field from AEgIS coils and passive shielding
influence. The geometry of two thin sector shields is highlighted.

or partially covered with a thin layer (multi-layer) structure composed of the material
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with high magnetic permeability (µr) may provide the region with a decreased field

amplitude. A best practice is to use a fully enclosed cylinder or box made of mu-

metal (µ ∼ 80000), multi-layer film nanostructures or permalloy, that help to shield,

for example, photo-multiplier tubes [161–164]. In theory, the coating of beam pipes

in the drift sections with thin foils made from these materials may be considered. An

alternative option can be lightweight modular shields that will increase the curvature

of magnetic field lines. The such preliminary design had been studied and is shown in

Fig. 5.24. The two thin cylindrical sectors in this picture are made of mu-metal. One

can see that the field distribution—created via solenoidal coils—is quite asymmetrical

when the shield is installed on the left from the ALPHA line. The design provides easy

access to beam line elements or to the particle trap components and it is relatively

movable. Further, the impact of the shield has been investigated depending on the

distance from the main coil axis. Results for Bx component are shown in Fig. 5.25.

The efficiency of the shielding increases with the distance from the trap for the reason

that a smaller portion of the field bypasses these mu-metal foils

Figure 5.25: An amplitude of magnetic field component Bx at ALPHA
line axis depending on the distance between the solenoid and the shield.

The low field region from 20m to 26m is hidden behind mu-metal foils and cor-

responds to 6m in length. Other possibilities to attenuate stray fields can be the

synchronisation of re-powered solenoid magnets in such a way that zero field time gaps
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will allow the bunch to pass downstream unaffected.

5.9 Proposal of ion injection scheme into AEgIS

trap

In Chapter 1, experiments involving low-energy negative ions (up to 5 keV) were dis-

cussed. In the context of this work, the upgrade of the injection beam line for the

AEgIS collaboration was created from the ground up. Figure 5.26 shows the current

situation from the different angles after the handover point from the LNE02 transfer

line. As is shown, there is an available space of dimensions 2.4m by 1.0m. The ex-

LNE02 AEgIS

⊥
1
.4

 m

⇈ 1 m

⊥ 1 m

LNE02AEgIS

Figure 5.26: The end of LNE02 electrostatic line and downstream AEgIS
beam line section. (Top) View of the concrete wall between AEgIS and
LNE03. (Bottom) Sight from the concrete wall.

perimental plans include the capability to operate with two different anion production
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schemes, a Paul trap storing iodine and Cs sputter sources.

Thus, the new beam line should allow the passage of an antiproton bunch and

provide bending for both anion species, without simultaneous operation. Another

functionality that is highly requested is backward extraction from the trap. The initial

relative position and junction points for both ion sources are shown in Fig. 5.27. In
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Figure 5.27: Suggested connection points for anion sources. Branch
schematics for Cs sputter source (Bottom left). The first vision of the
future connection for the Paul trap source (Bottom right).

order to provide more space for inner optical and bending elements it was suggested to

replace a junction chamber with a larger one. Additionally, due to space limitations,

the initial connection at 90° for the Cs source was decreased to 75°. Electrostatic

focusing and deflection were chosen as the preferable option due to low energy of the

anions and mass independence. The suggested beam line design should be able to

handle low anion currents up to 10 µA in continuous mode and provide deceleration
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before injection to the trap.

5.9.1 Deflection chamber design

Due to the standalone nature of the ion beam line setup and its small dimensions, the

design development was performed in CST with anion beam tracking available. An

intermediate stage of the bending section is shown in Fig. 5.28. Most of the optical and

bending elements are separated via shielding apertures which are grounded. The design

Cs- beam

I -
beam

75° deflector

electrode

Focusing/corrector

electrodes
Einzel lens

45° deflector

electrode

Deceleration 

tube

Shielding

aperture

Figure 5.28: Cut of the deflection chamber design created in CST. The
main components are labelled. Thin blue lines correspond to an ideal tra-
jectory of the particle from both branches. Two sets of corrector electrodes
help with additional steering or focusing.

of the vacuum chamber and beam pipe was limited by practical aspects (vacuum level

of the LNE02 beam line, accessibility, voltage limits) and the required functionality.



5.9. Proposal of ion injection scheme into AEgIS trap 143

Einzel lenses

The scheme in Fig. 5.28 includes three Einzel lenses. These are made of three cylin-

drical electrodes for the round beam operation. These lenses are always focusing and

do not change the energy of the transmitted particle. The focusing properties of this

type of lens are symmetrical, so focal distances before and after the lens are the same

f1=f2=f . The first and the third electrodes are at the same beam line potential V0 and

the middle electrode has a different potential VM . The Einzel lens focusing properties

depend on the geometry of the lens and voltage ratio V0/VM .

When a charged particle passes through the electric field configuration created

via such a lens, it enters into a region with a larger electric field and then it gets

repelled/attracted to the inner side of the middle electrode. The trajectory inside this

lens depends on the middle electrode’s voltage, incident angle, charge and energy of

the particle. This is similar to the effect of the thick optical lens on the light ray of

different wavelengths entering from air into media with higher refractive index (glass

for example). The particle velocity here plays the role of the refractive index which is

proportional to a square root of the potential value or particle kinetic energy, E0 = qV0,

where q is a charge of the particle. Thus we may construct the charged-particle analogy

of the optical Snell’s Law

√
E0 sinα0 =

√
EM sinαM (5.5)

where α0,M are incident and “refraction” angles of the particle. Another useful relation

that was used during the design was the Helmholtz-Lagrange Law. It links the linear

magnification M and angular magnification m of rays through the Einzel lens to the

ratio of the kinetic energies between the two ends of the lens√
E0

EM
=Mm. (5.6)

The linear magnification M = r2/r1, where r1 and r2, are the widths of the beam at
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object and image locations. Angular magnification is defined similarly, m = φ2/φ1,

where φ1 and φ2 are angular spreads at object and image points.

Figure 5.29: Cut of the Einzel lens designed in CST (left). The highest
field is created near gaps between electrodes. Dependence of the focusing
strength of this lens from the potential ratio (right).

The Einzel lens has two operating modes depending on the VM/V0 ratio. When we

consider negatively charged particles and (VM/V0) < 0, the lens works in acceleration-

deceleration (A-D) mode: the first gap between electrodes accelerates the beam and the

second gap decelerates. Conversely, the lens works in deceleration-acceleration (D-A)

mode. The second mode has higher refractive power (shorter focal length) compared

to the A-D mode for the same voltage amplitude applied to the middle electrode.

However, the A–D mode has the advantage when the required focal length is not

very small, as in our case. In this mode both the spherical and the chromatic image

aberrations are smaller than in the D–A mode [165]. These imperfections are smaller

because the trajectories are closer to the main axis of the lens, whereas the transverse

field has a more linear behaviour. Figure 5.29 shows the geometry of the lens present

in the proposed design and focal strength dependence on the central electrode voltage.

Deflection elements

The big space that nests both bending electrodes is a cylinder with CF160 flange and

height of 180mm. Both bending electrodes have cylindrical geometry with the same
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height ±20mm relative to the chamber horizontal middle plane shown in Fig. 5.28. The

bending electrodes were designed to have 20mm of available distance before and after

the electrode. Hence, an arc radius for the 75° bend is 65mm and for the 45° branch

this radius is 121mm. Further, these values were scaled down into radii of electrodes

in order to have ≈20mm of available beam aperture. The voltages that are required

to bend the 2 keV iodine beam are 4.6 kV and 2 kV for the 75° and 45° branches,

respectively. Due to the asymmetric nature of the bending system, an uncompensated

acceleration was provided via the 75° electrode after the exit from the left branch. As

a result, the beam was guided only through 2/3 of the electrode’s length. To mitigate

this effect, the distance to the electrode at the entrance to the bending section was

increased to 24mm (equal to +2.5° electrode rotation around the downstream arc

point).

Tracking through the beam line for both angles had been performed and it is shown

in Fig. 5.30. The 2 keV iodine beam with radius of 10mm was utilised. Potentials

were applied to one of the sides at a time (Einzel lens and bending electrode). The

Figure 5.30: Tracking of 2 keV iodine beam in CST. Focusing in both
deflection cases, 75° (left) and 45° (right), occurs close to the middle of the
electrode.
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focusing power of the first Einzel lens before bending is also different. This is due

to another level of acceleration of each of the bending electrodes. The voltage at the

middle electrode for 75° is 5 kV and for the 45° branch it is 4 kV. The Einzel lens after

the bending is kept on the level of 5.5 kV. For more energetic anion beams, all voltages

can be simply scaled up by a known factor. Two sets of correctors, the first after the

deflection and the second after the last Einzel lens will help to keep the orbit close to the

designed path. Alternatively, they allow an additional horizontal or vertical focusing in

quadrupole mode. The last section is a deceleration tube that brings beam energy down

to a few hundred eV depending on the experimental requirements. In the future, the

deceleration section might be reconsidered for the pulsed operation of an anion beam.

At the time of writing, the AEgIS team had submitted a grant application (OPUS22

№2021/43/B/ST2/01948) to cover further development of ion sources. The main parts

of the deflection chamber were designed and successfully manufactured. Figure 5.31

shows the produced deflection chamber called “Starship”, and inner assembly, which

includes an ion lens and correctors that are mounted onto ceramic holders.

5.10 Summary

In this chapter, an advanced approach to low-energy beam line description was pre-

sented. It was tested on the electrostatic transfer lines and experiments from Anti-

matter Factory at CERN. The main focus was given to the ALPHA beam line and the

external impact coming from the AEgIS experiment. For the latter, a new complex

merging section dedicated to anion injection was also designed to allow anion injection.

The first section described the building blocks of the transfer line: electrostatic

quadrupoles and bending elements. Further, a description and modifications of the

G4beamline code that were made to enable this work have been introduced. It allowed

the creation of a realistic representation of electrostatic quadrupoles via Enge functions

and built upon experimental measurements. CAD models of the electrostatic deflectors

helped to simulate their behaviour in an accurate manner utilising the CST software
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Figure 5.31: The “Starship” deflection chamber together with one of the
inner ion lens assemblies (private photo gallery).

suite.

The whole beam line model was simulated in G4beamline with some additional

improvements. Further, benchmarks against previous MAD-X results and another

beam tracking tool - BMAD, were performed using the same input beam and field

maps. Overall, all models agreed quite well and the quality of the beam is close to the

design values. The behaviour of the beam orbit after field map tuning was also very

close to zero in BMAD and G4beamline. A small momentum offset was observed at

the end of the beam line, which is negligible at the experimental level. For better data

input and result output from G4beamline, a dedicated GUI interface was developed to

replace HistoRoot.

Afterwards, the beam line model was extended with the AEgIS branch to simulate

the impact of stray fields from the closely located particle trap. The field observed via

neutral particle tracking through CST produced field map demonstrated close agree-



Chapter 5. Electrostatic transfer line simulation 148

ment in amplitude with the G4beamline approach, which can be used as a faster alter-

native. To reduce the impact of these fields, a preliminary design of passive shielding

was suggested. It showed the best performance when the distance between the beam

line and shielding material was small (0.5m).

In the end, the newly proposed design of an anion injection system for the AEgIS

experiment was presented. Its geometry aims to maximise transmission for the ELENA

antiproton beam and for the beams coming from two short branches with envisioned ion

sources. The scheme utilised Einzel lenses and asymmetrical cylinder sectors for bend-

ing. The suggested ideas fully satisfied the needs of the AEgIS team for the upcoming

experiments. It will allow a first-time demonstration of the formation of medium an-

tiprotonic atoms (iodine anions) inside the AEgIS setup. The flexible functionality of

the designed beam line will also include the possibility of extraction of trapped species

into portable particle traps.



Chapter 6

Bunch compression and target
interaction

6.1 Introduction

Atomic collision with low-energy antiprotons is the ideal candidate for studying mul-

tiple physical processes occurring when antimatter and matter interact. Additionally,

it can help to investigate possible discrepancies between the behaviour of the proton

and antiproton. Some of these discrepancies were discussed in Section 1.5.

Due to the length limitations of the particle traps, it will be beneficial to have

variable antiproton bunches. In addition, to perform target collision measurements

in the low energy regime (≤100 keV), the bunches must be short enough to allow

the triggering of an interaction from which the subsequent reaction fragments can be

associated. This increases the signal-to-noise ratio (SNR), meaning a lower integration

time is needed.

Bunch length also puts other strong limitations on the beam. For stable storing of

short bunches, bunch intensities on the order of 104–105 are required to stay below the

stability threshold defined by beam heating effects, e.g., space charge and IBS, leading

to emittance degradation. One of the ways to compensate for emittance growth inside

149
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the ring is the well-understood electron cooling technique [97]. Currently, bunch com-

pression in the ELENA, AD and CSR rings is based on the bunch rotation approach,

discussed in Chapter 1. This method has demonstrated bunch compression using an

in-built RF system. Additionally, the same bunch compression technique can be ap-

plied within an electrostatic transfer line from the ELENA storage leading from the

ring to one of the experiments. In this case, it is also called velocity bunching [166]

in the drift space.

The purpose of this chapter is to demonstrate possible mechanisms to reduce the

bunch length in ELENA and its transfer lines. It also gives practical limitations of the

intensity of the compressed bunch due to space charge and IBS. Careful benchmarks of

analytic estimation and results from the tracking provide confidence in these findings.

In addition, an example of gas-jet target crossing with short and long bunches will be

studied, providing the expected reaction rate. Although the simulations demonstrated

in this chapter were done for the specific case of the ELENA ring, the same principles

and tools can be applied to any low-energy machine.

6.2 Velocity bunching principle

When a storage ring operates at low energy with v ≪ c, one of the practical techniques

to perform longitudinal bunch compression is utilising an RF cavity and a free particle

drift space. In this case, the phase-dependent voltage pulse introduces a correlation

between position and energy within the bunch and in the drift, compression occurs

due to velocity differences. This principle is equivalent to bunch rotation described

in Subsection 2.3.8 but in this section, it will be shown for a single particle. Velocity

bunching is schematically illustrated in Fig. 6.1, which represents the longitudinal

phase space of a bunch with z, the longitudinal position of particles and δ ≡ ∆E/E

the energy difference relative from the reference particle values. Consider a particle

in three different propagation stages: before entering the RF cavity, (z1, δ1); after the
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Figure 6.1: Principle of velocity bunching with antiprotons.

cavity, (z2, δ2); and at the end of the drift space, (z3, δ3). These points are related by

z2 = z1 δ2 = δ1 −
qV0
Ei

sinφ, (6.1)

z3 = z2 +R56δ2 δ3 = δ2, (6.2)

where q is the particle charge, V0 is the cavity voltage, Ei is the initial particle energy,

φ is the relative phase of the particle with respect to the zero crossing of the cavity

voltage and R56 is the transfer matrix element which denotes relative energy deviations.

The initial and final stages are linked by

z3 = z1 +R56(δ1 −
qV0
Ei

sinφ), (6.3)

δ3 = δ1 −
qV0
Ei

sinφ. (6.4)

The phase φ can be rewritten as a function from longitudinal position z1 in the form

φ = −ωz1/v, with ω being the angular frequency. Considering this, an energy “chirp”

χ = −2πqV0
λEi

sinφ, (6.5)

can be introduced where v is the particle velocity and λ is the wavelength. Due to the

small phase difference within a bunch, a Taylor expansion can be applied to the sine

function, and the final values for bunch length and energy spread of particle distribution
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can be written as

σzf =
√

(1 + χR56)2σ2
zi
+R2

56σ
2
δi
, (6.6)

σδf =
√
σ2
δi
+ χ2σ2

zi
. (6.7)

Full compression is achieved at R56 = −1/χ, so called “over-compression” can be

obtained at 1 + χR56 > 0 and “under-compression” when 1 + χR56 < 0.

The main advantage of this method is its flexibility. It might reasonably be applied

to any in-ring cavity system, and significant compression will occur after an optimal

number of turns.

6.3 Multi-harmonic cavity

To achieve the requirements of a slowly controlled deceleration process, the ELENA

ring is equipped with a low voltage, wide-band normal conducting cavity. The RF

system provides voltage in a range extending from 144 kHz to above 2 MHz in 100 V

and 500 V levels of amplitude respectively as shown in Fig. 6.2. The cavity design

Figure 6.2: Working voltage curve for 0–2.5 MHz frequency range and
schematic structure of the ELENA RF system.
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is in the form of a coaxial resonator with the accelerating gap in the centre and two

Finemet® [167] type magnetic alloy (MA) cores on each side. By varying the magnetic

permeability of cores, the total inductance of the cavity is changed, therefore varying

the operating frequency and bandwidth of the cavity.

The first systems using a similar type of MA and working principle were installed

in KEK JHF synchrotrotrons [168], LEIR [5] and recently replaced the existing RF

cavities in the PS Booster during the Long Shutdown 2 (LS2) at CERN [169]. The

Figure 6.3: CAD model of ELENA with main elements highlighted. The
RF system installed inside the ring is depicted in the centre.

cavity decelerates a bunch from AD at h=1 (h1) and is turned off for electron cooling.

After sufficient cooling time (of the order of seconds), the beam is bunched again and

extracted to the electrostatic transfer lines going to a number of experimental areas.

Using bunch rotation or bunched beam cooling prior to extraction may provide shorter

bunches. The first measurements showed that using two combined processes at h1,

a bunch length was reduced from initial an 600 ns to around 200 ns [170]. Further

investigation of this phenomenon in the next sections will highlight the limitations in
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obtaining even shorter bunches.

6.4 Bunch Compression in ELENA ring

To understand the behaviour of a particle distribution as a function of the RF system

parameters and the initial bunch charge, I performed simulations using BMAD. In

addition, a Python interface has been included to simplify the bunch transfer to other

codes at any stage of tracking. Previously, studies of the ELENA ring (Fig. 6.3) were

thoroughly carried out via the MAD-X simulation code, which provides a good refer-

ence point. The latest version of MAD-X optics [137] was successfully converted into

the BMAD format utilising an embedded converter and linked with other simulation

tools within the Python program. Figure 6.4 shows the corresponding transverse be-

tatron functions and the first-order horizontal dispersion inside the ELENA ring when

the RF voltage is equal to zero. Calculations were made in two modes: single-particle

beam dynamics at the reference energy (solid lines) and via tracking a generated beam

distribution (dots). The effect of the lattice on the longitudinal plane has been eval-

Table 6.1: Simulation parameters for the ELENA and an injected bunch.

Parameter Value
Bunch length r.m.s σz,t (m, ns) 0.3282, 75
Relative momentum spread ∆P/P0 1× 10−4

Reference momentum P0 (MeV/c) 13.7
Horizontal/vertical emittance ϵx,y (mm mrad) 2.5, 2.5
Nominal working tunes Qx,y 2.454, 1.416
Total charge C (pC) 0.72
Horizontal/vertical size r.m.s σx,y (mm) 3.55, 3.35
Revolution period T (µs) 6.95
Relativistic beta β 0.0146

uated by tracking a bunch distribution generated with BMAD and matched to the

optical parameters at injection. The full properties of the bunch are summarised in

table 6.1. In order to account for collective effects later, this distribution consisted of
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128,000 macro-particles with a charge of qm ≈ 0.06 fC that corresponds to bunch in-

tensity of Nb=0.45 × 107 antiprotons. Similar to the beam initialisation from Chapter

5, the bunch generated in 6D had a 3D Gaussian shape truncated at 3σ, where σ is the

standard deviation. After bunch tracking had been performed with different RF volt-

Figure 6.4: Optical functions of ELENA combined with horizontal disper-
sion. Solid lines represent values from single-particle dynamics and dots
values obtained from bunch tracking.

ages, an optimum number of turns was estimated without any collective effects. The

first harmonic of RF and 100V voltage creates stable bunch rotation with a maximum

compression which occurred every 34 turns with σz=4.6 cm or in time units ≈ 10 ns,

this is shown in Fig. 6.5. The number of required turns, as expected, corresponds to

one quarter of the ELENA synchrotron period. A higher voltage and harmonic number

may provide faster compression but result in bunches with higher momentum spread.

Experimental benchmarks of the results can be achieved by utilising sensitive beam

current transformers for low bunch charge operation with antiprotons or H− ions.

Alternatively, this compression can be carried out in the transfer line. This is

analysed and discussed in the next section.
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Figure 6.5: Evolution of bunch parameters during 1,000 turns for the first
RF harmonic. (a) Standard deviations of bunch length and momentum
spread from tracking distribution with an RF voltage 100V. (b) Longitu-
dinal phase-space of the fully compressed bunch (34 turns) within a stable
separatrix bucket.

6.5 Bunch Compression in ALPHA transfer line

In the previous chapter, the layout of the transfer lines was shown. The lines naturally

have drift spaces between the focusing and bending elements. These spaces could allow

for the installation of additional beam instrumentation or RF cavities which can be

used for the proposed beam manipulation.

As an alternative to the in-ring bunch compression method, I had also consid-

ered bunch compression in one of these transfer lines with the one-time crossing of

a high-gradient normal conducting or ferrite loaded/MA cavity [171, 172], similar to

that installed in ELENA. Additionally, it could also provide higher flexibility of bunch

length manipulation for existing experiments. Firstly, the bunch compression distances

had been analytically examined for cavity voltages in the range 30–60 kV, which cor-

responds to 15–35m drift distances using equations 6.6 and 6.7. In Fig. 6.6, we can

see that the momentum spread in the bunch is strongly dependent on the cavity volt-

age. However, it only has a small impact on the minimum attainable bunch length.

To verify these predictions, benchmark simulations in BMAD and G4beamline were

performed using extended models of the ALPHA beam line described in the previous

chapter. Figure 6.7 shows a detailed 3D layout of the transfer line indicating the pro-
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Figure 6.6: Evolution of bunch properties for different RF voltages applied.

posed RF system location and the beam monitor located 19.4m apart. Both models

treat the RF cavity element (Fig. 6.7b) in a similar manner when the zero-crossing

of the sinusoidal voltage curve is synchronous with the reference particle. The initial

Figure 6.7: (a) The visualisation of transfer lines simulation model con-
structed in G4beamline. (b) The RF system with 30 cm accelerating gap.(c)
Detection of the compressed bunch.

6D tracking distribution was generated in BMAD combining transverse values from

table 6.1 for this transfer line and the experimentally measured bunch length from
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[170]. Figure 6.8 shows the benchmark of G4beamline and BMAD after compression

for the bunch parameters mentioned above. Both codes had the same description of the

electrostatic deflectors—3D field maps created utilising CST. Table 6.2 compares the
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Figure 6.8: Bunch length at the detector obtained from G4beamline and
BMAD. Times are relative to the reference particle.

bunch length and intensity at the location of the bunch length minima during bunch

rotation. The transmission intensity of the beam decreases from the initial value due

Table 6.2: Compressed bunch at the detector

Parameter G4BL(f.map) BMAD(f.map)
Bunch length σt (ns) 1.15 1.13
Momentum spread ∆P/P0 0.0054 0.0054
Transmission (%) 38.0 38.5

to the limited energy acceptance of the slow deflector, in addition to physical aper-

ture limitations. Further optimisation of the optics and orbit correction may help to

decrease beam losses downstream of the experimental line. An additional obstacle
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considered in the next sections is beam instabilities caused by increasing space charge

impact which limits the stable bunch intensity and compression efficiency.

6.6 Space charge limitations

So far, bunch compression was considered without taking into account the collective

effects. In the next sections, it will be shown how the bunch length, beam emittance

and bunch intensity affect the stability of the beam. For this study two simulation

methods were utilised: 3D PIC model from BMAD, which allows longitudinal tracking

of unmatched bunches, and the frozen space charge model (a semi-analytical Bassetti-

Erskine model [173]) in SixTrackLib with PyHEADTAIL space charge kicks. This type

of study was previously suggested and performed for SIS100 [174, 175]. The shrinking of

the bunch with an initial charge of 0.72 will inevitably lead to IBS leading to emittance

growth and longitudinal decompression. The 0.72 bunch length and charge are critical

limitations resulting in an incoherent tune shift ∆Qx,y≈ −0.12 for the nominal working

tunes. This value was estimated from equation 2.130.

6.6.1 Space charge effect: BMAD models

The simulation aspects of 3D space charge tracking are described by Mayers in [176].

The physical space of the bunch is meshed in three dimensions and the mean charge

density at each node of the mesh is calculated by counting the number of particles

that are located close to it. After the density function is obtained, the electric and

magnetic fields at each node are computed by solving Poisson’s equation. The most

precise BMAD solver uses a Fast Fourier transform (FFT) method when EM field of

the node is presented as the convolution of the charge density and a Green’s function.

The number of 3D grid cells for space charge calculation was set in order to to reduce

the PIC-dependent noise [177] and checked by obtaining a smooth space charge force.

Convergence studies for BMAD were performed to ensure the results were accu-
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rate. Figure 6.9 (left) demonstrates horizontal emittance change depending on the

number of tracked particles and resolution of the mesh. The right side of the image

shows the number of particles per cell. For these tracking studies, a bunch consisting of

128,000 macro-particles and a mesh of 40× 40× 80 cells was considered as sufficiently

precise. This corresponds to the density of 1 macro-particles per cell.

Figure 6.9: Dependence of horizontal emittance growth as a function
of grid size and macro-particle number (Top Left). Relative change of
emittance per cell at each configuration (Bottom Left). Particle density
dependence on grid size.

Tracking has been performed in BMAD for 200 turns within the ELENA ring and

additionally in the ALPHA transfer line for two different assumed bunch intensities.

Figure 6.10 shows the evolution of horizontal emittance and length of the bunch for

both compression scenarios. The horizontal emittance reversible growth during the

bunch rotation inside the ring is understood quite well and happens due to transverse-

longitudinal coupling in PIC simulation. Very similar behaviour was previously thor-

oughly studied in [178] on an example of 180-degree rotation for the heavy-ion syn-

chrotron.

Next, the same simulation of bunch rotation in BMAD was performed with a

simplified representation of space charge impact in PyHEADTAIL.
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Figure 6.10: Evolution of bunch parameters with space charge enabled.
(Top) Horizontal emittance variation for 200 turns. The nominal charge
of the bunch 0.72 considerably increases the shortest length value. (Middle)
The distribution with lower, 10 % particle density has non-linearities but is
closer to bunch length values without space charge. (Bottom) Higher cavity
voltage in the transfer line leads to equally effective compression for both
intensities. Difference occurs close to longitudinal focus point at distance
19.6m.

6.6.2 Frozen & 3D PIC space charge models in PyHEADTAIL

In order to obtain much faster space charge calculations in simulation tools one often

imposes assumptions on the shape of the space charge fields, while the simulated re-

sults should ideally resemble the self-consistent results. Such models are referred to

as frozen space charge. For the long bunches, the transverse fields of the Gaussian

distribution can be computed with the Bassetti-Erskine formula. In the longitudinal

plane, one readily applies a Gaussian line charge density profile. In this work, the

above 6D Gaussian bunch shape was assumed and its field map was computed before

the simulation with the initial r.m.s values for the transverse and longitudinal planes

and it is centred on the computed orbit.
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During the simulation, these parameters remain constant and the particles of the

tracked distribution are treated as test particles probing this distribution. Firstly, the

machine optics (Fig. 6.4) was given as a thin lattice model to SixTrackLib. Further,

the bunch parameters from table 6.1 were defined. The lattice was modified with

a number of space charge kick points defined by PyHEADTAIL. Schematically this

process is shown in Fig. 6.11. Realistic 3D PIC calculation of space charge was done

RF kick

PyHEAD.

SC kick

SixTrackLib

ELENA

Figure 6.11: Scheme of tracking simulation with the frozen space charge
in SixTrackLib+PyHEADTAIL.

almost in the same way but with frozen markers replaced by computation on a grid

with an optimal resolution (one particle per cell).

Both modes provide an internal benchmark of tracking with space charge in the

case of the matched beams when bunch properties do not change significantly over

many turns. For unmatched/non-Gaussian beams, the PIC model provides a more

accurate estimation.

6.6.3 Long matched and short unmatched bunches. Proper-

ties, tune footprint.

The working tune point of the ELENA is carefully selected to avoid the close prox-

imity of resonance lines and also to ensure that available free space is big enough to
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accommodate the tune footprint of the bunch.

In this subsection, I will provide a comparison of properties of tune footprints

for bunches that have four main different parameters: transverse emittance, bunch

length, momentum spread and intensity. All cases are listed in table 6.3. Two types

Table 6.3: Compared bunch examples and parameters

Case Transverse emit.,
mm mrad

Bunch length
r.m.s, m

Momentum
spread r.m.s

Bunch
intensity

A) Matched long 2.5 0.3284 7× 10−4 4.5× 106

B) Matched long (cool.) 1 0.3284 2.5× 10−5 4.5× 106

C) Unmatch.long (cool.) 1 0.3284 1× 10−4 4.5× 106

D) Matched. short 2.5 0.05 1× 10−3 4.5× 106

E) Matched. short 2.5 0.05 1× 10−3 4.5× 105

of situations were considered for these bunches: matched (constant bunch length) and

unmatched (bunching/bunch rotation) within an RF bucket.

To begin with, Fig. 6.12 demonstrates the tune footprint for the matched bunch

without cooling, at the lowest ELENA extraction plateau. The difference between

Figure 6.12: Particle tune distribution from combined SixTrack-
Lib+PyHEADTAIL simulation. Tune footprint on the left from a 3D PIC
and frozen simulation models (A).



Chapter 6. Bunch compression and target interaction 164

Figure 6.13: Transverse emittance and bunch length behaviour in the
simulation example (A).

the frozen and PIC space charge models becomes noticeable only at the tail of the

distribution, but generally, the static description of space charge is good enough for

the first assessment. However, in case of a strong space charge impact, the unmatched

bunches, or when a bunch is affected by machine imperfections, PIC will provide a

more accurate representation. The transverse emittances stabilise almost on the same

value after tens of turns and bunch length oscillates around the initial value, Fig. 6.13.

The next scenario describes bunch behaviour when the momentum spread of the

cooled beam, obtained during one of the measurement campaigns [149]. As you may

notice, the tune spread in Fig. 6.14 is large enough to cross one of the third-order

resonances. Here nothing happened due to the fact that machine errors were disabled,

so the bunch length and transverse emittance in this scenario remain at equilibrium,

Fig. 6.15. In reality, the main dipole magnets and quadrupoles of the ELENA ring

have parasitic multipole components, The multipole components, up to decapole order,

were investigated via magnet simulations and magnetic field measurements [179–181].

To demonstrate the impact of errors and to validate created simulation model the

closest multipole components were implemented: dipolar, quadrupolar and sextupolar.

The maximum amplitudes of the errors were defined as a combination of constant



6.6. Space charge limitations 165

Figure 6.14: Particle tune distribution from combined SixTrack-
Lib+PyHEADTAIL simulation. Tune footprint on the left from a 3D PIC
and frozen simulation models (B).

Figure 6.15: Transverse emittance and bunch length behaviour in the
simulation example (B).

b0..2 = 1 × 10−4 and random component up to 1 × 10−4. Figure 6.16 demonstrates

the impact on the tune spread and emittance when the working point is located closer

to resonance lines. As one may notice, the coupling resonances capture a portion of

the particles and sum resonance increases the emittance, which is also seen as a tune

spread blurring.



Chapter 6. Bunch compression and target interaction 166

Figure 6.16: Particle tune distribution obtained from tracking with PIC
space charge and randomised lattice errors. Tune footprint highlights reso-
nances that cause emittance growth.

The best approach to minimise such undesired behaviour of the beam is the se-

lection of proper bunch parameters and machine working points, depending on the

existing machine errors. It can be done via a thorough tune scan with all relevant

imperfections as demonstrated in [174, 175] and such verification is beyond the scope

of the current work.

Figure 6.17: Particle tune distribution from combined SixTrack-
Lib+PyHEADTAIL simulation. Tune footprint demonstrates unmatched
case (C).
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Figure 6.18: Transverse emittance and bunch length behaviour for the
unmatched bunch example (C).

The following investigated scenario is similar to previously performed in BMAD -

bunch rotation combined with 3D space charge. An unmatched bunch was simulated

at an RF cavity voltage of 100V and frequency corresponding to the first RF harmonic.

The obtained tune spread can be seen in Fig. 6.17. Interestingly enough, despite the

blurriness of the footprint, the distribution mostly resembles the fuzzy matched scenario

(Fig. 6.14). It means that bunch rotation is fast enough to distort the beam minimally

and this technique can be utilised for experiments that require more extreme bunch

conditions unavailable in the matched case for such a bunch length and intensity.

Transverse emittance behaviour, Fig 6.18, is in agreement with previously obtained

results in BMAD for a larger emittance. When the bunch is fully compressed, an

emittance growth is observed due to the dispersive component of the horizontal beam

size. After five hundred turns, this instability leads to non-reversible emittance growth.

Nevertheless, bunch length degradation is quite slow and changes from the initial 5 cm

to 7.5 cm at the end of the simulation. Further studies of such scenarios, combined

with magnetic errors, might define more clearly the limitations as well as mitigation

methods of beam quality disruption.

The subsequent studied case (D) clearly demonstrates the impossibility of short

bunch formation, in the situation when the momentum spread is matched within an



Chapter 6. Bunch compression and target interaction 168

RF bucket and the bunch intensity is the same as for the 32.5 cm case, as shown in

Fig. 6.19. This situation corresponds to non-cooled bunch re-capture after the bunch

rotation process. The defocusing power of the space charge force is big enough to

Figure 6.19: Particle tune distribution from combined SixTrack-
Lib+PyHEADTAIL simulation. Tune footprint for the matched case of
the short 5 cm bunch (D).

shift the working point of the machine, in the case when this effect was not considered

during the lattice matching of tunes.

One of the alternatives in order to obtain a bunch with desired parameters is to

decrease bunch intensity, as was shown in the BMAD example. The last considered

example is the same bunch as for (D), but with a ten times smaller macro-particle

charge. Figure 6.20 shows the tune spread on the resonance diagram, together with

the comparison of tune projections with the previous simulation. It is quite close to

the very first (A) case, where the long matched bunch was considered. The right side

of the image shows a comparison of tune projection for the nominal and decreased

intensity. The size of the tune spread is quite small and leaves the possibility for

further shortening or cooling to smaller transverse emittances.
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Figure 6.20: Particle tune distribution from combined SixTrack-
Lib+PyHEADTAIL simulation. Tune footprint for the matched case of
the short 5 cm bunch with ten times decreased intensity (E).

6.7 Impact of IBS and electron cooling

The electron cooling system in ELENA is a helpful instrument to overcome IBS and

space charge heating during bunch rotation. In the past, predictions about properties

of a circulating beam under the presence of IBS and electron cooling, utilising BETA-

COOL software [182], showed good agreement with experimental values in the case of

low-energy machines [183, 184]. In the bunch compression study, a simulation of the

cooling process with a bunched beam and the evolution of cooling efficiency in time is

calculated.

6.7.1 Model in BETACOOL

The parameters used in the simulation of the ELENA electron cooler are shown in table

6.4. To define lattice properties, the optical functions from Fig. 6.4 were used together

with h1 RF voltage of 100V. The injected macro-particle distribution was directly

converted from BMAD to BETACOOL standards and tracked for 1,000 turns to un-
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Table 6.4: Parameters of ELENA electron cooler at 100 keV plateau

Parameter Value
Electron beam energy (eV) 55
Beam current (mA) 1
Density of the beam (m−3) 1.41× 1012

Length of the interaction drift (m) 0.85
Magnetic field in the drift region (kG) 0.1
Electron beam radius (cm) 2.5
Effective temperature of electron beam (eV) 2× 10−4

Betatron functions βx,y (m) 2.103, 2.186
Horizontal dispersion Dx (m) 1.498

derstand the overall level of beam equilibrium. Additionally, it provided a good bench-

mark for results obtained in BMAD. The cooling effect was applied using Parkhomchuk

friction force model [185] with a uniform cylinder coasting electron beam.

6.7.2 Cooling efficiency

The simulated 1,000 turns correspond to ≈ 7ms of the cooling process at the 100 keV

ELENA working plateau and show the early impact on the beam. Additional collective

effects caused slight mismatch and decompression of the bunch as shown in Fig. 6.21a.

This happens as a consequence of emittance exchange between the longitudinal and

transverse planes. From the emittance evolution, plotted in 6.21b, we can see that

continuous electron beam affects the ions mostly in transverse phase space. Figure

6.21c shows the resultant longitudinal growth rates which evolve periodically due to

the bunch rotation process and slow decay of the bunch IBS heating due to expansion

and decompression. The application of the Martini model results in the coupling

between horizontal emittance and bunch length depicted in Fig. 6.21d. Most of the

growth happens when the bunch has a minimal momentum spread (growth in steps).

The next section brings more attention to the bunch behaviour, via my independent

implementation of IBS in Python.
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Figure 6.21: Simulation results from Betacool. (a) Comparison of bunch
length change with h1 and RF voltage 100V for (red) BMAD and (blue)
BETACOOL. (b) Evolution of bunch emittances during bunch rotation with
electron cooling and IBS combined. (c) Changes in longitudinal growth
rates may provide a better understanding of overall bunch evolution. (d)
Coupling of horizontal emittance and bunch length during bunch rotation
under the impact of IBS solely.

6.7.3 Simulation of IBS in PyHEADTAIL

In PyHEADTAIL, the accelerator can be represented as a concatenation of elements

where various particle tracking steps are performed. A beam is described as a large

number of macro-particles that represent a clustered collection of physical particles.

It allows large beam intensities to be treated in a realistic manner and within the

limitations of computational power. The particle beam itself is transported from one

element to another by means of transfer matrices, including detuning effects such as

chromaticity and amplitude detuning from octupoles. The machine optics in the trans-

verse planes can be obtained from beam dynamics codes such as MAD-X or BMAD.

The tracking of the beam in the longitudinal plane is performed either via linear syn-

chrotron motion or via full non-linear RF kicks which also support multi-harmonic RF
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systems. After each tracked segment of the one-turn map collective interactions can be

modelled via a kick, e.g., space charge kicks or, like in this study, IBS kicks calculated

from an effective (analytical) growth rate model based on the full lattice.

Table 6.5: Simulation machine and beam parameters for antiprotons in
the ELENA ring at the low-energy plateau.

Parameter Value
Coulomb logarithm Clog 12.5
Bunch length rms σz,t (m, ns) 0.3282, 75
Relative momentum spread ∆P/P0 1e-4
Reference momentum P0 (MeV/c) 13.7
Hor./vert. rms emittance ϵx,y (umrad) 2.5, 2.5
Nominal working point Qx,y 2.454, 1.416
Bunch intensity Nb 4.5e6
Maximum βx,y (m) 14.1, 4.5
RF voltage Vrf (Volt) 0 and 100
RF frequency (kHz) 144

6.7.4 Benchmark in multiple tools

In analogy to [186], the ELENA ring was simulated and antiproton beam parameters

at the low-energy extraction plateau in order to compare different calculations of IBS

growth rates in MAD-X, Betacool [102] and JSPEC against the Python implementation

in PyHEADTAIL, that was written by myself. The latter two codes are expected to

be in close agreement as their implementation is equivalent. Table 6.5 summarises

all important values that were used for the simulation input. MAD-X was used to

compute the machine optics. The initial growth rates from all codes are given in table

6.6. When the growth rates are known, it is possible to calculate the mean square of

the scattering angle θ as an extra addition to the initial momentum components of the

particle. After the random scattering of all particles from this distribution, e.g., the
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Table 6.6: Calculated growth rates.

Sim. code, (model) τx, s
−1 τy, s

−1 τz, s
−1

PyHEADTAIL (Martini) 0.2239 -0.3074 51.64
JSPEC (Martini) 0.224 -0.3074 51.65
Betacool (Martini) 0.216 -0.301 51.71
PyHEADTAIL (BM) 0.2208 -0.3061 51.69
JSPEC (BM) 0.221 -0.3062 51.69
MAD-X (Mod. BM) 0.2109 -0.3034 52.48

updated horizontal emittance can be found from

ϵx,new =
√

⟨(xi − ⟨x⟩)2⟩ ⟨(x′i − ⟨x′⟩+ θ)2⟩ (6.8)

with ⟨θ2⟩ determined by the growth rates and time step dt,

⟨θ2i ⟩ = 2
ϵidt

βiτi
. (6.9)

The horizontal and vertical emittance growth in tracking simulations with JSPEC

and PyHEADTAIL based on the growth rates computed above are demonstrated in

Fig. 6.22. The duration of this simulation corresponds to 100 turns.
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Figure 6.22: Comparison of transverse rms emittance evolution between
JSPEC and PyHEADTAIL.
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Both codes predict the same evolution: increasing horizontal emittance due to

positive growth rates and decreasing vertical emittance due to negative growth rates.

The jitter in the horizontal plane can be attributed to the random distribution of the

applied scattering angle θ in the IBS kick. While PyHEADTAIL continuously tracks

the same distribution self-consistently, JSPEC assigns a random phase advance for each

particle after the given time step dt (which allows faster tracking and avoids numerical

resonance artifacts but inherently leads to jitter). The residual small discrepancy in

the vertical plane can thus be attributed to the difference in the particle propagation

in PyHEADTAIL and JSPEC.

As an applied benchmark of our module, the dynamic process of bunch rotation

has been investigated by employing full 6D tracking. The PyHEADTAIL model of the

ring assumes smooth approximation with mean values of the optics calculated from

2.132. The resulting evolution of the bunch length and longitudinal growth rates are

shown in Fig. 6.23. The maximum longitudinal growth rate is observed when the bunch

Figure 6.23: Bunch length and longitudinal growth rate evolution during
the bunch rotation process.

is fully extended and the momentum spread is the smallest, in line with the theoretical

scaling to first order: 1/τp ∝ σp. The overall growth rate value has slightly decreased

after one full rotation due to an increase in momentum spread from the IBS heating.

The instantaneous growth rates in black compare well to the corresponding statically
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computed JSPEC values in red. The top panel in Fig. 6.24 depicts the horizontal

growth rate 1/τx during the bunch rotation, again agreeing with PyHEADTAIL and

static JSPEC predictions. The lower panel displays the evolving horizontal r.m.s emit-

tance ϵx: each time the bunch is maximally compressed and 1/τx peaks, ϵx exhibits a

fast increase.

Figure 6.24: (top) horizontal growth rate τx and (bottom) horizontal r.m.s
emittance ϵx evolution during bunch rotation.

6.8 Stable conditions for ultra-short bunches

This section combines all previous findings to present stable bunch conditions inside

the low-energy machine under high compression.

As we have seen, the ELENA bunch with an initial intensity of 4.5×106 antiprotons

and bunch length of 5 cm will experience an increase of impact from collective effects.

One of the simplest ways to maintain the stability of the short bunches inside the ring

is to decrease the initial bunch population by a factor >10.
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Thus, I investigated how incoherent tune shift value varies with the bunch length

and bunch intensity using the SixTrackLib+PyHEADTAIL simulation framework. The

obtained distributions of the particle tune shifts with ∆Qx,y of -0.07 and -0.1 for 75

or 5 ns matched bunches (δ75 = 7 × 10−4 and δ5 = 4 × 10−4) are very close in size

and shown in Fig. 6.25. This result coincides well with values that can be obtained

analytically for the Gaussian beams.

Figure 6.25: Tune distribution of the matched ELENA bunches. (Left)
Bunch length with 5 ns r.m.s and intensity of 2.8×105 antiprotons.(Centre)
Bunch length with 75 ns r.m.s and intensity of 4.5×106 antiprotons. (Right)
Comparison of tune projections for both cases.

Presently the ELENA ring operates with four bunches when the RF cavity voltage

amplitude is around 50V and its RF frequency corresponds to the harmonic number

h=4. The tolerated bunch intensity in the case of 5 ns long bunch is higher than

the intensity threshold due to collective effects. Therefore, a bunch of lower intensity

must be used for the bunch shortening procedure. In this example, three bunches are

extracted from the ring as shown in Fig. 6.26 and the remaining bunch is adiabatically

debunched into a coasting beam and then re-bunched again at the higher harmonic

h=16 and cavity voltage of 500V which are peak operating parameters of ELENA RF

system at h16. This limitation is imposed by the maximum power supplied to the

cavity.

To demonstrate the feasibility of such a scenario and to check the bunch length
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Figure 6.26: The proposed re-bunching scheme for ELENA ring: (1)
Ejection of three bunches from the ring; (2) De-bunching of the remaining
bunch; (3) An adiabatic re-bunching at h=16 with RF voltage of 500 V.

that can be theoretically attainable, I have investigated the re-bunching stage for the

cooled coasting beam using the ESME [71] simulation tool.

The initial beam population (KIND=4, from ESME manual) had a random uni-

form distribution of longitudinal coordinate over the ring ([−π, π]) and a Gaussian

distribution in momentum spread, δ, with 2× 10−5 r.m.s which is achievable according

to [149]. This momentum spread determines the final r.m.s of momentum distribution

and hence the time span of the matched bunch.

An outcome of the bunching process for 0.5 s is shown in Fig. 6.27. For the initial

conditions, the final phase occupation of the single bunch within the selected contour is

0.26° r.m.s which corresponds to the bunch length of 5 ns r.m.s. The final momentum

spread δ is equal to 4×10−3 r.m.s. The obtained bunch in ESME and the matched 5 ns

bunch in Fig. 6.25 from PyHEADTAIL are in quite good agreement with each other.

This result demonstrates one of the stable scenarios for short bunches. More

extensive analysis can provide alternative parameters which will keep the tune spread

below the dangerous threshold. Ultimately, one can perform an N-dimensional grid

parameter scan of this problem to obtain desired bunch properties for specific machine

parameters, Fig. 6.28.
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Figure 6.27: (Left) The longitudinal distribution of 128000 macro parti-
cles after the re-bunching process. The miniature image in the left corner
demonstrates a single bunch inside the RF bucket in the time domain.
(Right) Momentum distribution of particles within the contour at the top
and time distribution of the same particles at the bottom after re-bunching.

Figure 6.28: Example of tune shift scan with the analytical equation for
Gaussian bunch.
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6.9 Beam-gas target overlap

The collision of a low-energy antiproton beam with the target inside the storage ring

has a number of advantages over single-pass experiments in a transfer line. The beam

revolution frequency on the order of 2.3 MHz compensates for the loss in interaction

luminosity due to the decreased bunch density. Beam cooling processes and small

interaction lengths will mitigate multiple particle scattering on a target and improve

the energy resolution of detected reaction fragments. However, complex requirements

(decreased intensity, large momentum spread, short extraction time) for the circulating

beam will likely exclude the possibility of simultaneous operation of other experiments

with the same efficiency level.

6.9.1 Gas jet target

The delivered gas jet densities are in the range of 1012 – 1015 atoms cm-2 [187]. To

achieve larger densities, the gas is pushed through a cooled nozzle applying a high

input pressure.

An acceptable boundary of the target density may be defined by the ability to

compensate for the energy loss and scattering of the beam particles via cooling and

the RF cavity systems or technical capabilities of the gas-jet system.

The combination of this type of target with the so-called “reaction microscope”

provides the opportunity to obtain the full momentum vectors of recoil-ions and elec-

trons in coincidence. The general design and principle of operation are shown in

Fig. 6.29. The target gas is crossed by a projectile beam. The produced reaction

fragments—ion and the electron(s) are guided towards the position- and time-sensitive

detectors by an electric field and propagate through a drift region. An overlaid mag-

netic field produced by Helmholtz coils forces the particles on a helical trajectory and

thereby significantly increases the energy acceptance for detected reaction products.
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Figure 6.29: Schematics of reaction-microscope utilising a gas-jet target.

6.9.2 Geant4 simulation and reaction rates

To apply this technique for 100 keV antiprotons, I have studied the collision of an-

tiprotons with atomic helium gas-jet in Geant4. One of the most straightforward ways

to test the theory is to study the single-electron ionisation of the target. Physical

models included in Geant4 provide such a possibility via the G4hIonisation method,

which offers the continuous energy loss due to ionisation and simulates the “discrete”

part of the ionisation, that is, recoil electrons produced by antiprotons. However, to

obtain a more realistic reaction rate, I implemented new total cross sections, defining

the numbers given by Kirchner [188] for the interaction of 101.6 keV antiprotons with

atomic helium. Initially, a default total cross section of 0.128Å2 (10−16 cm-2) provided

by a combination of low-energy physics modules QBBC and EMZ were approximately
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five times smaller than measured, a comparison is shown in Fig. 6.30. Hadronic cross

Figure 6.30: Dependence of the cross section for reaction of single ioni-
sation of atomic He from the kinetic energy of antiprotons.

sections of elastic and inelastic antiproton/proton collisions with He nucleus are in

the order of few barns [189]. The sum of both processes at 100 keV gives only 6 b

in this Geant4 physics list. It means that vacuum contamination of the storage rings

comes mostly from the gas-jet injection system. The antiproton energy loss is obtained

according to the quantum harmonic oscillator model [190] and takes into account the

Barkas-Andersen effect [191]. Additionally, my simulation also confirmed the efficiency

of the bunch compression, resulting in a decrease in the time spread of the detected

signal.

The geometry of the setup is shown in Fig. 6.31, and consists of a gas-jet target

made of helium with atomic concentration 2.5×1014cm-3, a set of ideal detectors (100 %

efficiency) which save properties of entering/leaving beam as well as secondary particles

produced by the interaction. A gas jet width of 3 mm was considered, which is equal to

2σx,y transverse dimensions of the bunch. The time distributions of secondaries when

p̄ bunch σt set to 1, 5 and 75 ns in orange, red and blue, respectively, are shown in
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Figure 6.31: Geant4 simulation of the collision of antiproton bunch with
helium gas-jet. The main beam is stored before and after the interaction.
The secondary detector records time, position and scattering angles.

Fig. 6.32b. The total number of beam particles is equal to 45 million, which corresponds

to ten turns within the ring or 70 µs. As expected, we can see a significant impact on

the time distribution of secondary electrons and the standard deviations of the time

signal match pretty well with antiproton bunch lengths until the 4 ns boundary.

Detection time for secondaries consists of the sum of three components: the drift of

antiprotons to the target, the time interval of the reaction and the drift of secondaries

to the detector. Therefore, further signal compression is limited by the intrinsic energy

distribution of secondary electrons and the geometry of the setup. The estimated total

reaction rate of such signal in h16 RF mode is κsim=nsec · ν = 5.52 × 109 per second

in a 4π segment of solid angle, where nsec is a number of detected secondaries, and ν

is the frequency of the interaction. Compared to fully analytical calculations of the

ionisation process, it gives a close number if we assume uniform gas jet thickness for
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b

Figure 6.32: Analysis of the interaction of antiproton bunch with helium
gas-jet. (a) Angular distribution of secondary electrons, initial mean angles
for antiprotons are 90 degrees; (b) Time profiles of secondary electrons for
different antiproton bunch lengths.

every antiproton and the absence of other processes:

κcalc=bi · ν · ng · σio · 0.68 = 7× 109, where bi is simulated antiproton number, ng is the

atomic density of the helium gas-jet, σio previously mentioned cross section of ionisation

and 0.68 stands for one sigma probability to hit the gas-jet. Figure 6.32a demonstrates

a polar projection of the angular distribution of secondary electrons stored at the

spherical detector. The maximum intensity after scattering is observed at elevation

angles close to θ = 90 degrees. This implies that one of the possible ways to decrease
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time spread is to narrow a detection solid angle.

However, one should note that this simulation does not consider further behaviour

of the recoil ions of the target. All available ionisation models in Geant4 physics lists

have a simplified treatment of the hadron ionisation process, where interaction with

bound electrons is randomised, and the recoil ion energy is far below 100 eV energy

limit for light ions [192]. This model calculates scattering angles according to energy-

momentum conservation for incident projectile and electron only. Maximum kinetic

energy transfer calculated from simple kinematic relation of head-on elastic collision of

two particles:

Ekmax =
2mec

2(γ2 − 1)

1 + 2γ(me/M) + (me/M)2
, (6.10)

where me and M are, respectively, masses of electron and projectile. For 100 keV

antiprotons this value is 220 eV.

Next, I would like to discuss the only available experimental data compared to a

set of theoretical predictions. This type of experiment was performed in the past for

a helium target in case of 945 keV antiprotons from LEIR and then compared with

1MeV protons [42]. Figure 6.33 demonstrates a comparison of the experiment against

Classical Trajectory Monte Carlo (CTMC) [193], Continuum Distorted Wave (CDW)

and CDW with the eikonal initial state (EIS) [194]. The last two models give good

agreement for the momentum of recoil electrons. Most of the emitted electrons move in

a forward direction after an impact (P∥>0). For the recoil ion momentum distribution

(bottom subplots), CDW–EIS gives the best agreement with the experimental data

for both protons and antiprotons. On the other hand, normal CDW underestimates

it and CTMC overestimates the peak value. As mentioned in [195], this behaviour is

unexpected in light of the agreement between CDW and CDW–EIS for longitudinal

electron momentum distribution. Thus, according to these measurements, there is no

big difference between antiproton and proton impact at the total cross sections level.

Moreover, the shape and maximum locations on Fig. 6.33 are within the experimental
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Figure 6.33: Longitudinal momentum distribution for single ionisation of
helium by 945 keV antiproton and 1MeV proton (data points) in compar-
ison with theoretical CTMC(dashed red), CDW(dotted green) and CDW-
EIS(solid magenta) models. Data obtained and republished with permission
from [195]. Momentum is given in atomic units (Hartree unit system).

uncertainty. So it is not easy to draw a clear contrast between proton and antiproton

from the presented results.

But it actually tells us that the ionisation process for these particles is identical

at the 1MeV energy level. The next Fig. 6.34 demonstrates a comparison of the mean

longitudinal momentum for recoil ions and emitted electrons in He ionisation by protons

and antiprotons as a function of the impact energy. These were calculated using the

CDW-EIS model and compared to available data from the next measurements [42, 196,

197] as well as results of performed Geant4 simulation.

The mean longitudinal momentum of recoil electrons is larger in the proton case
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Impact energy  (keV)

Figure 6.34: The mean longitudinal momentum of the recoil electron and
ion for proton (green) and antiproton (navy) impact on He target as a
function of impact energy. Solid curves represent CDW-EIS theory, and
experimental data were obtained only for recoil electrons [197] (downward
triangles), only recoil ions [196] (upward triangles), and for both recoils
[42] (circles). Geant4 simulation results are shown for 100 and 945 keV
antiproton bunches (yellow stars). Data obtained and reformatted with
permission from [195].

because of the pulling effect after collision in comparison with antiproton repulsion.

The opposite behaviour is observed in theory for recoil ions. Also, one may notice

surprising differences at high energy, where the theoretical model should work best.

Unlike in Fig. 6.33, this recoil property is a responsive quantity to characterise the

distributions since results there appear to be a good agreement between theory and

experiments. Surprisingly, results from the simplified Geant4 simulation model show

good agreement with the measurements, meaning that the recoil ion behaves more like

an observer.

Results from this section showed that the most intense secondary emission hap-

pens in cone opening below 70 degrees and the time distribution is directly related to

the length of the antiproton bunch. Moreover, it also shows that the minimum time

signal width of secondary particles depends on the geometry of the setup and momen-

tum exchange with the primary beam. Past experiments and theory show that recoil
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longitudinal momentum distributions are less sensitive to the projectile charge sign.

An identical experimental setup might be utilised to describe such interaction more

precisely.

6.10 Summary

A set of bunch compression methods was discussed and developed in order to perform

high-precision experiments within a beam line or storage ring. The first presented

method is suitable for a typical crossed-beam atomic physics experiment that uses a

single-pass setup, where the projectile beam is given only one chance to interact with

the target and afterward may be used for further trapping. The longitudinal focusing,

in this case, relies on the bunch rotation principle. However, an exact strategy might

be applied to a storage ring when optimal compression is reached within tens of turns.

Next, it was demonstrated that the higher particle density of a compressed bunch

leads to instability due to the impact of IBS and space charge processes. Two space

charge simulation techniques, frozen and 3D PIC, were utilised depending on bunch

properties and machine operation schemes. Additionally, the IBS effect was imple-

mented into the PyHEADTAIL simulation with a future plan to combine it with space

charge in a more realistic manner (molecular dynamics algorithm for example). The

benchmark study demonstrated perfect agreement with the rest of the simulation codes

that implemented the IBS effect. For the ELENA case, it was shown that space charge

plays a more dominant role in bunch emittance growth. The nominal intensity is

too high to sustain stable beam conditions during bunch compression. Multiple cases

were studied and provided a suitable solution for future experiments. A more realistic

simulation of a machine will require a detailed implementation of magnet errors and

optional compensation of the beam growth with electron cooling.

Finally, the interaction of the compressed bunch with an atomic helium gas jet

was studied via created and fine-tuned Geant4 model. A comparison of the results

with the available experimental and theoretical data showed that we are still missing
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certain aspects of the physics of an interaction process. Additional experimental data

in the energy region below 1MeV is essential for finding the proper conclusion.



Chapter 7

Conclusions

7.1 Summary

The innovative findings of this project demonstrated the possibility of designing and

constructing low-energy machines and experiments with a more realistic approach than

was done before. Consideration of various limiting factors such as imperfections of

magnetic or electrostatic elements, a trade-off between collective effects of the beam,

impact of background (stray magnetic fields, vacuum quality, e.g.) ultimately leads to

antiproton beams with better quality and controlled properties and beam loss minimi-

sation.

These findings also included new developments for the discovery of unknown anti-

matter physics. They aim to provide a solid base for the creation of heavy antiprotonic

atoms, low-energy antineutrons, and possibly antimatter-induced nuclear micro-fission

and fusion.

A novel idea that I had proposed during the project was to utilise existing tech-

nology outside the scope of accelerator physics, to characterize complex 3D fields of

electrostatic elements. The unique MEMS sensor, developed for this goal, utilises a

ray of light fedback through its collimation via electrostatic field strength. Further

189
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improvement of this field sensor may rely on a change of properties of a laser pulse

passing through a miniature field-sensitive crystal. A similar approach was also applied

in the past [198, 199] as a mostly non-invasive way of field characterisation.

A suite of simulation codes was utilised throughout the presented studies. First

of all, two branches of the electrostatic transfer lines from the Antimatter Factory at

CERN have been implemented in G4beamline and BMAD, the longest line towards the

ALPHA experiment and the AEgIS experiment placed alongside. The main steering

components of both beam lines were recreated in CAD and then simulated with CST

Particle Studio to generate high-resolution electrostatic field maps. It also allowed

benchmarking of the field distribution of electrostatic quadrupole against measure-

ments performed with MEMS. To improve tracking performance in G4beamline, the

latest field integration methods and electrostatic quadrupole model were implemented.

The fringe field shape was fitted to match the simulated 3D field. Identical maps of

electrostatic deflectors were also used in the BMAD model. A beam distribution re-

sembling that after extraction from the ELENA ring was tracked in both codes and

showed perfect agreement against the MAD-X baseline model.

Modelling of the AEgIS branch helped to investigate the impact of stray magnetic

field produced via two solenoids of the particle trap. Two different representations of the

field, numerical CST simulation and G4beamline analytic description via coils, showed

good agreement. It clearly demonstrated the importance of an installed corrector

system. As an alternative, mitigation of stray magnetic fields by insertion of passive

µ-metal shields was studied.

One of the biggest highlights of this work was the design of a low-energy (<5 keV)

injection beam line for AEgIS collaboration. The final design satisfied a number of

requests: system compactness, the passage of three beams, large aperture (20mm),

and the possibility of extraction and trajectory correction under the impact of the

stray magnetic field. A realistic CST tracking simulation with space-charge impact

demonstrated beam guidance and deceleration before the injection into the AEgIS

trap.
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This setup will provide the possibility of proof-of-principle studies of antiproton-

bound systems with medium-mass elements - iodine and caesium. The AEgIS team

plans to demonstrate a solid benchmark of the proposed evolution models of such

atoms [200]: 1) antiproton capture process; 2) cascade on lower electron orbits and

3) annihilation with one of the nucleons. Additionally, examinations of these systems

allow for tackling a wide range of physics topics, from tests of fundamental symmetries

to searches for novel approaches to open questions in atomic and nuclear physics [201].

Multiple methods of longitudinal compression of antiproton bunches from ELENA

were investigated. Three different options demonstrated the ability to obtain bunches

with ∼ ns length:

• Bunch compression in experimental transfer lines,

This method requires an additional RF system with a wave amplitude up to

100 kV. The applied voltage determined the maximum compression spot and the

largest momentum spread. Benchmark simulations in G4beamline and BMAD

showed a perfect agreement by achieving 1 ns r.m.s bunch in the ALPHA beam

line. The main advantages of this method are flexibility in required bunch pa-

rameters, minimum disruption to existing beam transport and low impact from

collective effects. Intensity loss due to limited momentum acceptance, the ne-

cessity of additional RF cavity and inefficiency in bunch usage in single-pass

experiments belong to the disadvantages of this proposal.

• Bunch rotation inside ELENA ring,

In this scheme previous method was applied in the ELENA storage ring.

It was demonstrated that an initial bunch could be continuously rotated for a

prolonged time with controlled decompression due to collective effects, rest gas,

and other factors. In this work, the antiproton bunch was compressed to 10 ns

r.m.s at the first RF harmonic. With this option, multi-pass target experiments

can be performed within the storage ring with activation of the detector triggers

only when the bunch is fully compressed. However, due to collective effects,



Chapter 7. Conclusions 192

the intensity of the manipulated bunch needs to be below 3×105 antiprotons for

stability reasons.

• Re-bunching at higher harmonics,

The last alternative is re-bunching of the single antiproton bunch inside the

ELENA ring. It allows bunches of <5 ns r.m.s length at the 16th RF harmonic

to be achieved. However, an intensity decrease is required to avoid the strong

impact from the space charge, as was demonstrated via 3D PIC PyHEADTAIL

simulation. Perfect agreement was found for this re-bunching scheme studied in

ESME and PyHEADTAIL.

The bunch rotation inside the ELENA ring was also studied under the impact of

IBS process. A much slower emittance increase was observed in comparison with the

space-charge effect. It was also discovered that the increase of tune spread in rotation

mode is much slower than in continuous operation with ns bunches. This scheme can

possibly be used for experiments where higher intensity per target crossing is needed.

Finally, reaction rates after the interaction of ultra-short antiproton bunch with

the helium gas-jet were estimated from Geant4 simulation based on available exper-

imental data. Target gas-jet density can be of the order of 108 cm-3 and provide a

sensible signal per second in 4π solid angle. It was found that the mean momen-

tum value for recoil fragments obtained from the simulation was in better agreement

with previously measured data for ≈1MeV antiprotons than suggested via theoretical

predictions.

7.2 Outlook

Further improvements can be focused on improving bunch compression methods and

simulation techniques for collective effects. These include investigation of the stable

bunch parameters for bunch rotation inside the ELENA ring at the fourth RF harmonic,

which should provide compression better than ∼10 ns. Alternatively, one can think
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about improving the momentum spread of the antiproton bunch inside the experimental

beam lines. Experimental benchmark of demonstrated simulations against the ELENA

machine can be performed via excitation of third-order resonance [202].

A better description of the collective effects can be done via a combination of

space charge, electron cooling and IBS within a single simulation tool. Since we op-

erate with relatively low bunch intensities, particle propagation can be implemented

using relativistic and electromagnetic molecular dynamics techniques [203]. On the

experimental side, one may analyse in detail the possible impact of the internal gas-jet

target on the vacuum quality of the machine and the most optimal detector setup for

the registration of reaction fragments.

The demonstrated simulation methods will be of great benefit to other low-energy

machines and experiments. New types of even less invasive measurements of electro-

static or magnetic fields can be developed as a further evolution of the utilised MEMS

sensor. The G4beamline code and ELENA transfer lines simulation can be easily ex-

tended and include other branches, parts of experiments and additional effects, thanks

to the flexibility of the Geant4 toolkit.

Finally, the commissioning of the AEgIS injection line will be done in the near

future and will uncover existing limitations of the setup. A study of the extraction of

low-energy antiprotons into portable particle traps is also planned. Thus, it will also

provide crucial preliminary experience for an even more challenging PUMA experiment.
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