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Abstract
Electrical energy is now widely recognized as an essential part of life for humans, as it powers many daily amenities and 

devices that people cannot function without. Examples of these include traffic signals, medical equipment in hospitals, electrical 
appliances used in homes and offices, and public transportation. The process that generates electricity can pollute the air. Even 
though natural gas used in power plants is derived from fossil fuels, it can nevertheless produce air pollutants involving particulate 
matter (PM), nitrogen oxides (NOx), and carbon monoxide (CO), which affect human health and cause environmental problems. 
Numerous researchers have devoted significant efforts to developing methods that not only facilitate the monitoring of current 
air quality but also possess the capability to predict the impacts of this increasing rise. The primary cause of air pollution issues 
associated with electricity generation is the combustion of fossil fuels. The objective of this study was to create three multiple 
linear regression models using artificial intelligence (AI) technology and data collected from sensors positioned around the energy 
generator. The objective was to precisely predict the amount of air pollution that electricity generation would produce. The highly 
accurate forecasted data proved valuable in determining operational parameters that resulted in minimal air pollution emissions. 
The predicted values were accurate with the mean squared error (MSE) of 0.008, the mean absolute error (MAE) of 0.071, and the 
mean absolute percentage error (MAPE) of 0.006 for the turbine energy yield (TEY). For the CO, the MSE was 2.029, the MAE 
was 0.791, and the MAPE was 0.934. For the NOx, the MSE was 69.479, the MAE was 6.148, and the MAPE was 0.096. The results 
demonstrate that the models developed have a high level of accuracy in identifying operational conditions that result in minimal 
air pollution emissions, with the exception of NOx. The accuracy of the NOx model is relatively lower, but it may still be used to 
estimate the pattern of NOx emissions.
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1. Introduction
The environment suffered from a double-edged effect as a result of rising energy demand: 

increased combustion of fossil fuels and biomass and increased emissions of carbon and flue 
gases [1, 2]. The majority of countries have made an effort to lower air pollution emissions due  
to concerns about climate change and global warming [2]. Nitrogen oxides (NOx), comprising nitro-
gen oxide (NO2), nitric oxide (NO), and carbon monoxide (CO), are considered the primary atmo-
spheric pollutants due to they can be harmful to humans when inhaled in high concentrations [3], 
and cause environmental problems such as acid rain, photochemical smog, tropospheric ozone,  
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and ultimately global warming [4]. The combustion process in many different industries, such as 
gas turbines and boilers in power plants, is a key contributor to the hazardous pollutants (NOx, CO, 
and PM, etc.) emitted into the environment [5, 6].

The objective of this work is to forecast air pollution released from a power plant using arti-
ficial intelligence (AI). Research on the use of AI technology to forecast air pollution using various 
data sets has been published in the literature. A systematic review and a bibliographic perspective 
on air pollution detection are detailed in [7, 8]. Additionally, machine learning algorithms-based 
air pollution detection and forecasting methods have been suggested in [9, 10]. In this study, let’s 
primarily concentrate on forecasting air pollution from a gas turbine power plant that utilized na-
tural gas as fuel. The amount of air pollution, such as NOx and CO, and the efficiency of producing 
electricity, such as turbine energy yield (TEY) was forecast based on a database from [11].

2. Materials and methods
2. 1. Experimental procedures
Fig. 1 shows the flow chart that provides the details of the experimental procedures uti-

lized in this study. After preprocessing the initial dataset, all of the data were split into two sets in 
accordance with an 80:20 division ratio. A training set is represented by an 80 % data ratio, while  
a test set is denoted by a 20 % data ratio. The training set was subsequently applied to create a mo-
del (model creation). In order to evaluate the performance of the model (model evaluation), the test 
set was utilized to put it to the test. In the event that the testing results were deemed unsatisfactory, 
a new model was created. Conversely, the model was retained and utilized for future model deve-
lopment if the results were found to be satisfactory.

Fig. 1. Flow chart of the experimental procedures

Detailed descriptions of each procedure are provided as follows.

2. 2. Explanation of gas turbine power plant 
A gas turbine power plant is classified as a turbine-based power plant since it generates elec-

tricity. By combusting fossil fuel with air, high-temperature and high-pressure gas was produced, 
which is used to power a turbine. The operation of a gas turbine power plant is shown in Fig. 2.
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Fig. 2. Operation of a gas turbine power plant

To remove various impurities attached to the air, the process begins with air passing through 
an air filter powered by an air compressor. Subsequently, an air compressor presses the filtered air, 
raising its temperature and pressure. The compressed air and fossil fuel are combined and burned in  
a combustion chamber to produce high-pressure high-temperature gas. When the hot gas flows through 
the gas turbine, it causes the turbine to rotate, and a shaft of this turbine is connected to a generator to 
produce electricity. The air compressor is rotated by another section of the shaft. The hot gas that flows 
through the gas turbine has lower pressure and temperature, and then is released into the atmosphere.

2. 3. Data preparation
Before entering model creation, preliminary data is processed by checking missing values 

and outlines. The data to be utilized is comprised of information collected by sensors which are 
positioned at eleven different locations throughout the generator, as depicted in Fig. 3. The data 
has been classified into three categories shown in Table 1. The data concerning process and en-
vironment parameters are categorized as input or initial variables, while the data pertaining to 
prediction parameters is categorized as a dependent variable. There are 36,733 data points in total 
for each type. Horizontal data presents the minimum, mean, maximum, unit, and total amount of 
data, separated by data type, and includes the following details.

Fig. 3. Position of sensors on the generator

Table 1
Data parameters

–
Environment parameters Process parameters Prediction parameters 
AT AP AH AFDP GTEP TIT TAT CDP TEY CO NOx

Count 36733 36733 36733 36733 36733 36733 36733 36733 36733 36733 36733
Min 6.2348 985.85 24.085 2.0874 17.698 1000.80 511.04 1.0887 15.618 2.2626 11.678

Mean 17.712 1013.07 77.867 3.9255 25.563 1081.428 546.158 12.06 133.51 2.3724 65.293
Max 37.103 1036.60 100.20 7.6106 40.716 1100.90 550.61 15.159 179.50 44.103 119.91
Unit °C mbar % mbar mbar °C °C mbar MWH mg/m3 mg/m3
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2. 3. 1. Data on environment parameters (input parameters or initial variables)
The data consist of the following parameters:
– Ambient temperature (AT) is the ambient operating temperature of a gas turbine (°C). 
– Ambient pressure (AP) is the operating pressure of a gas turbine (mbar). 
– Ambient humidity (AH) is the relative humidity in the air of a gas turbine (%).

2. 3. 2. Data on process parameters (input parameters or initial variables) 
These parameters consist of the following variables:
– Air filter difference pressure (AFDP) is the different in air between entering and exiting 

the filter (mbar). 
– Gas turbine exhaust pressure (GTEP) is the pressure of exhaust gas that exits the turbine 

into atmosphere (mbar). 
– Turbine inlet temperature (TIT) is the temperature of the gas that exits the combustion 

chamber before entering the turbine (°C). 
– Turbine after temperature (TAT) is the temperature of the gas that exits the combustion 

chamber and the turbine (°C).
– Compressor discharge pressure (CDP) is an air pressure at the on/off valve used to reduce 

the amount and pressure of air that exits the compressor before entering the combustion cham-
ber (mbar). 

2. 3. 3. Data on prediction parameters (prediction parameters or dependent variables) 
The following parameters are incorporated into the data:
– Turbine energy yield (TEY) is an energy yield obtained from a turbine (MWH). 
– Carbon monoxide (CO) is the amount of carbon monoxide produced by the incomplete 

combustion of fossil fuels (mg/m3). 
– Nitrogen oxide (NOx) is the amount of nitrogen oxide produced by combustion, which con-

sists of NO2 and NO (mg/m3).

2. 3. 4. Dimensionality reduction of data
Dimensionality reduction is the process of lowering the amount of input data by converting 

or deleting the data that is irrelevant or less significant. It does not reduce the amount of data in the 
input samples, but rather the number of columns or features of the data. Consequently, processing 
time is reduced, and fewer resources are used.

This study focused on data correlation and dimensionality reduction to improve forecasting 
performance. First, the initial variables in the columns are sorted according to their high correla-
tion with the target or dependent variables that were utilized for prediction. Nonetheless, in the case 
of a low correlation, the variable will be removed. In other words, if the correlation value is nearly 
zero, it almost certainly indicates that there is no correlation at all, and the variable can be deemed 
eliminated. Conversely, a correlation value that is close to one suggests a high level of correlation.

Fig. 4 shows the correlation between the initial and dependent variables. With a correlation 
value of 0.015, the TEY and AT exhibit low correlation. Thus, the AT can be eliminated when 
predicting the TEY. On the contrary, the correlation between TEY and CDP is 0.99, indicating  
a high level of correlation. As a result, it ought to forecast the TEY using the CDP. (1) was used to 
calculate the correlation. 

Table 2 provides a rule of thumb for interpreting the size of a correlation [12], which cor-
responds to the correlation determined using (1). 

After performing dimensionality reduction and correlation assessment, the prepared data 
was divided into two groups, with 80 % of the data being used as a training set and 20 % as a test 
set, in a ratio of 80:20:

 r
x x y y

x x y y

i i

i i

=
−( ) −( )

−( ) −( )
∑

∑ ∑2 2
, (1)
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where r is the correlation coefficient, xi is a sample of x-variable, x  is the mean of x-variable,  
yi is a sample of y-variable, and y  is the mean of y-variable. In (1), the variable y can be defined as:

 y w w x w x w xn n= + + + +0 1 1 2 2  , (2)

where y is the predicted value of the target or a dependent variable, wk (k = 1, 2, …, n) is the numeric 
coefficient, or the weight of the model, and xk is the predictor value or the independent variable.

Fig. 4. Correlation between the initial and dependent variables

Table 2
Rule of thumb for interpreting the size of a correlation [12]

Correlation size Interpretation
0.90 to 1.00 (–0.90 to –1.00) Very high positive (negative) correlation
0.70 to 0.90 (–0.70 to –0.90) High positive (negative) correlation
0.50 to 0.70 (–0.50 to –0.70) Moderate positive (negative) correlation
0.30 to 0.50 (–0.30 to –0.50) Low positive (negative) correlation
0.00 to 0.30 (–0.00 to –0.30) Negligible correlation

2. 4. Model creation
This step involves creating a model using all of the data from the previous data preparation 

and then training it with multiple linear regression (MLR) to create a model for forecasting [13]. 
MLR is a linear regression model with multiple independent variables using Equation (2), whereas 
simple linear regression models linear dependency between a target or dependent variable and an 
initial or independent variable [14, 15].

2. 5. Model evaluation
This step evaluates the performance of the model in terms of accuracy using the test set 

data. The following is the method used to assess the performance of the model.

2. 5. 1. Mean squared error (MSE)
The mean squared error (MSE) is the average squared difference between the actual and 

predicted values using the following equation: 
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 MSE = −( )
=
∑

1 2

1
n

y yi i
i

n
* , (3)

where n is the number of observations, yi is the actual value of the i-th observation, and yi
* is the 

predicted value of the i-th observation. 

2. 5. 2. Mean absolute error 
The mean absolute error (MAE) is the average absolute difference discrepancy between the 

actual values of the data and the predicted values of the model, according to the following equations:

 MAE = −
=
∑

1

1
n

y yi i
i

n
* . (4)

2. 5. 3. Mean absolute percentage error
The mean absolute percentage error (MAPE) is the average absolute percent difference bet-

ween the actual and predicted values based on the following relationship: 

 MAPE =
−

=
∑

1

1
n

y y

y
i i

ii

n *

. (5)

Once the performance of the model has been assessed to verify that it satisfies the desired 
accuracy, it can be employed for subsequent predictive purposes. However, in the event that the 
model’s performance is evaluated as lacking in accuracy, it will be enhanced through data prepara-
tion or the generation of a new model until its accuracy is deemed to be satisfactory.

3. Results and discussions
The experiments conducted in this study used the Python programming language in con-

junction with Google Colab and the Scikit-learn library to create the model. Table 1 lists all data 
parameters utilized in this investigation; of these, only three –TEY, CO, and NOx – are pertinent to 
prediction. As shown in Fig. 4, the correlation coefficients between the TEY and the CDP (0.99), 
GTEP (0.98), and TIT (0.91) are extremely high values. The range of 0.91 to 1.00 for the three cor-
relation values suggests an exceptionally high positive (negative) correlation. In order to reduce 
computation time and computer burden, the TEY was removed from the initial variable as its 
correlation with the AT (0.015) was a remarkably low. Therefore, in this research, the input vari-
ables that exhibited a significantly low correlation with the prediction parameters were eliminated  
as follows:

1. The correlation value of 0.015 led to the elimination of the AT, and the TEY prediction 
was made using the AP, AH, AFDP, GTEP, TIT, TAT, CDP, CO, and NOx.

2. The correlation values of 0.058 and 0.067 led to the elimination of the TAT and AP, and 
the CO prediction was made using the AT, AH, AFDP, GTEP, TIT, CDP, NOx, and TEY. 

3. The correlation value of -0.093 led to the elimination of the TAT, and the NOx prediction 
was made using the AT, AP, AH, AFDP, GTEP, TIT, CDP, TEY, and CO. 

After that, a total of 36,733 data points were divided into two sets with a ratio of 80:20. 
The test set comprised 7,347 data points, which accounted for 20 % of the total. The training set 
comprised 29,386 data points, or the remaining 80 %. As shown in Table 3, the MLR was utilized 
to create the model using the training set of data, and the test set of data was used to evaluate 
its performance in terms of MSE, MAE, and MAPE. Table 4 presents a comparison between of 
the actual and predicted values of the TEY, CO, and NOx with 10 times of prediction examples. 
The funding revealed that the actual and predicted values were relatively similar. Among the mo-
dels, the TEY exhibited the maximum level of accuracy, as evidenced by its MSE value of 0.008,  
MAE value of 0.071, and MAPE value of 0.006. A reasonable level of accuracy was demonstrated 
by the CO and NOx prediction performance, with MSE values of 2.029 and 69.479, MAE values 
of 0.791 and 6.148, and MAPE values of 0.934 and 0.096, respectively. The results indicate that  
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the NOx exhibited a relatively low level of accuracy, necessitating additional refinement of the 
model to enhance its accuracy. Nevertheless, it is possible to approximate the pattern of NOx emis-
sions produced by electricity generation. The study’s limitation is that it employed data acquired 
from a website and then collected further data to improve the accuracy of the model.

Table 3
Comparison of the accuracy of the TEY, CO, and NOx prediction performances

Parameter
Model evaluation

MSE MAE MAPE
TEY 0.008 0.071 0.006
CO 2.029 0.791 0.934
NOx 69.479 6.148 0.096

Table 4
Comparisons of the actual and predicted values of TEY, CO, NOx 

No.
TEY (MWH) CO (mg/m3) NOx (mg/m3)

actual predicted actual predicted actual predicted

1 11.721 11.704 1.810 1.997 48.876 52.570

2 11.155 11.171 1.941 2.989 68.584 69.239

3 13.433 13.469 1.365 1.179 55.400 66.620

4 13.274 13.424 1.321 0.629 52.136 55.410

5 11.505 11.528 3.455 2.444 57.123 56.447

6 11.260 11.204 4.232 3.844 69.161 73.034

7 10.695 10.623 8.418 6.497 80.834 80.599

8 12.481 12.491 0.289 0.855 66.639 55.760

9 11.810 11.901 1.231 1.830 63.983 69.065

10 13.913 13.963 0.574 1.085 67.361 68.152

In future work, the multiple linear regression employed in this study will be applied to im-
prove the performance of deep neural networks (DNNs) in predicting TEY, CO, and NOx emissions 
from fossil fuel-burning gas turbine power plants. With the collaboration of experts and the de-
volved models, power plant planning and management can be facilitated, leading to more efficient 
electricity production and lower air pollution emissions. The accurate anticipated data was helpful 
in estimating operational parameters that led to low air pollution emissions.

4. Conclusions
In this study, a model for CO and NOx emission prediction was developed using multiple 

linear regression. The prediction factors involved not only the amounts of air pollutants (e.g., CO 
and NOx) produced by burning fossil fuels in a gas turbine power plant, but also the efficiency 
of producing electricity, which includes the TEY. Prior to the model creation, the initial data was 
prepared using correlation and dimensionality reduction. The results demonstrate that processing 
time and data size were reduced when the initial variables with low correction were diminished. 
Following the reduction in dimensionality, the nine high-correlated input variables were used to 
predict the TEY after the elimination of the low-correlated. The eight input variables remained 
for the CO prediction after the removal of the TAT and AP, while the NOx prediction retained the 
nine input variables subsequent to the deletion of the TAT. The results of the model evaluation 
indicate that the TEY accuracy was the most accurate with MSE, MAE and MAPE values of 
0.008, 0.71, and 0.006, respectively. The NOx accuracy with an MSE of 6.148 indicated that the 
predicted value of NOx differed from the actual value by ±6.148. With the MAPE value of 0.096,  
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the NOx accuracy revealed that a discrepancy between the expected and actual values of NOx  
of ±9.6 % was observed. According to the NOx accuracy with an MSE of 69.479, the predic-
ted value of NOx differs from the actual value by 8.335. 
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