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Abstract: Since the beginning of the Covid-19 infections in December 2019, the virus has emerged as 

the most lethally contagious in world history. In this study, the Hopfield neural network and logic 

mining technique merged to extract data from a model to provide insight into the link between factors 

influencing the Covid-19 datasets. The suggested technique uses a 3-satisfiability-based reverse 

analysis (3SATRA) and a hybridized Hopfield neural network to identify the relationships relating to 

the variables in a set of Covid-19 data. The list of data is to identify the relationships between the key 

characteristics that lead to a more prolonged time of death of the patients. The learning phase of the 

hybridized 3-satisfiability (3SAT) Hopfield neural network and the reverse analysis (RA) method has 

been optimized using a new method of fuzzy logic and two metaheuristic algorithms: Genetic and 

harmony search algorithms. The performance assessment metrics, such as energy analysis, error 

analysis, computational time, and accuracy, were computed at the end of the algorithms. The multiple 

performance metrics demonstrated that the 3SATRA with the fuzzy logic metaheuristic algorithm 

model outperforms other logic mining models. Furthermore, the experimental findings have 

demonstrated that the best-induced logic identifies important variables to detect critical patients that 

need more attention. In conclusion, the results validate the efficiency of the suggested approach, which 

occurs from the fact that the new version has a positive effect. 

Keywords: 3SAT; Covid-19; fuzzy logic system; Hopfield neural network; logic mining; 

metaheuristic algorithms; reverse analysis 
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1. Introduction 

All of today's technological development is driven by artificial intelligence (AI). As a result, it 

fosters the creation of advanced machine-learning methods to address those issues. Artificial neural 

networks (ANNs), a subfield of AI, are frequently employed to enhance decision-making across 

numerous fields [1–3]. AI technology has advanced significantly by creating an integrated structure 

for neural networks, logic programming models and satisfiability (SAT) forms [4]. The ANN is a robust 

analytical data processing type that has encountered massive analysis and implementation by experts 

and scientists due to its function to handle and exhibit complex tasks. A Hopfield neural network (HNN) 

is an example of the ANN type. Every neuron's output in the HNN is connected to every other neuron's 

response in a single-level recursive neural network (RNN) [5]. HNN employs a distinctive symbolic 

training model to efficiently coordinate the propagation of the input and output neurons when 

addressing issues. The HNN's ability to find the closest minimal solution impacts the dynamic behavior 

of the neuron state. Abdullah [6] suggests the process for performing logic programming on the HNN. 

The network accomplished a logical inconsistency reduction in programming once distinguishing the 

connection strengths, or what is commonly referred to as the synaptic weight, with logic programming; 

that is, by contrasting cost and energy functions. Abdullah [7] introduces the HNN's training phase 

straightforwardly. The Abdullah logic paradigm has gained prominence and is currently used often [8–10]. 

A mathematical framework can explain various everyday scientific and technical problems. However, 

to do so, one must first develop strategies for handling some mathematical issues. 

The application of intelligent models like fuzzy logic techniques that incorporate symbolic logic 

and neural computing can make it possible to simulate everyday human actions in a computer. Speech 

recognition [11], regression concerns [12], pattern or image classification [13] and many more issues 

can be solved using models like ANN. Due to its intricacy, it is challenging to convey information from 

this intelligent model to those not involved in the AI industry [14]. To enable intelligent systems to deliver 

outcomes more closely matched with conventional expectations, fuzzy system concepts have arisen. 

They allow us to make the problem’s representation more comprehensible [15]. Combining fuzzy logic 

with neural network theory might increase the ability of AI technologies to learn from experience and 

adapt to changes in an environment that contains qualitative, imprecise, unclear or incomplete 

information. These approaches have been debated in the literature since the 1960s and have 

successfully addressed many societal problems [16]. The reasons for their growth include the 

simplicity with which these networks can be analyzed and the simplicity with which net topology 

knowledge can be derived. These networks offer a range of training capacities and are produced via 

fuzzy set theory and neural networks. They provide models that combine the capacity for training 

neural networks with the handling of ambiguous information by fuzzy systems [17]. Realistic solutions 

can be found for critical issues, such as classifying or locating an ordered list. Using a computer will 

make it possible to solve these problems. One of the most well-known problems is the SAT or 

satisfiability. It is defined as a strategy for completing the optimal work while using Boolean values to 

confirm that the 3SAT expression is met. Earlier research used a single data mining method 

incorporating the HNN model with 3SAT logic programming to characterize the innovation.  

The evaluation of the model's effectiveness has been accomplished and can offer prospective 



3152 

AIMS Mathematics  Volume 9, Issue 2, 3150–3173. 

solutions using datasets from real-life problems. Several real-world datasets relevant to various fields, 

such as the commodity sector, are evaluated using the data mining approach [18]. The procedure is 

anticipated to produce a common relationship rule that can categorize and forecast the characteristics 

of anonymous information by obtaining the relationship and information from the data. The use of data 

mining has been increasingly important in various academic domains over the past 10 years [19]. 

Although it has been claimed that current data mining techniques produce good accuracy, the emphasis 

on the black box concept makes it difficult to comprehend the results. In other words, the AI 

understands the output, but the human as the user does not. Logic mining is a comparatively latest 

approach to obtaining the characteristics of the dataset utilizing logical rules. Logic mining is one of 

HNN's most beneficial uses of logic programming. This approach was invented by Sathasivam and 

Abdullah [20]. When they originally invented the logic mining method, they used HNN to execute the 

reverse analysis (RA) approach in Horn logic. They successfully exceeded 80% for both support and 

confidence measures. The RA method extracted each logical rule describing the students' performance, 

and the critical drawback is the absence of crucial components like generalization and classification 

abilities. The amount of induced Horn logic emitted by HNN provides the basis for the logical rule 

retrieved from the datasets. Therefore, finding the greatest induced logical rule corresponding to the 

datasets is not thoroughly pursued. Data mining is designed to draw valuable information from a set 

of data using particular techniques. Most techniques' classification decisions are kept from the user, 

which impedes their grasp of the classification's justification. As a result, data mining is becoming less 

relevant to actual practitioners, despite several kinds of literature reporting various sets of data but 

lacking clear user interpretation. The symbolic rule requirement can be implemented into the 

traditional data mining approach to assure the interpretability of the data gathered. Some studies 

contain unique SAT logical principles to be inserted into HNN to supplement the prior RA's limitations. 

The development of the systematic logic mining methodology and the satisfiability-based RA (SATRA) 

method are widely emerging. 

Cases of pneumonia due to a virus later known to be severe acute respiratory syndrome 

coronavirus 2 (SARS-CoV-2) were first reported in Wuhan, Hubei, China. The associated disease, 

Covid-19, was then confirmed as an outbreak by the World Health Organization (WHO) on 12th March 

2020. SARS-CoV-2 was highly infectious with efficacy, mainly recognized to be transmitted through 

droplets and aerosols. As of May 2020, other suggested transmission routes included sewage, saliva, 

urine and inanimate surfaces [21]. The total number of reported deaths due to Covid-19 was 193,710 

as of 26th April 2020 [22], and 6,935,958 as of 14th May 2023 [23]. SARS-CoV-2, being a virus, 

mutates over time and forms distinct viral lineages. Some mutations may result in phenotypical 

changes that carry unusual viral behaviors. To classify notable strains, WHO classifies variants of 

interest (VOIs) and variants of concerns (VOCs) based on five identified main domains of emerging 

variants: Increased transmissibility, atypical clinical course, diagnostic failure, declined efficiency of 

natural and vaccine-derived immunity and decreased susceptibility to therapeutics. Numbers of overall 

cases, cases among health and care workers, case fatality or test positivity rate departing from the trend 

or age-disaggregated cases or deaths, hospitalizations rate or bed occupancy rate increasing in specific 

age groups are trigger thresholds for heightened epidemiological surveillance for possible VOIs and 

VOCs [24]. On 20th January 2022, the transmission of the Omicron variant was reported to have 

outpaced the Delta variant alongside the reported increase in the number of new deaths, possibly due 

to the Omicron variant's immune evasion among others; the Omicron variant was then marked as a 

VOC [25] Omicron infections in China spiked after the Chinese government's 'Zero Covid' strategies 
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were ended in December 2022. The lethality of Omicron infections was unclear [26]. 

The work is to build a new hybrid model of HNN for 3SAT and RA methods to extract data from 

a real-life problem such as Covid-19 cases. The newly developed learning phase of the network is 

optimized using a fuzzy logic method and two metaheuristic algorithms called genetic and harmony 

search algorithms. In this case, the experiment outcomes can indicate the relationships between 

significant characteristics that lead to a more prolonged time of death for Covid-19 patients. The best-

induced logic can help to find essential variables to identify crucial patients who need extra attention. 

The 3SATRA integrated with the fuzzy logic and metaheuristics will improve the ability of the network 

to select the most significant amount of optimal induced logic. The suggested 3SATRA method will 

determine the best logical rule from the Covid-19 datasets. The actual synaptic weight throughout the 

training stage will verify the capacity of the logic mining model. It also will determine the induced 

logic's accuracy level in the testing phase. This work examined the performance of the hybridized 

method strategy in the HNN on the data mining and extraction performance of 3SATRA. The article's 

contribution consists of the following: 

(a) To formulate a newly hybridized HNN for 3SAT by integrating the fuzzy logic with the 

genetic algorithm (GA) and harmony search algorithm (HSA). 

(b) To evaluate the hybridized network's capability that can improve the training phase in the 

HNN by minimizing the cost function during the learning phase, which results in an optimal 

final neuron state. 

(c) To incorporate the suggested hybridized networks into logic mining called 3SATRA to obtain 

more diverse induced logic. 

(d) To induce Covid-19 datasets into a 3SAT logical representation to represent the relationship 

of best datasets. 

(e) To compare the effectiveness of the suggested logic mining with the fundamental logic mining 

method based on Covid-19 datasets. 

The organization of this article is described below. The basic theory of 3SAT in HNN is discussed 

in section two, followed by the 3SATRA method with fuzzy logic and metaheuristic algorithms in 

section three. Section four discusses the theory of fuzzy logic, GA and HSA. A description of the 

experimental setup is discussed in the following section. In section six, we display the results and 

discussion. Finally, the study's conclusion comes in the last section. 

2. 3SAT in HNN 

The SAT structure investigates whether a specific SAT formula is satisfiable once it evaluates the 

formula to be true. Equation (1) shows the principal formula for 3SAT: 

𝜃3𝑆𝐴𝑇 = ∧𝑖=1
𝑙 𝛽𝑖

(3)
 ∧𝑖=1

𝑚 𝛽𝑖
(2)

∧𝑖=1
𝑛 𝛽𝑖

(1)
       (1) 

where 𝑙, 𝑚 and 𝑛  imply the number of clauses in third-order, second-order and first-order, 

respectively. Meanwhile, 𝛽𝑖 indicates a set of a clause and the definition of 𝛽𝑖 is as Eq (2). 

𝛽𝑖 =∨𝑗=1
𝑛 (𝑥𝑖𝑗 , 𝑦𝑖𝑗 , 𝑧𝑖𝑗)          (2) 
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Note that Eqs (3) and (4) below are the complete clauses (𝑛𝑐) in 𝜃3𝑆𝐴𝑇 and the total literal 

value (𝜏) included in 𝜃3𝑆𝐴𝑇 for all order clauses, respectively. 

𝑛𝑐 = 𝑙 + 𝑚 + 𝑛         (3) 

𝜏 = 3 × 𝑛𝑐          (4) 

Equation (5) indicates an example of the logical rule with three literals (𝜔𝑖) per clause. 

𝜃3𝑆𝐴𝑇 = (𝜔1 ∨ ¬𝜔2 ∨ ¬𝜔3) ∧ (𝜔4 ∨ 𝜔5 ∨ ¬𝜔6) ∧ (𝜔7 ∨ 𝜔8 ∨ 𝜔9)   (5) 

If the logical rule provides true value, then 𝜃3𝑆𝐴𝑇 = 1 is satisfied. However, a false value is 

identified and is not satisfied if the 𝜃3𝑆𝐴𝑇 = −1. The expression for the neuron's activation is given in 

Eq (6). 

𝑆𝑖 = {
1,       ∑ 𝑊𝑖𝑗𝑗 𝑆𝑗 > 𝜉𝑖 

−1,             otherwise
       (6) 

where 𝜉𝑖 denotes the threshold value and 𝑊𝑖𝑗 signifies the weightiness of elements 𝑗 to 𝑖. The HNN's 

synaptic weight connection is symmetrical with 𝑊𝑖𝑗 = 𝑊𝑗𝑖 and there is no self-connection of 𝑊𝑖𝑖 =

𝑊𝑗𝑗 = 0 between any of the neurons. Each variable with neurons will be allocated to the indicated 

cost function 𝐸𝜃3𝑆𝐴𝑇
 to insert into the 𝜃3𝑆𝐴𝑇. The formulation is in Eq (7). 

𝐸𝜃3𝑆𝐴𝑇
=

1

23
∑ (∏ 𝑉𝑖𝑗

3
𝑗=1 )𝑛𝑐

𝑖=1        (7) 

where 𝑛𝑐 is the number of clauses. Consider that the quantity of 𝐸𝜃3𝑆𝐴𝑇
 increases in a precise ratio [8] to 

the total of inconsistencies in the clauses. During the retrieval phase, the HNN will update neurons 

iteratively using the local field from Eq (8) below:  

ℎ𝑖(𝑡) = ∑ 𝑊𝑖𝑗𝑗 𝑆𝑗 + 𝑊𝑖        (8) 

Using Wan Abdullah's (WA) method, it is possible to determine the synaptic weight's 

parameters by linking the cost function and Lyapunov energy function of HNN [6]. Once the number 

of unfulfilled clauses rises up, 𝐸𝜃3𝑆𝐴𝑇
 will ascent as well. 𝑉𝑖𝑗 in Eq (9) can be transferred equivalence 

to the related condition of the literal using the equivalent expression below: 

𝑉𝑖𝑗 = {
(1 − 𝑆𝑋)       if ¬𝑋1 
(1 + 𝑆𝑋)      if     𝑋1

        (9) 

The minor numbers of the energy function represent the neuron’s stable condition [27]. According 

to Eq (10), the Lyapunov final energy function varies depending on the HNN-3SAT variation. 

𝐸 = −
1

3
∑ ∑ ∑ 𝑊𝑖𝑗𝑘𝑘 𝑆𝑖𝑆𝑗𝑆𝑘𝑗𝑖 −

1

2
∑ ∑ 𝑊𝑖𝑗𝑗𝑖 𝑆𝑖𝑆𝑗 − ∑ 𝑊𝑖𝑖    (10) 

3. 3SAT hybrid models 

3.1. Fuzzy logic 

The essential elements of a fuzzy logic system (FLS) are shown in Figure 1, including the fuzzifier 

stage, the rules-based inference engine and the defuzzifier stage. 
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Figure 1. The key elements of a fuzzy logic system (FLS). 

The suggested procedure is divided into two phases: 1) Fuzzy logic system's phase 2) 

Metaheuristic algorithm's phase. In the first phase, each 𝜔𝑖  will randomly be assigned with 

𝜔𝑖(𝑥): 𝑋 → [0,1]. Fuzzy logic will then be used to determine the amount of the first output 𝛽𝑖(𝑥): 𝑋 →
[0,1] . Fuzzification, the initial stage in a fuzzy logic system, assigns each literal to its 𝜏𝑖 =

{(𝜔𝑖 , 𝜇𝜏(𝜔𝑖))|𝜔𝑖 ∈ 𝑋} membership function in which 0 ≤ 𝜇𝜏(𝜔𝑖) ≤ 1. Figure 2 depicts the design 

for the input and output of the fuzzy control.  

 

Figure 2. Fuzzy control design. 

Afterward, the fuzzy rules will operate using clause block 𝛽𝑖, eg. 𝛽1 = 𝜔1 ∨ ¬𝜔2 ∨ ¬𝜔3. By 

enabling 𝜇𝜏(𝜔𝑖), we insert the Zadeh's operators to allow whichever amount in [0,1]. The logical 

operator AND (∧)  holds the operation of 𝑚𝑎𝑥{𝜇𝜏(𝜔𝑖), 𝜇𝜏(𝜔𝑗)}  and logical operator OR (∨) 

signifies 𝑚𝑖𝑛{𝜇𝜏(𝜔𝑖), 𝜇𝜏(𝜔𝑗)}. Due to this conversion, the fuzzy and binary functions (the boolean 

functions) are logically compatible. 

In fuzzy logic, numerous membership functions can model an element's degree of membership in 

a fuzzy set. Membership function varies depending on application and data type. Some standard 

membership functions that can be used are triangular, trapezoidal, Gaussian and many more. The 

membership function chosen affects how a fuzzy logic system models and analyzes uncertainty and 

imprecision. In many practical applications, the most straightforward membership functions are most 

effective [28]. Previous research suggests that triangular and trapezoidal membership functions 

perform better in specific applications [29]. 

In this work, we choose triangular and trapezoidal membership functions, which are often suitable 

for data with clear central values and symmetric spread. The most distinct motivation for choosing 

triangular and trapezoidal membership functions is their simplicity and ease of interpretation [30,31]. 
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These functions are computationally efficient because they use minimal mathematical procedures. This 

efficiency benefits real-time applications and structures that demand rapid decisions. 

The structure of the membership function for each fuzzy logic area constructs membership 

functions by dividing them into right and left sides. The membership functions are outlined by four 

conditions: a, b, c and d. The degree of membership rises between a and b, flattens between b and c and 

then declines between c and d. Meanwhile, triangular functions are trapezoidal functions with b = c. 

In the last part, defuzzification stages transform fuzzy values back to their crips output using the 

alpha-cut method [32]. The alpha-cut method will amend neuron clauses during defuzzification until 

the right neuron state is reached. The alpha-cut defuzzification is in Eq (11): 

alpha-cut =
∑ 𝛼𝑖[𝜇𝜔𝑖]̅̅ ̅̅ ̅̅ ̅̅

𝑖

∑ 𝛼𝑖𝑖
               𝑖 = 1, … 𝐿       (11) 

where L is the number of discretization stages along the vertical axis. This representing phase 

transforms a fuzzy value into a clear output. The estimation uses the following alpha-cut 

defuzzification procedure in Eqs (12) and (13). 

if 𝜇𝜔𝑖
≥ 𝛼, then 𝛿𝜔𝑖𝛼

= 1       (12) 

if 𝜇𝜔𝑖
< 𝛼, then 𝛿𝜔𝑖𝛼

= 0       (13) 

3.2. GA 

The first suggested method for applying the metaheuristic algorithm in the second stage is the 

GA. GA will be employed in the second phase after the fuzzy logic system in the learning section stage. 

Previous work has shown that the HNN integrated with GA in the training phase can establish optimal 

synaptic weight management assignments according to the mentioned logic [9,33]. The GA searches 

a vast variety of solutions quickly, reducing central processing unit (CPU) time during training. GA 

operators like crossover and mutation simplify and enhance the process, leading to better solutions. 

Additionally, GA's robustness in determining satisfied clauses, particularly during crossover stages, 

lead to accurate interpretations during training and correct states during testing. 

The flow of GA involved: (1) Initialization (2) fitness evaluation (3) selection (4) crossover (5) 

mutation. First, the initialization of the parameters and chromosomes, 𝐶𝑟𝑖 . The fitness of every 

chromosome 𝐶𝑟𝑖 is computed by employing a fitness function in Eq (14):  

Φ𝐶𝑟𝑖
= ∑ 𝛽𝑖

(3)𝑙
𝑖=1 + ∑ 𝛽𝑖

(2)
+ ∑ 𝛽𝑖

(1)𝑛
𝑖=1

𝑚
𝑖=1       (14) 

where the situation satisfies the properties in Eq (15). 

𝛽𝑖
(𝑘)

= { 
1,        fullfilled

0,      otherwise
        (15) 

The total number of clauses in 𝜃3𝑆𝐴𝑇 involves in the optimum fitness Φ𝐶𝑟𝑖
 of each 𝐶𝑟𝑖. Eq (16) 

represents the objective function of GA. 

max[Φ𝐶𝑟𝑖
]          (16) 
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First selection process is done by the selection operator. Then, the genes information (𝛽𝑖) of two 

parents (chromosome, 𝐶𝑟𝑖 ) is switched via crossover operators to initiate the offspring (new 

chromosome, 𝐶𝑟𝑖). Next, mutation is a mechanism that maintains genetic variation from one group to 

the next. One gene is flipped from another during the mutation process. A gene (𝛽𝑖) of a specified 

chromosome (𝐶𝑟𝑖) is distributed within itself by the mutation operator. With the aim of ensuring that 

both the outcome and a random shift mutation are applicable, the position is randomly chosen from 

the specified gene (𝛽𝑖) for displacement. Note that the GA procedure will be recurring until the 

𝑚𝑎𝑥[Φ𝐶𝑟𝑖
] is accomplished. Finally, the final solution in the continuous space needs to be translated 

(decoded) back into the bipolar space. The flowchart for the basic GA method is indicated in Figure 3. 

 

Figure 3. Flowchart of main stages in the primary GA method. 

3.3. HSA 

In the second suggested method, HSA is employed for the solutions to converge optimally. The 

flow of HSA involved: (1) Initialization of parameters (2) initialization of harmony memory (3) 

improvising by establishing a new harmony (4) updating harmony memory (5) termination criterion. 

The first steps of HSA are initializing the algorithm variables, such as the harmony memory size 

(HMS), the harmony memory considering rate (HMCR) and the termination criterion (𝑖𝑚𝑎𝑥). Then 

the initialisation of the harmony memory, 𝐻𝑚𝑖 is set. The fitness of each harmony memory 𝐻𝑚𝑖 is 

calculated using a fitness function in Eq (17) and the required conditions in Eq (18): 

Φ𝐻𝑚𝑖
=  ∑ 𝛽𝑖

(3)𝑙
𝑖=1 + ∑ 𝛽𝑖

(2)
+ ∑ 𝛽𝑖

(1)𝑛
𝑖=1

𝑚
𝑖=1     (17) 
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𝛽𝑖
(𝑘)

= { 
1,        fullfilled

0,      otherwise
        (18) 

Equation (19) signifies the objective function of HSA where the number of clauses in 𝜃3𝑆𝐴𝑇 

involves the optimum fitness Φ𝐻𝑚𝑖
 of 𝐻𝑚𝑖 individually [4]. 

max[Φ𝐻𝑚𝑖
]         (19) 

Note that Eq (20) below implies the minimum fitness Φ𝐶𝑟𝑖
 which represents the worst harmony 

(𝑤ℎ) vector: 

min[Φ𝐻𝑚𝑖
]         (20) 

In step three, a new harmony is created with 𝜂𝛽𝑖
𝑘 = (𝛽1

′ , 𝛽2
′ , … , 𝛽𝑖

′). Initially, it is constructed on 

three control parameters, namely, (1) memory consideration, (2) pitch adjusting and (3) random 

selection [34]. In the memory consideration stage, the new harmony vector 𝜂𝛽𝑖
𝑘 is constructed with 

the HMCR (Γ𝐻𝑀𝐶𝑅 ). The Γ𝐻𝑀𝐶𝑅  is described as the possibility of choosing an element from the 

initialized HM members, and 1 − Γ𝐻𝑀𝐶𝑅 is the possibility of the random selection as in Eq (21). The 

operation for memory consideration is followed by the operation for pitch adjustment. Only the values 

selected from the HM are used for the pitch adjusting procedure. However, according to Geem [35] 

works, the pitch adjusting operation is not carried out since the outcomes for every choice variable are 

in binary space {0,1}. Hence, in this study, the pitch adjustment operator is abolished because of the 

usage of bipolar value {−1,1}. Furthermore, the operator is eliminated since it is the same as the 

improvization process [35]. 

𝜂𝛽𝑖
𝑘 = {

𝛽𝑖
′ ∈ {ℎ𝑚1

1, ℎ𝑚2
2, … , ℎ𝑚𝑖

𝐻𝑀𝑆}  ,  probability Γ𝐻𝑀𝐶𝑅              

𝛽𝑖
′ ∈ {0,1}                                      , probability (1 − Γ𝐻𝑀𝐶𝑅)       

   (21) 

The fitness value of the most unsatisfied harmony vector min[Φ𝐻𝑚𝑖
] is compared to the fitness 

value of the newly created harmony vector 𝜂𝛽𝑖
𝑘 . The worst harmony (𝑤ℎ) is switched with the 

recently created harmony vector if the new one has a higher objective function. If not, the newly 

created harmony vector is not considered. The HSA process will be recurring until the execution 

criterion (𝑖𝑚𝑎𝑥) is reached. Lastly, the final solution in the continuous space needs to be translated 

(decoded) back into the bipolar space. The flowchart for the fundamental HSA technique is displayed 

in Figure 4. 

Metaheuristic algorithms are categorized as non-gradient-based optimization methods. Compared 

to a gradient-based method, metaheuristic algorithms are considered black-box optimizers that do not 

require continuous or semi-continuous objective functions and gradient values to establish step size 

and search direction at the initial setting [36]. Metaheuristic algorithms are designed to balance 

exploration and exploitation since they can identify better options and help discover better solutions 

to escape local minima [37]. The metaheuristic algorithms are appropriate for complex and expensive 

computations. GA maintains a population of candidate solutions and uses genetic operators to 

investigate various solutions. HSA balances the exploration and exploitation to seek and develop 

candidate solutions in its population.  
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Figure 4. Flowchart of fundamental stages in the HSA method. 

The following Figure 5 is the algorithm of the hybridized model of 3SAT using fuzzy logic and 

metaheuristic algorithms in HNN. 

 

Figure 5. The algorithm of the 3SAT hybridized model in HNN. 
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4. 3SATRA Method 

The 3SATRA method aims to obtain the finest optimal logical rule of Equation (1). Combining 

logic mining in 3SAT aims to extract the logical representation of the dataset's behavior. To 

successfully separate the logical rules that influence a dataset's outcome, a logic mining approach using 

3SATRA has been presented. The efficiency of logic mining is supported by the success of the HNN-

3SAT incorporating fuzzy logic, metaheuristics and 3SATRA in managing the dataset and 

transforming it to induced logic. 

Given 𝑆𝑖 = (𝑆1, 𝑆2, 𝑆3, … , 𝑆𝑚) with 𝑚 = 9 where the attributes can be expressed as a 3SAT 

clause with a bipolar representation of 𝑆𝑖 = {−1,1}. The WA technique in 3SATRA will disclose the 

degree of relationships between two elements in the dataset by calculating the linking synaptic weight. 

Furthermore, 3SATRA will use the WA technique throughout the learning phase to determine the 

possible synaptic weight between two qualities in each clause. The following steps are the 

implementation of 3SATRA. 

Step 1: 

Given a dataset for learning and testing with 𝑚 = 9 attributes 𝑆𝑖 = (𝑆1, 𝑆2, 𝑆3, … , 𝑆𝑚) and transform 

the entire dataset to a bipolar representation using the k-mean clustering strategy. The current state of 

𝑆𝑖 is described using neural network principles, where one represents TRUE and -1 represents FALSE. 

Note that 𝛽𝑖 in Eq (2) is a clause for 𝜃3𝑆𝐴𝑇.  

Step 2: 

A set of 𝛽𝑖 that results in a positive result of the learning data (𝜃𝑖
𝑙𝑒𝑎𝑟𝑛 = 1) will be separated. 

Step 3: 

Compute the frequency of 𝜃𝑖
𝑙𝑒𝑎𝑟𝑛 = 1 of the set of 𝛽𝑖 from the learning datasets. The optimum logic 

𝜃𝐵𝑒𝑠𝑡 of the datasets is obtained using Eq (22) below:  

𝜃𝐵𝑒𝑠𝑡 = 𝑚𝑎𝑥(𝜃𝑖
𝑙𝑒𝑎𝑟𝑛 = 1)       (22) 

Step 4: 

Obtain the cost function by using Eq (7) from section two.  

Step 5: 

The state of 𝑆𝑖  that relates to 𝐸𝜃Best
= 0 is computed; thus, the synaptic weight is achieved by 

equating 𝐸𝜃Best
 with the final energy 𝐻𝜃Best

. 

Step 6: 

In the testing phase, the induced logic of 𝜃𝑖
𝑃 is formulated using all the possible 3SAT logic based on 

Eq (5) and the 𝑆𝑖
𝑖𝑛𝑑𝑢𝑐𝑒𝑑 for each 𝛽𝑖 that are constructed using the local field from Eq (8). 

Step 7: 

Utilizing the test data from the datasets provided, examine 𝜃𝑖
𝑃 = 𝜃𝑖

𝑡𝑒𝑠𝑡 to choose the final induce logic 

𝜃𝑏𝑒𝑠𝑡
𝑃 . 

5. Experimental setup 

5.1. Datasets 

This analysis uses the strategy, with 60% of the dataset as training data and the remaining 40% 

as testing data, based on the analysis from multiple prior works [18,38]. The data will be transformed 
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using k-mean clustering into a bipolar representation (−1 and 1). Both the retrieval phase and the 

training phase will use the conversion method. In this analysis, we use the Covid-19 datasets acquired 

from the Ministry of Health (MoH) Malaysia from an open website [39]. We utilized line list data on 

Covid-19 fatalities which the Malaysian Ministry of Health made available to the general public. The 

datasets were retrieved on 21st September 2022. 35,914 Covid-19 fatalities were reported between 17th 

March 2020 and 21st July 2022. Most fatalities (8308/35,914, 23.1%) happened in people aged 60 to 

69. The ratio of men to females was 1.35:1. Malaysians (88.9%) and people with comorbid conditions 

(78.6%) had a higher death rate. Individuals who received two or more doses for all vaccination types 

were considered complete and fully immunized. People who only received the first dosage or did not 

receive any dose were regarded as incomplete or non-immunized. Table 1 shows the elements of the 

Covid-19 datasets.  

Table 1. Attributes for Covid-19 Dataset. 

Attributes Name Description Output 𝑬𝜽𝟑𝑺𝑨𝑻
 

G Gender Female, Male 

To classify the 

timeframe of 

death for 

Covid-19 

patients 

B BID cases No, Yes 

M Malaysian citizen No, Yes 

A Age Age years (between 0 – 130 years old) 

S State 
State density population (between 0 – 6.6 

million) 

V Vaccinated Not vaccinated, vaccinated 

T Type of vaccine Non or Singular-type, Mix-type vaccine 

N Total vaccine  Not complete, complete 

C Comorbidity No, Yes 

Different characteristics are established in 3SATRA in this work. Extraction of the logical rule 

that describes the characteristic of the patient's death is the goal of the Covid-19 data. Data from Covid-

19 will be separated into learning and testing data. In the learning dataset, {longer, shorter} will be 

transformed into the corresponding bipolar representations, {1, −1} . In 3SATRA, each patient's 

attribute will be expressed as a neuron. As a result, each clause in this dataset will be considered by a 

total of three neurons. To achieve the outcome, the 3SATRA comprises a group of neurons that points 

to 𝜃𝑖
𝑙𝑒𝑎𝑟𝑛 = longer time death (𝜃𝑖

𝑙𝑒𝑎𝑟𝑛 = 1)  or 𝜃𝑖
𝑙𝑒𝑎𝑟𝑛 = shorter time death (𝜃𝑖

𝑙𝑒𝑎𝑟𝑛 = −1) . For 

example, in case 1, one of the patient 𝜃𝑖
𝑙𝑒𝑎𝑟𝑛 is a female, is not a BID (brought in dead) case, a 

Malaysian citizen, aged less than 62 years old, living in a state with a population density of more than 

2 million, has been vaccinated, has a single-type vaccine, has completed the vaccine doses and does 

not has a comorbidity. The 𝜃1
𝑙𝑒𝑎𝑟𝑛 = 1 has the following neuron interpretation as in Eq (23) below. 

Gender (G) = −1                                                                        

BID case (B) = −1                                                                        

Malaysian (M) = 1                                                                           

Age (A) = −1                                                                        

State (S) = 1         (23) 
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Vaccinated (V) = 1                                                                            

Type of vaccinated (T) = −1                                                                         

Total vaccine (N) = 1                                                                            

Comorbidity (C) = −1                                                                           

The above attributes will be assigned in the 3SAT formula with another example from a different 

case (Case 2), as shown in Table 2. Case 1 is satisfiable since all the clause offers true value. 

Meanwhile, Case 2 is not satisfiable. 

Table 2. Example of cases for Covid-19 datasets in 3SAT representations. 

Case Attributes Outcome 

1 (¬G ∨ ¬𝐵 ∨ 𝑀) ∧ (¬𝐴 ∨ 𝑆 ∨ 𝑉) ∧ (¬𝑇 ∨ 𝑁 ∨ ¬𝐶)      𝜃1
𝑙𝑒𝑎𝑟𝑛 = 1 

2 (¬G ∨ ¬𝐵 ∨ 𝑀) ∧ (𝐴 ∨ 𝑆 ∨ 𝑉) ∧ (¬𝑇 ∨ ¬𝑁 ∨ ¬𝐶)      𝜃1
𝑙𝑒𝑎𝑟𝑛 = −1 

5.2. Experimental design 

The 3SATRA is trained using fuzzy logic and metaheuristic techniques using Matlab 2020b 

software in this exploratory modeling. Using Covid-19 datasets, the HNN algorithm used in this work 

generated 3SAT clauses of various levels of complexity. The final energy execution parameter has 

been established at 0.001 because it significantly eliminated statistical mistakes [27]. The effectiveness 

of this study will be assessed by contrasting all model's outcomes: 3SAT, 3SATFuzzy and 

3SATFuzzyGA and 3SATFuzzyHSA, for accuracy and effectiveness. The comprehensive 

investigations were conducted with a similar device to eliminate the possibility of an inaccurate 

memory sector during simulations. 

5.3. Method 

We restrict the simulation analysis to the standard strategy that can derive induced logic from 

actual datasets. The leading objective of this proposed work is to assess the level of accuracy of the 

created logic developed by 3SATRA using the integration of fuzzy logic and metaheuristics. The 

critical parameters used by logic mining algorithms are displayed in Tables 3–6. We also select the 

Hyperbolic tangent activation function (HTAF) since it has the most stable activation method. The 

HTAF suppresses the neurons' ultimate state because of its capability and behavior, including 

continuous, smooth and nonlinear. HTAF is used as a post-optimization technique to accelerate the 

proposed algorithm. It is the most robust in Boolean satisfiability (SAT) structure, and it will minimize 

the logical inconsistency of logic programming and HNN [40]. Other than that, HTAF is chosen 

because of its capability to squash the local field to obtain the final state of the neuron. The neuron 

initialization is set to be random throughout the retrieval phase of the logic mining method to reduce 

the network's potential bias. Tables 3–6 present a list of factors included in all the methods. 
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Table 3. Listing of related parameters utilized in 3SAT. 

Parameter Parameter Value 

Number of learning 100 

Tolerance measurement 0.001 

Activation function HTAF 

Synaptic weight method Wan Abdullah (WA) method 

Final neuron states, 𝑆𝑖 {−1, 1} 

Table 4. Listing of related parameters utilized in 3SATFuzzy. 

Parameter Parameter Value 

Number of learning 100 

Tolerance measurement 0.001 

Activation function HTAF 

Fuzzy membership neuron, 𝜇𝜏 [0,1] 

Input parameter, 𝜔𝑖 [0,1] 

Output parameter, 𝛽𝑖 [0,1] 

Table 5. Listing of related parameters utilized in 3SATFuzzyGA. 

Parameter Parameter Value 

Number of learning 100 

Tolerance measurement 0.001 

Activation function HTAF 

Fuzzy membership neuron, 𝜇𝜏 [0,1] 

Input parameter, 𝜔𝑖 [0,1] 

Output parameter, 𝛽𝑖 [0,1] 

Populations, 𝑝𝑜𝑝 100 

Selection rate, Γ𝑆 0.1 

Crossover rate, Γ𝐶 0.9 

Mutation rate, Γ𝑀 0.01 

Table 6. Listing of related parameters utilized in 3SATFuzzyHSA. 

Parameter Parameter Value 

Number of learning 100 

Tolerance measurement 0.001 

Activation function HTAF 

Fuzzy membership neuron, 𝜇𝜏 [0,1] 

Input parameter, 𝜔𝑖 [0,1] 

Output parameter, 𝛽𝑖 [0,1] 

Harmony memory size, HMS 100 

Harmony memory considering rate, Γ𝐻𝑀𝐶𝑅 0.9 

Number of improvisations, (𝑖𝑚𝑎𝑥) 100 
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5.4. Performance metric evaluation 

Several performance measures, including accuracy (𝛿), root mean square error (RMSE), mean 

absolute error (MAE) and sum squared error (SSE), will be used to estimate the proposed model's 

execution of logic mining. 

Accuracy 𝛿 is the standard metric used to evaluate the effectiveness of classification processes. 

It is used to establish the correctness of the network's solutions constructed on the accomplishment of 

the results and the model's data-training capacity. This study's accuracy 𝛿 will represent the effective 

solutions generated by the induced logic for the dataset, as shown in Eq (24). 

𝛿 =
Correct 𝑃𝑖𝑛𝑑𝑢𝑐𝑒𝑑

Total 𝑃𝑡𝑒𝑠𝑡
× 100%        (24) 

RMSE gives details on the difference of the estimated quantities and the calculated value [41]. 

The formula of RMSE is given in Eq (25): 

𝑅𝑀𝑆𝐸 = ∑ √
1

𝑛
(𝐼ℎ𝑖𝑔ℎ𝑒𝑠𝑡 − 𝐼𝑥)

2𝑛
𝑖=1        (25) 

MAE is a helpful measurement for estimating the model by calculating the difference of the average 

involving the calculated and expected values [38]. The formula of MAE is provided in Eq (26): 

𝑀𝐴𝐸 = ∑
1

𝑛
|𝐼ℎ𝑖𝑔ℎ𝑒𝑠𝑡 − 𝐼𝑥|𝑛

𝑖=1         (26) 

A statistical method for estimating the extent to which the information deviates from predicted 

values is called SSE as shown in Eq (27) below [42]: 

𝑆𝑆𝐸 = ∑ (𝐼ℎ𝑖𝑔ℎ𝑒𝑠𝑡 − 𝐼𝑥)
2𝑛

𝑖=1         (27) 

Processing time (𝜏) indicates the total interval of time to finish the process. The processing time 

is used to determine robustness and stability. This investigation will employ the second international 

system of units (SI) for processing time. When the model's CPU period is reduced, the simulation's 

productivity is believed to be improved. The calculation is provided in Eq (28): 

𝜏 = Training phase time + Testing phase time     (28) 

In prior work, global minima (𝑧𝑀) are used to thoroughly explore energy analysis [43]. The 

formula is given in Eq (29): 

𝑧𝑀 =
1

𝑁𝑇.𝐶𝑂𝑀𝐵𝑀𝐴𝑋
∑ 𝑁𝑛

𝑖=1          (29) 

6. Results and discussion 

6.1. Simulated datasets 

Before investigating the Covid-19 datasets, the experiment's initial section used simulated 

datasets to test the methods. Simulated datasets is data that was randomly generated by a computer. 
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This section compares the effectiveness of HNN-3SAT, HNN-3SATFuzzy, HNN-3SATFuzzyGA and 

HNN-3SATFuzzyHSA as the learning rule in the HNN model. The following presents the simulated 

dataset results for all models. 

Figures 6 and 7 show the global minima ratio and computational time obtained by four methods: 

HNN-3SAT, HNN-3SATFuzzy, HNN-3SATFuzzyGA and HNN-3SATFuzzyHSA, respectively. 

Previous work by [27] learned that there is a correlation between the global minima value and the input 

of energy achieved in the network's final stage. Based on Figure 6, the results in the presented methods 

achieve higher global minima energy, except for HNN-3SAT. The new integrated network of HNN-

3SATFuzzy, HNN-3SATFuzzyGA and HNN-3SATFuzzyHSA have reached the global minima ratio 

with the value of one. The suggested method can tolerate a wider range of neuron values since fuzzy 

logic reduces the computing burden by expanding the neuron search space to determine the correct 

states. The fuzzy logic technique involves two central parts: Fuzzification and defuzzification. The 

alpha-cut technique will also enhance the unfulfilled neuron clauses in the defuzzification stage until 

the correct neuron state is discovered. This hybrid property allows the algorithms to attain effective 

global minima. However, because the HNN-3SAT network lacks an accelerator technique to expand 

the search space; it gets trapped in a suboptimal state as the number of neurons increases. Thus, the 

network potential decelerates as the number of neurons rises and is caught in local minima. In 

conclusion, the property of applying fuzzy logic and/or metaheuristic algorithms yields its potential to 

converge effectively to global minima compared to HNN-3SAT. 

A crucial parameter or indicator for assessing the efficacy of our proposed method is the 

processing time. From the efficiency of the overall calculation process, one may roughly deduce the 

durability of our techniques. The processing time (𝜏), is the overall time for the network to finish the 

computation process. The computation technique comprises the main phase of the network, training 

and testing phases. Figure 7 indicates the processing time (𝜏) for the HNN-3SAT, HNN-3SATFuzzy, 

HNN-3SATFuzzyGA and HNN-3SATFuzzyHSA. The more neurons there were, the more likely it 

was that the same neuron was implicated in additional sentences [44]. As shown in Figure 7, the value 

of 𝜏 increases with the number of neurons in all hybrid networks. However, the network for HNN-

3SAT was more prone to get caught in local minima and take up additional time as it got trapped and 

became more complicated. Now that the logical inconsistencies have been resolved, a thorough search 

in the HNN will determine the best selection. A method that accelerates the training process is therefore 

necessary. Figure 7 demonstrates how superior HNN-3SATFuzzyHSA is as the value of 𝜏 remains 

low compared to other methods. Although there were more clauses per neuron, the HNN-

3SATFuzzyHSA model managed to progress faster than the other network. Furthermore, the time 

spent by all networks at a lower number of neurons is not significantly different. However, the 

difference can be seen when the complexity increases. The results show that the processing time was 

shorter when the hybrid method of applying fuzzy logic and metaheuristic algorithms was employed. 

Thus, it proved that the hybridized system works efficiently as the complexity increases.  
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Figure 6. Global minima ratio for all models. 

 

Figure 7. Processing time (𝜏) for all models. 

Figures 8–10 display the RMSE, MAE and SSE results during the training stage for all the 

approaches using simulated datasets. According to all the metrics, HNN-3SATFuzzyHSA 

outperformed all the methods. The results show that the RMSE, MAE and SSE scores for the HNN-

3SATFuzzyHSA network are superior to other networks considering a rise in the number of neurons 

(NN). The HNN-3SATFuzzyHSA solutions diverged less from the possible solutions. Based on RMSE, 
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MAE and SSE results, the recommended strategy, HNN-3SATFuzzyHSA, achieves 𝐸𝜃3𝑆𝐴𝑇
= 0 at 

lower results compared to the rest. The primary reason is that 3SAT's fuzzy logic technique expands 

the search space better and HSA provides better optimization, permitting the success of 𝐸𝜃3𝑆𝐴𝑇
= 0 

in smaller series. While training for precise interpretations, the fuzzy logic system process is prone to 

expand the search space. Similarly, the HNN-3SATFuzzyHSA employed a methodical approach 

throughout the searching neuron step, employing the fuzzification and defuzzification procedures. The 

integration process with metaheuristic algorithms also helps the network to optimize more efficiently. 

HNN-3SATFuzzyHSA could effectively check the correct interpretation and manage further 

constraints than the other networks. 

 

Figure 8. Values of RMSE for all models in simulated datasets. 

 

Figure 9. Values of MAE for all models in simulated datasets. 
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Figure 10. Values of SSE for all models in simulated datasets. 

6.2. Covid-19 datasets 

In this part, we assess the induced logic 𝜃𝑖
𝑃 performance, and the instances of the datasets will 

be split into 𝜃𝑖
𝑙𝑒𝑎𝑟𝑛 (60%) and 𝜃𝑖

𝑡𝑒𝑠𝑡 (40%) groups. It is significant to consider that this approach 

strictly implies three literals per clause. The data has effectively developed an adaptable 3SAT logic 

and has been successfully included in the network. Five performance evaluations were examined to 

assess the effectiveness and accuracy of HNN-3SAT incorporating fuzzy logic and the metaheuristic 

algorithm in executing 3SATRA. The metrics used are accuracy, CPU time, RMSE, MAE and SSE. 

Table 7 shows the accuracy 𝛿 and CPU time 𝜏 for all the models assessed in the Covid-19 datasets. 

Table 8 shows all the error analyses of RMSE, MAE and SSE findings. The highest value of 𝛿 is used 

to determine which model is the best based on the accuracy; meanwhile, the lowest 𝜏 regulates the 

robustness of the network. The lowest error analysis indicates that the method improves the best quality 

of the solutions. 

We illustrate the accuracy and robustness of all models' retrieval properties in Table 7. According 

to the value of 𝛿 of each model in Table 7, the implementation of 3SATRA in the proposed model of 

HNN-3SATFuzzyHSA achieved a 98.34% positive outcome, 97.79% for HNN-3SATFuzzyGA and 

78.24% for HNN-3SATFuzzy. The outcomes surpass the conventional HNN-3SAT model with only 

48.53% accuracy. The value achieved by the most outstanding accuracy from HNN-3SATFuzzyHSA 

is relatively excellent by at most 49.8% compared to the lowest accuracy from HNN-3SAT. The 

existing HNN-3SAT logic mining work cannot produce at least 50% accuracy for Covid-19 datasets 

because it has no hybridized method or optimizer function that can widen the search space and improve 

the solution. In conclusion, HNN-3SATFuzzyHSA combined with 3SATRA is the most effective 

model for training and evaluating HNN since it has the maximum logical rule accuracy. The value of 

𝜏 reported for the processing time for all models for Covid-19 datasets. From Table 7, HNN-3SAT 

required higher consumption time since the basic mechanism has no hybridized method that has the 

effect of causing the logical rules to fail when any of the clauses is not met. Therefore, the process 
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causes the HNN-3SAT method to utilize more time and additional iterations to find a reliable solution. 

Contrarily, HNN-3SATFuzzyHSA permits the network to finish the process with the fewest iterations 

possible in the least time. 

Table 7. Accuracy and CPU time for all models in Covid-19 dataset. 

Models 𝛿 𝜏 

3SAT 48.53 69.1599 

3SATFuzzy 78.24 54.9863 

3SATFuzzyGA 97.79 14.9878 

3SATFuzzyHSA 98.34 12.3535 

The error analysis for Covid-19 datasets for the four different approaches—HNN-3SAT, HNN-

3SATFuzzy, HNN-3SATFuzzyGA and HNN-3SATFuzzyHSA are listed in Table 8 for RMSE, MAE 

and SSE, respectively. Based on Table 8, the integration of fuzzy logic and HSA mechanism enhances 

the quality of solutions for HNN-3SATFuzzyHSA, resulting in the least errors and enabling 𝐸𝜃3𝑆𝐴𝑇
=

0. Meanwhile, the HNN-3SAT creates a higher value of errors with the highest error values. Table 8 

shows that all error analyses for HNN-3SATFuzzyHSA performed better than those of other networks. 

The findings show that the HNN-3SATFuzzyHSA network has the lowest RMSE, MAE and SSE 

values compared to other methods. It proves the hybridized network between fuzzy logic and HSA 

performs positively. Less variation existed between the HNN-3SATFuzzyHSA solutions and the 

possible solutions. RMSE, MAE and SSE values revealed that the suggested technique, HNN-

3SATFuzzyHSA, managed to achieve 𝐸𝜃3𝑆𝐴𝑇
 with the lowest results. The main reason for this is that 

HSA and fuzzy logic find a better solution during the training phase, allowing 𝐸𝜃3𝑆𝐴𝑇
= 0 to be 

reached in a smaller amount of series. When training, the fuzzy logic system has the tendency to widen 

its search when seeking precise interpretations. The HNN-3SATFuzzyHSA then systematically used 

the defuzzification process to gain satisfying solutions. Utilizing HSA additionally improves solution 

optimization. Furthermore, HNN-3SATFuzzyHSA could handle more limitations than the other 

networks and efficiently verify the correct interpretation. 

𝜃𝑏𝑒𝑠𝑡
𝑃 = (𝐺 ∨ ¬𝐵 ∨ 𝑀) ∧ (𝐴 ∨ 𝑆 ∨ 𝑉) ∧ (¬𝑇 ∨ 𝑁 ∨ 𝐶)    (30) 

Table 8. Values of error analysis for all models in Covid-19 datasets. 

Models RMSE MAE SSE 

3SAT 26.9124 112.4850 703.1300 

3SATFuzzy 21.0364 14.8750 31.0100 

3SATFuzzyGA 1.5569 0.3930 16.4000 

3SATFuzzyHSA 0.5796 0.0587 9.7800 

Equation (30) displays the achieved 𝜃𝑏𝑒𝑠𝑡
𝑃  by HNN-3SATFuzzyHSA. The generated 𝜃𝑏𝑒𝑠𝑡

𝑃  will 

help the responsible sectors recognize a vital cause to identify the critical patients needing more 

attention. This work focused on HNN-3SATFuzzyHSA on transforming Covid-19 into 3SAT logic 

representation with 3SATRA to produce optimum 𝜃𝑏𝑒𝑠𝑡
𝑃  to extract valuable information. Applying 

HNN-3SATFuzzyHSA in 3SATRA will offer valuable understanding to any industry requiring 

substantial components that may lead to better services. The new developments in improving hybrid 
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models between fuzzy logic and metaheuristic algorithms are constantly required to supervise 

optimization tasks. 

7. Conclusions 

In conclusion, we anticipate that the study's findings will widen the scope of the fundamental 

optimization method in the HNN. This study demonstrates that 3SATRA is an effective information 

extraction method and behavior for estimating the outcomes of Covid-19 datasets. Besides its vast 

entries of datasets, the hybridized 3SATRA created in this study, manages to extract valuable 

information from the datasets. Therefore, 3SATRA is essential to produce induced logic that reveals 

negligible elements that contribute to the issues faced by the world today. Additionally, it was 

discovered that developing our modified HNN-3SAT model combined with fuzzy logic and two 

metaheuristic algorithms helped enhance the conventional learning phase of HNN. We tested our 

hybrid HNN model of HNN-3SATFuzzyHSA using Covid-19 datasets in contrast to other approaches. 

Various performance evaluation indicators were used to carry out the comparative analysis. The results 

showed that HNN-3SATFuzzyHSA performed better than other approaches. The experimental model 

to perform the fuzzy logic and metaheuristic strategies for training the 3SATRA can be used in other 

medical fields' datasets, such as diabetes, hepatitis and heart failure, to extract and reveal the behavior 

of the datasets. 
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