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Abstract. To deliver electricity to customers safely and economically, power companies encounter 
numerous economic and technical challenges in their operations. Power flow analysis, planning, and 
control of power systems stand out among these issues. Over the last several years, one of the most 
developing study topics in this vital and demanding discipline has been electricity short-term load 
forecasting (STLF). Power system dispatching, emergency analysis, power flow analysis, planning, 
and maintenance all require it. This study emphasizes new research on long short-term memory 
(LSTM) algorithms related to particle swarm optimization (PSO) inside this area of short-term load 
forecasting. The paper presents an in-depth overview of hybrid networks that combine LSTM and 
PSO and have been effectively used for STLF. In the future, the integration of LSTM and PSO in the 
development of comprehensive prediction methods and techniques for multi-heterogeneous 
models is expected to offer significant opportunities. With an increased dataset, the utilization of 
advanced multi-models for comprehensive power load prediction is anticipated to achieve higher 
accuracy. 
 

Keywords: Combined model; LSTM; Particle swarm optimization; STLF 

 
1. Introduction 

Economics, as a fundamental driving force, greatly influences energy deployment and 
consumption efficiency through innovation and resource optimization (Berawi, 2022; 
Zaytsev et al., 2021). Load forecasting, crucial for accurately anticipating future energy 
demands, plays a pivotal role in generation scheduling, ensuring system dependability, 
optimizing power resources, and contributing to the economics of smart grids. Based on the 
amount of time that has been projected, load forecasting may be split into three types. STLF 
is one of them, and it often corresponds to a forecasting period ranging from one hour to 
one week. Weekly load forecasting (for the next seven days), daily load forecasting (for the 
next 24 hours) and predicting several hours in advance are all critical for the STLF power 
system's real-time operation and scheduling (Zeng et al., 2017). 

The future operation and management of power systems demand quicker decision-
making and adaptability to unpredictability. There is a rising need for calibration and 
verification estimates in a variety of applications, including economic power production 
distribution, energy trading and system security assessments, optimal power exchange 
across grids, unit commitment, and performance monitoring (El-Hadad, Tan and Tan, 2022; 
Ul-Asar, Hassnain, and Khan, 2007). 
 Load forecasting is used to explore a variety of topics, including electric grid schedules,
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load flow analytics, day-to-day activities, and performance (Ruzic, Vuckovic, and Nikolic, 
2003). The precision of load prediction is crucial for proper system functioning, influencing 
electric grid management and planning. Furthermore, this prediction influences the 
behavior of the power system, especially its small and big generator sets and divergence 
from the true value may impose extra expenses on the framework. Load forecasting has 
been presented in many ways thus far, one of which is the neural network-based method. 
Researchers prefer the neural network approach over other methods because of the variety 
of interactions between load pattern changes and their technical parameters, as well as the 
complex relationship between load pattern changes and these parameters and the ability 
of neural networks to find these relationships. Simultaneously, the numerical value 
supplied to the neural network's parameters has a significant impact on the network's 
actual quality at the same time. Consequently, techniques such as particle swarm 
optimization (PSO) may prove to be advantageous (Chafi and Afrakhte, 2021). Social 
thinking, as embodied by the notion of PSO, serves as the foundation for the method. PSO is 
a type of evolutionary algorithm that uses multiple representations of the parameters to be 
improved. By treating artificial neural networks as an optimization issue, PSO can develop 
them directly. 

As one of the frequently used artificial networks, the LSTM neural network, as a 
specialized recurrent neural network (RNN), can be successfully trained and forecasted 
based on historical data, resulting in superior prediction outcomes. In recent years, LSTM 
has been widely used in the field of power load forecasting due to its ability to effectively 
learn time series and nonlinear data correlations (Stratigakos et al., 2021; Wei and Pan, 
2021; Bedi and Toshniwal, 2019; Imani and Ghassemian, 2019; Wang et al., 2019; Tang et 
al., 2019; Choi, Ryu, and Kim, 2018; Kim, Kim, and Choi, 2018; Bouktif et al., 2018; Zheng, 
Yuan, and Chen, 2017; Di Persio and Honchar, 2017; Sri et al., 2017). As a result, several 
researchers have created LSTM neural network versions, which are often a combination of 
neural networks (LSTM) and learning algorithms (PSO). In terms of accuracy, 
computational cost, and time requirements, hybrid models beat classical models. 

The following sections make up this paper. The first section provides a summary of the 
technology, its origins, benefits, and drawbacks, as well as the study's objective. The second 
section gives a brief summary of the LSTM and PSO approaches. The third section contains 
a summary of the literature review technique and stages, as well as PSO and LSTM, classical 
and mixed neural network algorithms that have been effectively employed to STLF. Finally, 
the review's findings are presented in Section 4. 
 
2.  Brief Description of PSO and LSTM 

2.1.  PSO 
 Human social behavior influenced the concept of particle swarm optimization. 
Kennedy and Eberhart (Garcia-Gonzalo and Fernandez-Martinez, 2012) suggested it in 
1994. There are n particles in the solution space, each of which represents a dimension of 
the solution space. This is how it represents the problem: the particles explore the solution 
space in search of the optimal solution. According to Kennedy, the three concepts of 
evaluation (learning by self-experience), comparison (learning by comparing experiences), 
and imitation (learning by adapting to ideal trends) encapsulate the learning processes 
involved (Marini and Walczak, 2015). Each particle makes its own choices while being 
impacted by its surroundings. When a particle attempts to replicate its best-known 
solution, it may unintentionally discover an even better option, potentially affecting its 
neighbors negatively. This process links all particles to an optimal point, akin to the cultural 
inclination within human society. 
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2.2. LSTM neural network 
 M.I. Jordan and Jeffrey Elman proposed the Recurrent Neural Network (RNN) in the late 
1980s (Yu et al., 2019). Because it overcomes the inability of standard neural networks to 
simulate time, it is frequently used in industries such as speech recognition. While a basic 
RNN can manage certain short-term dependencies, it is not capable of dealing with long-
term ones. At the close of the twentieth century, Sepp Hochreiter and Jürgen Schmidhuber 
created an LSTM neural network to cope with this challenge, which was later improved in 
practical applications Guo et al. (2021b). The "memory" capabilities of the LSTM neural 
network in coping with timing-related difficulties are substantially superior to that of the 
RNN neural network due to its unique gate structure. Figure 1 depicts the building of the 
LSTM memory block. 

 
Figure 1 The memory block architecture of the LSTM (Zheng, Yuan, and Chen, 2017) 

 In Figure 1, xt represents the input at time t; ft, it, and ot, respectively, represent the 
forget gate, input gate, and output gate. At time t, c̃t is the input node state; at time t − 1 and 
t, Ct−1 and C are the unit states; at time t − 1 and t, ht−1 and h are the outputs; tanh is the 
hyperbolic tangent function, while σ is the activation function. 
 
3. Different Variants of PSO and LSTM: An Overview 

 This section introduces and analyzes some recent work on PSO combined with LSTM 
neural network models for STLF. There are three categories to the work that has been done 
thus far, as shown in Table 1. Next, Table 2 provides a detailed list of the various models 
and their applications as mentioned in the related literature. This table displays the type of 
load each model addresses, the specific name of the proposed model, and its classification, 
further enriching our understanding of the application of PSO combined with LSTM. 

Table 1 Job categorization as of now 

Type Related Literature 

Classical PSO combined with LSTM 
neural network 

(Zou et al., 2020), 
(Cao et al., 2021) 

Variants of PSO Algorithm Combined 
with LSTM Neural Network 

(Xudong, Shuo, and 
Qingwu, 2020), 
(Wei and Pan, 2021), 
(Guo et al., 2021a), 
(Chang et al., 2020) 

Using PSO and LSTM models, as well as 
other models and approaches, create 
comprehensive load forecasting models 

(Yuan et al., 2019), 
(Shang et al., 2021) 
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Table 2 Models and types proposed in the literature 

Literature Load type Proposed model Type of model 

(Zou et al., 2020) 
The daily energy 
load of the 
community 

PSO-LSTM 
Classical PSO combined with 
LSTM neural network 

(Cao et al., 2021) 
Heat pump power 
load 

PSO-LSTM 
Classical PSO combined with 
LSTM neural network 

(Xudong, Shuo, and 
Qingwu, 2020) 

Building heating 
and cooling load  

IPSO-LSTM 
Variants of PSO Algorithm 
Combined with LSTM Neural 
Network 

(Wei and Pan, 
2021) 

Grid data daily 
electricity load 

ACMPSO-LSTM 
Variants of PSO Algorithm 
Combined with LSTM Neural 
Network 

(Guo et al., 2021a) 
Grid data daily 
electricity load 

GPSO-LSTM 
Variants of PSO Algorithm 
Combined with LSTM Neural 
Network 

(Chang et al., 2020) 
Loads under VPP 
jurisdiction 

IPSO-LSTM 
Variants of PSO Algorithm 
Combined with LSTM Neural 
Network 

(Yuan et al., 2019) Wind energy load Beta-PSO-LSTM 

Using PSO and LSTM models, 
as well as other models and 
approaches, create 
comprehensive load 
forecasting models. 

(Shang et al., 2021) 
Public electricity 
load 

PSO-KFCM&CNN-
LSTM 

Using PSO and LSTM models, 
as well as other models and 
approaches, create 
comprehensive load 
forecasting models. 

3.1.  Classical PSO combined with LSTM neural network 
 In (Zou et al., 2020), Luyao Zou et al. proposed a combined strategy related to the LSTM 
as well as PSO to address the challenge of reducing non-renewable power use throughout 
the community. The prior day's energy use was predicted using an LSTM-based model. The 
community's battery and P2P sharing system, which uses PSO to fix the imbalance between 
load and solar power production, is evaluated in the second scheduling stage. The LSTM-
based prediction technique outperforms the Auto Regressive Integrated Moving Average 
(ARIMA) in precision as well as model training time, as evaluated by root mean square error 
(RMSE), total training length, and mean square error (MSE). However, for hourly day-ahead 
demand forecasting with LSTM, this study only addresses the demand of 17 families from 
a single neighborhood, which may impair the forecast's accuracy. Future studies will 
address energy scheduling in different communities as well as the interests of each family, 
which will need more datasets. 
 Cao et al. (2021) proposed an improved power management solution that incorporates 
LSTM as well as PSO. LSTM was performed to anticipate the power consumption of a heat 
pump based on prior data utilizing thermal pump data from the United Kingdom. Then, for 
simulation comparison, construct the models as given in Table 3. The assessment measures 
of the prediction impact in these models are mean absolute percentage error (MAPE) and 
root mean square error (RMSE). With a MAPE of 1.59 percent and an RMSE of 0.15 percent, 
the LSTM model has the greatest performance and outperforms other models, according to 
the data. The LSTM neural network STLF model was then combined with a PSO algorithm-
based home energy management system to create a fully optimal home energy 
management system (HEMS). This model's accuracy was shown to be exceptional, with an 
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average percent difference of 2.06 percent between projected and real HEMS power prices, 
which is higher than previous comparable research in the area. However, the study's 
predictive accuracy can be improved once again. Individual end-user forecasting results 
might be used in future studies to analyze the community's overall forecasting accuracy and 
the impact of integrating load forecasting with HEMS on the communities. 

Table 3 The outcomes for the optimal parameters of several algorithms (Cao et al., 2021) 

Algorithms LSTM  BPNN SARIMA RF ES 

MAPE (%) 1.59 6.4 13.1 12.24 10.72 
RMSE 0.15 0.17 0.34 0.31 0.27 

3.2. Variants of PSO Algorithm Combined with LSTM Neural Network 
Liu Xudong et al. (Xudong, Shuo, and Qingwu, 2020), proposed a prediction model for 

building cooling and heating loads using an improved PSO (IPSO) method and an LSTM 
neural network model. This research evaluates the prediction outputs of IPSO-LSTM, 
Support Vector Regression (SVR), Media Loss Rate (MLR), and Extreme Learning Machine 
(ELM) models using datasets from the UCI machine learning collection. The findings reveal 
that IPSO-LSTM can anticipate heating and cooling loads better than other algorithms, that 
its prediction performance is better than other algorithms, and that its R-squared index is 
closer to 1 than other algorithms. However, a significant number of trials show that the 
forecast accuracy of various cooling load models is not particularly good. Future studies 
will primarily concentrate on two key areas: substituting a more suitable model for 
predicting cooling load and identifying building factors more closely linked to cooling load. 
 In (Wei and Pan, 2021), Wei Tengfei et al. proposed a fresh STLF model (ACMPSO-
LSTM) that enhances LSTM neural networks by using an adaptive cauchy mutated particle 
swarm optimizer (ACMPSO) algorithm. This study used data (including temperature, 
humidity, day type and actual whole point load) from China's Zhejiang Power Grid to build 
LSTM, PSO-LSTM, as well as ACMPSO-LSTM models. The average prediction errors of LSTM, 
PSO-LSTM, and ACMPSO-LSTM for one week are 3.92 percent, 3.24 percent, and 2.59 
percent, respectively, according to the data. When compared to LSTM and PSO-LSTM, the 
ACMPSO-LSTM model improves prediction accuracy by 33.9% and 20.1%,  respectively. 
The ACMPSO algorithm is more adaptable than the PSO technique, and it can find better 
model parameters and increase the prediction effect. In addition, the model considers the 
impacts of temperature, humidity, and day type. In the future, the model can also be applied 
to wind speed forecasting, photovoltaic power generation forecasting, and forecasting in 
other fields. 

Guo et al. (2021a) proposed a fresh strategy for STLF that combines feature correlation 
analysis correction and global particle swarm optimization (GPSO) with a recurrent neural 
network (RNN) using LSTM. This research uses load data, date type data, and 
corresponding daily weather data from a region in southern China from 2012 to 2014 as a 
data set and then performs exploratory data analysis (EDA) and corrects relevant 
influencing factors to ensure the integrity and standardization of the data, before selecting 
features based on correlation set sequence as input. Following that, the GPSO-LSTM model, 
an Elman RNN model and a back-propagation neural network (BPNN), were created. The 
GPSO-LSTM model, according to simulation findings, has a lower error than the BPNN and 
Elman techniques. On normal days, holiday, and critical days, the performance is notably 
better, particularly on weekdays where the prediction impact is most pronounced. The new 
model demonstrated a mean absolute percentage error (MAPE) of 1.18 percent and a 
normalized root mean square error (NRMSE) of 2.4 percent. However, EDA cannot totally 
eradicate the inaccuracies in the data set utilized in this work. In the future, better 
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equipment will be used to obtain more specific and comprehensive relevant data right away 
for forecasting. 

Chang et al. (2020) proposed an energy co-optimization management approach based 
on model predictive control (MPC) for a virtual power plant's (VPP's) energy storage 
system (ESS). LSTM neural networks are being used to collect one-hour predictions for 
load, wind, and solar electricity output within the VPP's jurisdiction. In the MPC 
architecture, the optimal schedule is subsequently addressed using an improved particle 
swarm optimization (PSO) approach. This study takes a year's worth of data from a specific 
location as a data set and assesses the effectiveness of the proposed algorithm primarily on 
two fronts: distributed generation usage efficiency and public grid impact reduction. 
According to the studies, the method increases distributed generating utilization while 
smoothing the power exchange graph and lowering its effect on the power system. The 
technique uses monitor outcomes as feedback, which makes the optimal solution a 
feedback circuit and reduces the influence of prediction error on efficiency, especially when 
the prediction data is inaccurate. However, wind energy and photovoltaic power generation 
are affected by weather factors. In future studies, the prediction model will need to take 
into account associated weather aspects in order to increase forecast accuracy. 

3.3. Using PSO and LSTM models, as well as other models and approaches, create 
comprehensive load forecasting models 

Yuan et al. (2019) proposed a combined model (Beta-PSO-LSTM) for the prediction 
interval of wind power (PIWP) based on the beta distribution function of an LSTM neural 
network and PSO. In this research, one wind farm collected 1200 wind energy-related data 
every 10 minutes in March 2016, 1100 for training, and 100 for prediction. The LSTM model 
is utilized to forecast wind power. Following that, six models were created for simulation 
comparison, as shown in Table 4. The freshly presented model gives the maximum value in 
terms of performance measures, according to the data. When utilizing the fresh model to 
calculate the wind power prediction interval, it is possible to construct forecast intervals 
with more coverage and better performance. It is useful for wind power sequence 
uncertainty modeling. Wind power, on the other hand, has fluctuating and intermittent 
features in the functioning of power systems, and is particularly susceptible to the effect of 
meteorological conditions. In future development, the forecasting model should consider 
significant meteorological elements to increase forecasting accuracy. Due to the 
unpredictability of wind power, the wind power forecast interval may also be applied in the 
ideal scheduling issue of the water-heating wind system. 

Table 4 Six PIWP models' performance (Yuan et al., 2019) 

  PICP (%)  𝛥𝑃̅̅ ̅̅ (𝐾𝑊)  𝑆‾𝛼 𝐹 

Beta-PSO-LSTM 95 540 84 4.32 

Beta-PSO-BP 95 611 141 3.74 
Norm-PSO-

LSTM 
95 574 98 4.07 

Beta-LSTM 95 677 93 3.46 
Beta-IM-LSTM 95 618 88 3.79 

LSSVM 95 728 116.59 3.23 

In (Shang et al., 2021), Chuan Shang et al. proposed an STLF method using PSO-KFCM 
(KFCM, Kernel Fuzzy c-means) and CNN-LSTM (CNN, Convolutional Neural Network) 
models based on daily load curve clustering. The study makes use of a public electricity load 
dataset from New South Wales (NSW), Australia. Then, for simulation, the classic LSTM 
model, eXtreme Gradient Boosting (XGBoost), Multilayer Perceptron (MLP), Bidirectional 
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Recurrent Neural Network (Bi-RNN), Gate Recurrent Unit (GRU), and the newly suggested 
model are set up. Table 5 depicts the comprehensive evaluation parameters for the six 
models. According to simulation findings, the suggested novel model obtains a MAPE of 
1.34 percent on the whole test dataset. The new model's MAPE is 3.02 percent lower than 
the regular LSTM model. This complete technology considers previous load data as well as 
influencing elements (meteorology, date type, economics, and so on), normalizes the 
historical load data, and conducts fuzzy mapping on the influencing factors using the 
Pearson Correlation Coefficient (PCC). When compared to the usual fuzzy c-means strategy 
for clustering daily load curves, the PSO-KFCM approach significantly improved clustering 
quality (31.9%). The advantages of strong feature extraction are combined with the 
capacity to analyze vast time series in this hybrid prediction. The CNN-LSTM model and the 
PSO-KFCM approach described in this study, on the other hand, are not restricted to STLF 
alone. In the future, it might be used for bearing problem diagnostics, signal pattern 
identification, intelligent visual sorting, and other deep learning applications. 

Table 5 The figure below compares the six models over the test set in terms of maximum 
MAPE, lowest MAPE, and average MAPE (Shang et al., 2021) 

Models Max MAPE Min MAPE  
Average 

MAPE 

MLP Model 3.82% 1.88% 2.73% 
GRU Model 6.88% 2.59% 4.65% 

Bi-RNN Model 4.51% 1.83% 3.39% 
LSTM Model 5.46% 3.06% 4.36% 

XGboost Model 3.08% 1.15% 2.16% 
Proposed 2.40% 0.48% 1.34% 

 
4. Conclusions 

 This paper presents novel work on combining PSO with an LSTM algorithm for Short-
Term Load Forecasting (STLF), now employed for effective short-term load anticipation. 
According to the results of various studies, LSTM-based forecasting algorithms have the 
ability to offer a viable solution for the difficult problem of time series forecasting. To 
handle this tough and intriguing challenge, PSO, a random search algorithm with global 
learning potential, is also integrated with LSTM. The described technologies have proven 
their capacity to estimate electrical demands, lowering power system running costs and 
enhancing operational efficiency. Furthermore, as smart energy meter infrastructure 
improves and Internet of Things technology advances more detailed and comprehensive 
relevant data will be available in real-time in the future. Therefore, the comprehensive 
prediction method and technology of the multi-heterogeneous model currently have a 
broad space for development. In the follow-up research work, on the basis of the PSO 
combined with the LSTM model, other learning technologies or models can be combined to 
form a comprehensive load forecasting model combined with smart grid and IoT 
technologies. Based on acquiring more data, advanced multi-models are used for integrated 
forecasting of power loads. 
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