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A B S T R A C T

The influence of the three-dimensional effects of the distribution of the stress intensity factor in the numerical
calculation of plasticity-induced crack closure is analysed in this paper. The usual methodology assumes a con-
stant distribution of K along the thickness to obtain the effective stress intensity factor of the crack. This assump-
tion should not be transposed to models that intend to observe phenomena in the crack front vicinity, where 3-D
effects are a key aspect in the results. Through numerical simulations of both fracture and fatigue of through
thickness straight cracks (CT specimen in mode I), the local opening and closure moment of each crack node is
obtained and compared with previous one. Corrections are proposed for numerical methodology to obtain Kop
and Kcl distribution along the thickness.

1. Introduction

One of the aims of fatigue design is to develop reliable methods of
determining crack growth rate, in function of a given load parameter,
that can be used to evaluate crack growth resistance for different ap-
plied stresses and different test piece and crack geometries. In 1963,
Paris [1] introduced the stress intensity factor range to characterise the
crack growth rate produced by cyclic variations in an applied stress field
(where Kmax and Kmin are the maximum and minimum stresses applied
during a fatigue cycle). Paris’ law indicates stable crack growth at val-
ues above a given threshold (ΔKth):

(1)

where, da/dN is the growth of the crack per fatigue cycle and C and
m are material-specific constants that depend on factors such as mi-
crostructure, the load ratio (R=Kmax/Kmin) or environmental condi-
tions.

Since then, authors have introduced modifications in order to con-
sider other factors. For example, Walker [2] incorporated mean

stresses, while Forman’s modification [3] not only accounted for mean
stresses but also the curve’s asymptotic effect for values of ΔK approach-
ing Kc. Similarly, the literature contains a lot of approximations to these
curves, such as those published by Smith [4] when fitting welding test
results.

(2)

Elber [5,6] introduced the theory that crack growth rate was depen-
dent on the nature of the contact between the surfaces of the crack.
Based on the assumption that crack propagation only occurs during the
portion of the fatigue cycle when the crack is totally open, Elber sug-
gested using the crack opening stress as a reference value to define the
effective range of stresses and, subsequently, an effective range for the
stress intensity factor (Keff). Authors such as Ritchie and Suresh [7,8]
later contributed with advances in the analysis of closure mechanisms.
These developments included what is known as plasticity-induced crack
closure (PICC).

Abbreviations: A, Crack length; b, Specimen’s thickness; CT, Compact Tension specimen; E, Young’s modulus; FE, Finite element analysis; K, Stress intensity factor; Kcod, Stress intensity
factor due to COD method; KJ, Stress intensity factor due to J-integral method; Kmax, Maximum stress intensity factor; Kmin, Minimum stress intensity factor; KN, Nominal stress intensity
factor; Kttop, Crack opening, tip tensile criterion; Kttcl, Crack closure, tip tensile criterion; Kncop, Crack opening, node contact criterion; Knccl, Crack closure, node contact criterion; P, Load
applied; R, Stress ratio; rpD, Dugdale’s plastic zone size; W, Specimen’s width; ΔKeff, Effective range of stress intensity factor.
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Fig. 1. schematic of the simulated CT compact tension specimen (w=50mm, a=20mm,
b=3–9mm) both in fracture and fatigue simulations.

(3)

(4)

PICC models have used the plastic wake generated by the crack to
describe the relationship between the loading-history effects and crack
growth rate. A considerable amount of articles and studies have focused
on this phenomenon and how it relates to other significant parameters,
such as: the validity of PICC in the analysis of small crack growth [9];
analyses of overload effects on loading history [10–12]; numerical and
experimental detection of crack opening and closure [13–15]; numeri-
cal modelling of the plastic wake [16,17]; its relationship with loading
cycles in the presence of compressive loads [18,19]; etc.

Nonetheless, PICC still has its detractors [20,21]. Although the clo-
sure phenomenon has been observed experimentally and calculated nu-
merically, the argument revolves around whether or not it actually has a
genuine influence on crack propagation. Critics of PICC suggest growth
is due to other driving forces acting in front of the crack, for exam-
ple Kujawski [22] and Huang [23] have proposed solutions that de-
pend on Kmax and ΔK+ (the positive part of ΔK). We consider per-
tinent to obtain good experimental correlations for the overall crack

growth rate by fitting the curves with different combinations of K,
which still corresponds to the overall stress state at the crack tip. How-
ever, we believe that when the field of study is restricted to three-di-
mensional phenomena that take place in the vicinity of the crack front,
then we should continue to assess the influence of PICC in each particu-
lar case.

Regarding this question, Antunes et al. [18,24] presented two very
interesting articles in 2015. The first confirmed that the crack clo-
sure concept can explain growth even in the presence of compressive
stresses. While the second study revealed the influence of PICC on the
main crack front parameters. The latter paper also featured a compre-
hensive introduction and bibliography discussing the PICC phenomenon
and aspects thereof which elicit contention among researchers. We are
particularly interested in one of the disputed issues because it relates to
the results presented herein; the uncertainty in the measurement (both
experimental and numerical) of crack opening and closure values.

Indeed, there are unresolved problems regarding the experimental
measurement of these values. There are notable differences between the
results produced by classical treatments, as illustrated by the publica-
tions of Ashbaugh [25], Fleck et al. [26] and Ray et al. [27] who ques-
tioned the values or obtained 30% spreads in their analyses of U. In
1995, Yisheng and Schjive [28] concluded that the spread inherent to
the methods used was around 10–15%. Authors such as Carrol et al.
[29] or Mokhtarishirazabad et al. [30] have recently analysed the use
of more accurate techniques such as Digital Image Correlation (DIC), al-
though the results still present a certain degree of uncertainty. Further-
more, when examining parameters that vary across the thickness, the
experimental methods are clearly limited by the fact that they only work
on the visible side of the test specimen.

Therefore, numerical methods are particularly useful in this field
of analysis. The correct numerical detection of crack closure during a
fatigue process is a complex problem. Such a model must be able to
analyse results at the crack front at singularity distances which feature
significant gradients in the nodal solutions and important three-dimen-
sional effects (Pook [31]). An added difficulty is the impossibility of
validating the numerical results across the thickness with experimental
tests. Hence the numerical model must be extremely and independently
robust.

There is no consensus regarding the parameter that determines crack
opening or closure instant during each fatigue cycle. The literature pre-
sents two clearly defined trends for determining crack opening. The first
considers that the crack opens when there is no physical contact be-
tween the free surfaces (Knc), which translates into the numerical model
when the final or penultimate node in contact separates [32–34]. The
second tendency, proposed by Sehitoglu and Sun [14,35], studies the
stresses perpendicular to the plane of the crack at the crack tip (Ktt).
Their first work defined the opening as the point at which the entire
plane of the crack was placed under tension (Kt, tensile) [14]. Their sub-
sequent paper [35] specified the moment at which the crack tip was
placed under tension (Ktt, tip tensile). This represented a significant
breakthrough in terms of analysing the results as it reduced the impact
of mesh size on the crack tip environment.

The numerical determination of opening and closure was the main
subject of Gonzalez-Herrera’s thesis [36] (2004). The main objective
was to validate a numerical calculation method by identifying the in

Table 1
Resume of mesh design parameters.

3-D models. K Nmax =20MPam1/2. Straight crack front.
Simulation (year) fatigue(2007) fatigue(2007) fatigue(2012) fatigue(2012) fracture(2015) fracture(2017)
Thickness 3mm 6mm 3mm 6mm 3mm 6mm
Number of elements 37.838 64.016 82.546 102.710 60.374 120.223
Minimum element size (x axis): t mex 42.86μm 60μm 10.32μm 10.32μm 11.85μm 11.85μm
Minimum element size (z axis): t mez 10μm 10μm 17.5 μm 34.6 μm 40μm 40μm
Element shape ratio 4.3 6 1.7 3.35 3.37 3.37

2



UN
CO

RR
EC

TE
D

PR
OO

F

J. Garcia-Manrique et al. Theoretical and Applied Fracture Mechanics xxx (2018) xxx-xxx

Fig. 2. Finite element model for a CT specimen with straight crack front, b=9mm and
KN =25MPam1/2.

Fig. 3. Differences in stress intensity results in 3D fracture simulations (K25 b3 10° means
KN =25MPam1/2, b=3mm, angle of curvature of the crack front α = 10°).

fluence of key factors (mesh density, number of cycles, performance
curves, Kmax, R) on the opening or closure results in both two- and
three-dimensional models [16,37]. However, despite good experimental
correlations, the results did not consider the heterogeneous distribution
of the stress intensity factor across the thickness. One of the author’s
conclusions was that we can no longer ignore that there is a relationship
with Kmax, which, while it is not estimated to be very large, may be ca-
pable of establishing some relationship with the thickness.

To advance in this study two lines of investigation have been de-
veloped. On one hand, Camas et al. [38–40] used three-dimensional
fatigue models to study the influence of thickness and curvature by
analysing plasticised regions and also fitted numerical parameters to
determine the crack opening and closure. They upheld the assumption
that loading was uniformly distributed across the thickness in order to
circumnavigate cross-influences between the two effects. On the other
hand, a method of calculation was developed and the K distribution
analysed across the entire thickness for numerical fracture simulations.
Garcia-Manrique et al. [41–44] have presented some recommendations
for calculating K and analysing its influence in function of thickness, the
scale of the applied load and the crack front curvature.

Fig. 4. schematic resume of the methodology used for the simulation of crack growth in
fatigue models.

Fig. 5. Procedure for the numerical determination of the moment of opening and closure
of the crack and the Kop and Kcl calculation. (a) Based on stress criteria (Ktt). (b) Based on
displacement criteria (Knc).

This paper presents the first results concerning the cross-over be-
tween these two lines of research. We shall analyse the correction ap-
plied to the numerical calculation of crack closure by introducing the
variable K distribution across the crack front. This heterogeneous dis
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Fig. 6. K value depending on the position of the node in the crack front and the moment
of the load cycle. (a) Corresponding to a homogenous distribution (KN). (b) Corresponding
to a results obtained in fracture simulations using J-integral (KJ (z, KN)).

Fig. 7. Evolution of KJ according to KN for different nodes of the crack front (b=3mm
and straight front). The legend identify the node according to the relative position to the
midplane.

tribution is also dependent on the degree of loading applied [43] and
may therefore have a different influence during each step of the loading
or unloading process. We put forward a method for correcting existing
data collated from previous fatigue simulations and analyse the signif-
icance of these data in terms of detecting crack closure and simulating
crack growth rate.

In the second section of the paper we present a compilation of the
main aspects of the different numerical simulations, both original and
current ones. In next sections we proceed to analyse the parameters
susceptible of correction and we present results of this influence in

Table 2
Polynomial trend functions of (KJ/KN) for some positions of crack front (b=3mm,
a=20mm, straight crack). x=KN.

z/(b/2) KJ/KN =f(KN) r2

0.00 1.086E−04 x2 − 2.231E−03x+1.097 0.999
0.17 9.750E−05 x2 − 1.732E−03x+1.090 0.999
0.33 7.756E−05 x2 − 8.602E−04x+1.079 0.999
0.50 5.820E−05 x2 − 1.116E−04x+1.066 0.999
0.67 −2.274E−06 x3 +1.276E−04 x2 −

5.376E−04x+1.0540
0.998

0.83 6.04E−07 x4 − 5.42E−05 x3 +1.47E−03 x2 −
1.43E−02x+1.08

0.999

0.90 1.179E−05 x3 − 1.022E−03 x2 +2E−02x+0.902 1.000
0.93 2.5E−05 x3 − 1.7E−03 x2 +2.75E−02x+0.865 1.000
0.97 2.06E−05 x3 − 1.11E−03 x2 +7.56E−03x+0.933 1.000
1.00 3.89E−04 x2 − 2.78E−02x+1.04 1.000

Fig. 8. Correction proposed for the numerical determination of the moment of opening
and closure of the crack and the Kttop and Kttcl calculation. (a) Node in the midplane. (b)
Node in the surface.

PICC determination and in crack growth rate. Finally, we resume some
recommendations in the conclusion section.

2. Finite element models review

In this paper, references to results from different numerical models
are used. Initial fatigue models were simulated with ABAQUS and re-
cent simulations in fatigue and fracture, with the ANSYS software. In
this section we present a review of main numerical aspects that are es

4
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Fig. 9. scheme of the present and proposed simulation methodology.

Fig. 10. Kop and Kcl results along the thickness. Comparison of previous results with the
new proposed methodology. All dates are nondimensionalized by the nominal maximum
load (KNmax). Fatigue simulation with KNmax =30 Mpam1/2, R=0.1, b=3mm.

sential to validate them and to detect the PICC and K values according
to the methodologies developed by the authors.

2.1. Geometry and material

All the models correspond with a CT compact tension specimen
(W=50mm) appropriate for mode I loading. Long cracks (a=20mm)
and thickness ranging from b=3 to 9mm were modelled. Due to the
symmetry of the problem only a quarter of its geometry is necessary, so
boundary conditions of symmetry are applied both the middle and the
crack plane (Fig. 1).

The material modelled has been Al-2024-T351 aluminium alloy
(E=75.3 GPa, σyd = 470MPa, K′ = 685MPa, n′ = 0.073 being
K′ and n′ parameters in the Ramberg-Osgood yielding model) with
isotropic hardening rule as plastic behaviour. The results selected have

Fig. 11. Kop and Kcl results along the thickness. Comparison of previous results with
the new proposed methodology. All dates are nondimensionalized by the Kmax distrib-
ution through thickness (KJmax). Fatigue simulation with KNmax =20 Mpam1/2, R=0.1,
b=3mm.

Fig. 12. Kop and Kcl results along the thickness. Comparison of previous results with
the new proposed methodology. All dates are nondimensionalized by the Kmax distrib-
ution through thickness (KJmax). Fatigue simulation with KNmax =30 Mpam1/2, R=0.1,
b=3mm.

been those with weak hardening (H/E=0.003 where H and E are the
slopes of the plastic and elastic line). However, the influence in crack
closure results, and the corrections we propose, is similar to ratios be-
low H/E=0.03 with isotropic plastic behaviour [37,42].

2.2. Meshing

The mesh density around the crack front is always one of the main
parameters to validate any numerical model. The gradients of the re-
sults in this zone have to be properly obtained. In our simulations
[16,39,41–45] the element type used is linear cubic one (8 nodes) with
full-integration method. The element size both in the crack front (tmez)

5
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and crack propagation direction (tmex) has influence in the accuracy
of the results, especially in the plasticity crack-closure phenomenon
[33,37,46], but also in the stress intensity factor distribution (K) [42].
Both Gonzalez-Herrera and Zapatero (2008) [47] for PICC modelling
and Garcia-Manrique et al. (2017) [42] for K, presented recommenda-
tion of minimum element size related to the Dugdale’s plastic zone size
(rPD) and the specimen thickness (b) in order to obtain similar accuracy
levels in simulations with different maximum loads and geometries. The
element shape ratio is also limited, so exists an additional relation be-
tween tmez and tmex.

Fatigue tri-dimensional simulations of PICC [47] were modelled
with tmex < (rPD/90), tmez =10μm and a shape ratio below 6 to 1. This
mesh was based on the previous studies of the influence of minimum el-
ement size on 2D fatigue crack closure simulations [37] and was limited
by the computational cost. Nowadays, the devices present much greater
capabilities and a new calculation campaign has been carried out to val-
idate the 2-D study in a 3-D series of simulations. The results obtained
indicate that the mesh density were adequate though it would be rec-
ommended to reduce it in through thickness direction and to increase
in the x-axis one. Fracture tri-dimensional simulations to obtain K [43]
were modelled with tmex < (rPD/30), tmez < (b/80) and a shape ratio
below 4 times.

The minimum element sizes are defined for the meshing of the vicin-
ity of the crack front (tmex) and the surface (tmez). It is usual to work with
a progressive mesh to reduce the number of nodes, were the smaller will
be situated in the intersection between the crack and the free surface
of the specimen. In Table 1, mesh design parameters from models re-
lated to this article are resumed. In Fig. 2 shows the mesh density in
the region near the crack front in the case of a fatigue simulation of
KNmax =20 Mpam1/2, b=6mm, R=0.3, a=20mm.

The contact between the faces of the crack is also a critical phenom-
enon in the crack advance simulation. It is an important non-linearity. It
is necessary to adjust the penetration value correctly and solve the asso-
ciated numerical problems of convergence. In all the fatigue models an
exponential pressure-clearance relationship were used with a maximum
penetration under 10−11 m.

2.3. Load distribution along the thickness. K

Throughout the development of the text and the figures of the paper,
we present different meanings of the stress intensity factor according to
the following nomenclature and the methodology of their numerical cal-
culation. We emphasize the difference between the so-called KN and KJ.
The first one (KN) refers to the K value predicted for the specimen type
through the known relation of Eq. (5).

(5)

It is a value contrasted in the study of fatigue life for CT spec-
imens and depends mainly on the geometry and the maximum load
level applied (P). We call it nominal. The second one (KJ) includes the
three-dimensional evaluation of the load distribution along the thick-
ness, namely is a function of z and can be denoted as KJ (z). It refers to
the K calculated by the methodology developed which we can summa-
rize in the next points:

• It is obtained through the J-integral applying domain integrals around
the crack front by an ANSYS code subroutine.

• The relation between the J-integral evolution and KJ assume plane
strain hypothesis.

• KJ is influenced by the number of element included in the integration,
the minimum element size, the direction of crack propagation influ-
ence, etc. This methodology has been studied and can be consulted in
previous works [41–43].

Throughout recent years, we have accumulated a large number of
simulations on KJ (z) in fracture models, analysing the influence of
thickness, load and/or curvature. Today, some of the main conclusions
are evident although they have not yet been transferred to other cases
of study. Among them, it is worth remembering for its applicability in
this paper, three qualitative concepts:

• The KJ distribution is not homogeneous, however, the overall are sim-
ilar to the nominal one. So the method distributes the same amount
of load along the crack front [42].

• Both the load level and the thickness have influence in the way that
this distribution happens. The shape of the results curve cannot be
extrapolated and there is a cross-influence between these parameters
[43].

• Recent simulations with several curvatures presents conclusions in
the line of an important influence also with this factor. We study the
curvature through a parameter that identifies the angle of curvature
with respect to the outer face (α).

Fig. 3 presents some of these simulations and highlights the impor-
tant differences in the distribution of results when we vary the parame-
ters described. We can summarized that, in a broad sense, KJ is a func-
tion of many parameters, KJ =f (z, KNmax, b, α), not only KJ (z).

2.4. Numerical simulation of crack closure (Kop/Kcl)

The correct simulation of the crack growth under fatigue, in such a
way that allows us to study its effect in areas very close to the crack
front, presents a great difficulty even with the current computing ca-
pabilities. We have developed and contrasted models where the main
parameters of the process have been analysed [37,47,48]: element size,
plastic wake generated, opening and closure criteria, etc. In this section
we will focus on the growth methodology of the last cycles and how the
opening and closure of the crack is determined.

In all the results presented in this paper, the models have the follow-
ing fundamental characteristics (a schematic outline is shown in Fig. 4):

• The plastic wake generated has been longer than 0.5 rPD to guarantee
the convergence in the numerical results of opening and closure.

• Tensile tip (Ktt) and node-contact (Knc) criteria have been applied.
Though the first one seems to have better accuracy, both of them are
widely used.

• The nodes are released at the moment of maximum load of each load-
ing cycle. In this moment the boundary conditions change, the node is
free, and the crack consequently advances a size equal to the element
size of that region.

• Steps of relaxation and initial hardening are used to improve conver-
gence.

• One loading cycle (load, node release and unload) is modelled be-
tween nodes releases. The hardening level of the material is low
enough so no more cycles are needed.

Once the crack has reached the desired length, we introduce a last
cycle of loading and unloading with no variations in the boundary con-
ditions. During this two steps, a numerical routine retrieves the values
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of the control variable established in the chosen opening criterion (dis-
placement in Knc or stress in Ktt) for all the nodes belonging to the crack
front. Enough equidistant substeps are set to have accurate data.

The routine monitors the evolution of the results on each loading
slope and identify the moment in which the variable changes sign. So
we get opening (negative to positive) and closure (positive to negative)
moments. To translate this to values of Kop and Kcl, the value of K ap-
plied in the specimen is identified for that moment. For this, as shown
in the figure, it is correlated with the applied loading step that in our
models oscillates between Kmin and Kmax.

Fig. 5 presents this procedure for tip tensile (Ktt) and node contact
(Knc) criterion. In the figure, the x-axis indicates the substeps made dur-
ing the last two load cycles, where the data of the reference variables
are taken. The ordinate axes shows both the value of this variable (left
axis) and the value of the KN during the process (right axis).

3. Influence of inhomogeneous distribution of K along the
thickness in KOP and KCL

First at all, we will briefly outline the complexity of the problem we
are dealing with (in the next section, a scheme is included in Fig. 9 to
help to understand the present and proposed simulation process). Once
the thickness of the specimen and the curvature is established, the prob-
lem is defined by KNmax and R (and consequently KNmin). We can simu-
late a FE fatigue crack closure problem and obtain the different opening
and closure points (KNttop, KNncop, KNttcl and KNnccl) which are dependent
of the position along the thickness (z) and will we denote as KNopcl (z)
on the following discussion in order to represent the four criteria. Based
on these results we can obtain ΔKNeff(z) along the thickness.

The described methodology allows to determine with good accuracy
the moments of opening and closure in three-dimensional models and
the values of crack opening and closure.

However, if we analyze the process, the values of Kop and Kcl ob-
tained correspond to those of applied load and do not take into account
the actual distribution along the crack front. For each node of the crack
front, the reference variable is compared with the same linear slope that
connects Kmin and Kmax. So it is the nominal value (KN) at that instant
and therefore, indirectly, introduces the characteristic that this is con-
stant along the crack front. As we discuss in the introduction this could
result in errors when we require to study parameters very dependent on
the three-dimensional effects next to the front, such as growth criteria
to visualize the evolution of the crack front shape.

To include the effect of real load distribution along the thickness,
3-D effects in K calculation have to be introduced. So we propose to
change the reference of K, so that instead of KN formulation, we can cor-
rect KNopcl(z) in terms of KJ(z), obtaining KJopcl(z). The curves of results
not only cease to be homogeneous along the thickness, but vary depend-
ing on the moment of the cycle in which we are (load level influence)
and the shape of the crack (angle of curvature influence).

However, we must recall that KJ (z) is valid for a certain KN (for in-
stance KNmax), and if we want to make this correction properly we must
include the KN dependence observed in KJ and so consider the function
KJ (z, KN).

The Fig. 6 shows an example where this aspect can be clearly ob-
served. It presents the load distribution along the thickness of a load-
ing and unloading cycle. The simulation parameters were a=20mm,
b=3mm, R=0.1, KNmax =30 MPam1/2 and straight crack front. On the
one hand we have the loads applied throughout the cycle between KNmin
and KNmax. In the horizontal axes, the substeps of the load cycle and the
position with respect to the thickness of the specimen are represented.
If we project them directly to the crack front we would have a constant
and identical slope for all the nodes. On the other hand (KJ) we have
a surface generated from a series of fracture simulations for KN values
between KNmin =3 MPam1/2 and KNmax =30 MPam1/2.

This second surface (KJ) of results incorporates both the influence in
K of the position of the node (z) and of the KN. It is expected that these
behavioral differences have an influence on the calculation of the open-
ing and closure according to the previous methodology. This influence
is evaluated by the correction of previous fatigue simulation results.

A procedure to incorporate the KJ (z,KN) is proposed and applied
to two cases: The first of these was the aforementioned b=3mm,
R=0.1 and KNmax =30 MPam1/2. The other was b=3mm, R=0.1 and
KNmax =20 MPam1/2, where KN oscillate between 2 and 20 MPam1/2. So,
it is necessary to determine the distributions of KJ for that range of load.

In order to achieve this, as shown in Fig. 7, the evolution of KJ ac-
cording to KN has been simulated for the same node positions along the
thickness considered in the existing fatigue models. These curves have
been analyzed and approximated by polynomial trend functions. This
functions (Table 2) are incorporated to a subroutine to identify what is
the portion of load in each node for each moment of the cycle.

Taking the previous functions as a reference, the routine correlates
the moment of opening and closure of the fatigue models with a new
value of K corresponding this time to these KJ distributions. To visualize
this, the Fig. 8 shows the nominal loading and unloading ramps versus
those calculated according to the previous procedure for two thickness
positions: midplane and surface plane.

As expected, the influence of the correction in the midplane of the
specimen is no significant. The order of the difference is similar to the
one we already found between the theoretical value of K (KN) and the
global value obtained by the integral J (Ktot) [42]. However, in the sur-
face plane of the specimen there exist appreciable differences in the
opening and closure values. The rest of the crack front presents an inter-
mediate behavior between these two extreme nodes.

4. Corrections in KOP and KCL determination

This methodology has been repeated to correct the values of all
nodes of the crack front for opening and closure both tensile and dis-
placement method (Fig. 9: first proposed correction).

Fig. 10 summarize the results obtained. Dash lines correspond with
node contact criteria and solid lines with tensile criteria. The solution is
normalized with respect the KNmax (KNmax =30 MPam1/2) as were the re-
sults in the original simulations with KN. Each set of results (Kttop, Kncop,
Kttcl and Knccl) are calculated for both the traditional method and the
proposed correction, subscripts N and J respectively.

It is observed that the solutions are qualitatively similar until we get
closer to the surface where the corrected solutions fall to lower values.
In addition, the corrected results are quantitatively superior to the origi-
nal ones in the interior zones. This effect is more important in the stress
analysis criteria.

In our opinion, these variations do not correspond to recognizable
phenomena in the PICC. To adapt the methodology, the decision was
made to vary the parameter used to nondimensionalize the solution. It
is proposed not to use a constant global parameter, but it is more ap-
propriate to introduce the three-dimensional effect of it (Fig. 9: second
proposed correction).

In this way each value in each node of the front is nondimension-
ized by the value of the distribution along the thickness of KJmax(z) (by a
J-integral approach) instead of the constant value of KNmax. Figs. 11 and
12 presents the same results normalized again.

The results now present greater convergence inside the specimen.
In the case of KNmax =20 MPam1/2 are almost identical. In the case of
KNmax =30 MPam1/2 the differences are somewhat greater. This implies
an influence of the load level on the behavior of the correction. In ad-
dition, the behavior of the curves in the region close to the surface is
completely modified. In this way the trend is maintained and the re-
sults curves are corrected quantitatively, as expected. In spite of this,
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important variations continue to be observed in the zone near the sur-
face. All the gradients towards the surface increase considerably.

Another observable consequence is the increase in the convergence
of opening and closure values in the surface between the two criteria
studied (Ktt and Knc).

So, the proposed corrections introduce changes in the results, espe-
cially quantitative, and especially in the region near the surface, where
PICC influence is greater. KJ correction is therefore necessary to adjust
the numerical values of opening and closure in a fatigue simulation.

5. Conclusions

In this paper we have analysed the influence of the three-dimen-
sional profile of the stress intensity factor in the numerical determina-
tion of crack opening and closure by plasticity. The usual methodology
is to identify the moments of opening and closure through a stress in-
tensity factor corresponding to the load level applied at that instant. It
is done by the assumption of a K distributed uniformly (KN). However,
when we do not study the total advance of the crack but the evolution
of phenomena close to the crack front, this hypothesis subtracts infor-
mation from the problem. It is well known that K presents a variation
along the thickness witch depends on factors such as load level or the
shape of the front.

To analyse this influence, a methodological correction has been
made through the correction of the reference intensity factor used. In-
stead of KN we propose the use of the value of KJ (z,KN) corresponding
to each node and to each level of applied load.

For this, results of Kop and Kcl obtained in previous fatigue simula-
tions are presented and compared with those obtained according to the
proposed modification.

The main conclusion is that variations in the corrected results are ob-
tained. The importance of the deviations depends on the position along
the thickness. It is more relevant, as expected, in the region close to the
surface. The results suggests that there is also an influence on the load
ratio R and the value of the maximum load.

This conclusion apply with regard both to the methods of calcula-
tions based on control variables of displacement (Knc) and stress (Ktt).
In addition, improved convergence is obtained between the opening
(Kttop-Kncop) and closure (Kttcl-Knccl).
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