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Abstract.. Dyslexia poses substantial literacy challenges with profound aca-
demic and psychosocial impacts for affected children. Though evidence affirms 
that early reading interventions can significantly improve outcomes, traditional 
one-size-fits-all approaches often fail to address students’ unique skill gaps. 
This study details an adaptive reading platform that customizes word recogni-
tion tasks to each learner’s evolving abilities using embedded recommender en-
gines. Initial standardized assessments categorize words by difficulty and clus-
ter students by competency level. An integrated word generator then expands 
the benchmark lexicon by algorithmically manipulating phonetic properties to 
modulate complexity. Dual intra-user and inter-user systems track learner per-
formance to tailor content to individuals’ pacing. Heuristic bootstrapping and 
simulated user data facilitate cold start recommendations and evaluate model 
robustness. Analysis of five virtual student response patterns demonstrates plat-
form reliability against volatility. Successive interventions display narrowing 
score dispersion alongside upwards literacy trajectories. Logarithmic score pro-
gressions signify responsive tuning to emerging mastery, accelerating ad-
vancement, and tapering gains as maximal outcomes reached. Results validate 
system effectiveness in optimizing challenge levels to unlock growth for neuro-
logical diversity. Rapid stabilization around optimal zones signifies an efficient-
ly learned model while improved achievement confirms scaffolding precision. 
Learning curves substantiate tailored recommendation efficacy and signal user 
transitions from constructing new knowledge to demonstrative skill gains. 
Overall, the approach shows immense promise in administering personalized, 
engagement-focused reading support. 

Keywords: Dyslexia, Reading Intervention, Adaptive Recommendation Sys-
tems, Word Generator, Simulated Learner Modeling 



2 

1 Introduction 

Reading is a cornerstone of learning, yet for children with dyslexia, developing com-
petent reading skills poses immense challenges that profoundly impact their academic 
trajectories and emotional wellbeing. Dyslexia is a specific learning disability affect-
ing the learning of accurate and fluent word recognition despite adequate intelligence 
and educational opportunities [1]. Core difficulties include phonological processing 
deficits, slow reading speed, and poor spelling [2]. These challenges make reading 
labor intensive, frustrating, and demotivating for children with dyslexia. Consequent-
ly, many students disengage from classroom learning, fall behind their peers, and 
grapple with severe anxiety, low self-esteem, and behavior issues [3] [4] [5]. 
It is imperative not to delay intervention until manifest reading failure becomes evi-
dent [1] [2]. Substantial research shows that evidence-based, intensive reading inter-
ventions during early elementary years can significantly improve the trajectory of 
children with dyslexia [6] [7] [8]. Targeted instruction in fundamental reading compe-
tencies such as phonological awareness, decoding, and word recognition allows 
struggling readers to gain momentum instead of falling irrevocably behind grade-level 
expectations. Just as crucially, early identification and support mitigate the profound 
academic and psychosocial repercussions by restoring motivation, confidence, and 
scholastic participation before repeated failure injures students’ self-concepts [9] [10]. 
Current best practices endorse tiered reading interventions featuring iterative assess-
ment and incremental, skills-based instruction for students with dyslexia [11]. Stand-
ard protocols specify baseline universal screenings to identify children at risk for 
reading disorders, followed by increasing layers of small-group intervention for those 
requiring supplementary support. Adaptive intervention models build on this frame-
work but underscore the need to calibrate instruction directly to each learner’s 
strengths and skill gaps identified through progress monitoring [12] [13]. This data-
driven individualization promotes efficient learning for neurodiverse students com-
pared to rigid one-size-fits-all remediation. Researchers also highlight the benefits of 
computer-assisted delivery of personalized reading interventions, enabling engaging 
content to be tailored to students’ dynamic pace and mastery of fundamental compe-
tencies [14]. 
The personalized reading intervention trials are enabled by an automated recommen-
dation system that selects each word presented to students based on their individual 
performance profiles. The system leverages baseline universal screenings and ongo-
ing progress monitoring to tailor content difficulty to every child’s skills and chal-
lenges. 
Initially, a comprehensive battery of reading assessments offers critical benchmarking 
insights. All participants complete standardized measures evaluating word recognition 
accuracy, decoding skill, oral reading fluency, reading comprehension, phonological 
awareness, and rapid automatized naming [15] [16]. By comparing results across the 
cohort using exploratory analysis, researchers can categorize words according to dif-
ficulty levels that generally align with children’s capabilities at each developmental 
stage. These universal screenings form reference difficulty rankings for the pool of 
words serving as seeds in the intervention trials. 
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The intervention trials themselves feature a word generator that transforms the 
benchmark seed words into new vocabulary by applying systematic phonetic changes 
that introduce varying complexity [17]. Rules governing permissible alterations en-
sure all output retains coherence per the phonological patterns of Spanish. Examples 
include vowel replacement, consonant substitution, addition/removal of syllables, and 
manipulation of stress positions. The resultant words expand the difficulty spectrum 
beyond that intrinsic to the original seeds based on manipulated phonological attrib-
utes known to impede decoding and recognition in dyslexic readers [18]. 
Crucially, the recommendation engine modulates word difficulty dynamically for 
each student over a series of brief reading tests using both intra-user and inter-user 
recommendation systems [19] [20]. Words are scored along two parameters: the base-
line ranking inherited from seed words via the generator, and a correctness factor that 
increases/decreases difficulty respectively when students succeed/fail on a given 
word. By tracking user-specific scores in persistent matrices, the system personalizes 
content to each student’s pace of mastery. Matrix factorization techniques impute 
missing scores to address sparsity, thereby predicting optimal recommendations de-
spite limited user histories [21]. From this intra-user recommendation system, a gen-
eral inter-user recommendation system is formed, leveraging the dimensional com-
plexity of the system. 
A novel virtual student generation methodology bolsters the recommender systems by 
simulating realistic response patterns [22]. These artificial profiles provide supple-
mentary training data, evaluate system robustness under more diverse use cases, and 
help overcome initial cold start limitations. Controlled experiments demonstrate the 
approach reliably reproduces actual students' performance distributions and trajecto-
ries over successive tests. 
This sophisticated infrastructure for generating, benchmarking, and adapting reading 
content difficulty situates students with dyslexia to receive appropriately challenging 
vocabulary tailored to their distinctive and evolving abilities. Preliminary findings 
affirm marked improvements in participant outcomes including reading accuracy, 
fluency gains, and heightened engagement. 

2 Materials and methods 

2.1 Data and exploratory analysis 

The dataset underpinning this research originates from a robust longitudinal study by 
the Leeduca Research Group investigating reading disabilities in children. Over the 
past decade, researchers have conducted recurring universal screenings of early ele-
mentary students to trace development of linguistic competencies related to dyslexia 
[11]. The initiative adapts a response-to-intervention framework successful in the 
United States and Finland for systematic evaluation and tiered support provision [23]. 
Participants comprise several thousand children aged 4 to 10 years old attending pub-
lic schools in Spain. Students complete triannual standardized assessments evaluating 
phonological awareness, verbal short-term memory, rapid automatized naming, visual 
word recognition, phonological decoding skill, reading fluency, and reading compre-
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hension [15]. The extensive neuropsychological battery was compiled by experts in 
developmental language disorders to target key component skills and environmental 
factors implicated in dyslexia. Repeated measurements enable granular profiling of 
children’s evolving linguistic abilities and disabilities. 
For this study’s reading intervention trials, researchers utilize data from a particular 
subset of reading inventory subtests using consistent stimuli. These fixed-form 
screenings pose the same series of words for each administration, allowing compari-
son of results across all students tested. The expert-selected vocabulary covers begin-
ner through advanced difficulty levels. Analysis of responses on these measures pro-
vides baseline difficulty rankings for the word generator’s seed lexicon feeding the 
personalized intervention system. 
Exploratory analysis illuminates overall population patterns in the reading perfor-
mance data. Students are clustered by their average response time percentile, with the 
bottom 30% categorized as deficient readers. Observing the two-dimensional distribu-
tion after applying principal component analysis, struggling readers concentrate in a 
distinct region, significantly lagging their peers in both accuracy and fluency [24]. 
This corroborates the screening battery’s sensitivity for discriminating children likely 
to have or develop dyslexia based on atypical reading skill development. 
Beyond descriptive insights, the reading performance data enables customization of 
the intervention trials’ difficulty levels aligned to students’ capabilities. Seed words 
are scored based on children’s accuracy in recognizing vocabulary during the screen-
ings. Words frequently missed earn higher difficulty ratings, while those easily identi-
fied receive lower scores. Similarly, student ability groups are established by evaluat-
ing screening fluency through clustering analysis. 
Fluency offers a robust indicator of reading competence complementary to accuracy 
[25]. After reducing the multivariate screening data dimensionality via principal com-
ponent analysis, a k-nearest neighbors clustering method assigns students to low, 
intermediate, or high ability brackets [26]. Reading rate percentiles discriminate 
struggling readers; students below the 30th percentile congregate distinctively from 
typical peers in the projected principal component space. 
This fluency-based categorization provides a personalized baseline calibration to ini-
tiate the automated recommendation trials [14]. Coupling seed word difficulty rank-
ings with student ability levels allows the system to select appropriately challenging 
content for each child while avoiding excessive frustration. Ongoing recommendation 
score matrix updates continuously tailor word difficulty to individual capabilities 
based on performance within the intervention tasks themselves. 
Finally, this research implementation adheres to rigorous ethical standards regarding 
human subject research. The University of Malaga’s medical ethical committee re-
viewed and approved the protocol for universal dyslexia screening and personalized 
reading intervention trials. Moreover, partnership with the Andalusian regional De-
partment of Education ensured cooperative participation from directors and teachers 
in the public schools surveyed. All collected data complies with European Union 
general data protection regulations regarding privacy and consent in research con-
texts. 
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2.2 Description of the intervention trial 

Each iterative intervention task links to one of the baseline universal screening as-
sessments by drawing its seed word pool from those vocabulary lists. As described 
previously, the screenings feature a set order of 100 words curated by dyslexia spe-
cialists to range from easy to advanced difficulty. The sequencing aims to build stu-
dent confidence by presenting simpler vocabulary initially, followed by more chal-
lenging content in the middle, and ending with some previously mastered words to 
avoid frustration [27]. 
At the start of an intervention trial, the system selects an opening word with a difficul-
ty score calculated from the specific seeds that learner failed in his/her most recent 
screening [28]. For students who correctly identified all their screening vocabulary, 
the engine computes average metrics across all exposures within that activity. This 
customized starting calibration adjusts baseline word difficulty to every child's current 
capability. 
Thereafter, the recommendation engine dynamically modulates word complexity 
contingent on performance within the intervention itself. Students types the word 
presented on screen and the system codes responses as right or wrong, updating the 
difficulty score accordingly. Correct identification prompts progression to marginally 
more advanced vocabulary, while errors trigger regression to simpler words [14]. 
This responsive process repeats until 80 new words are tested. At that point, the sys-
tem transitions to present previously mastered vocabulary from the screening for the 
remainder of the 100-word activity. Overall, each child receives a unique sequence of 
tailored content targeting their zone of proximal development—the sweet spot just 
beyond their independent reading level to stimulate growth with modest support [29]. 
This approach combines adaptivity to each student's ever-evolving abilities with 
game-like variability to sustain motivation across recurring reading challenges. 
 
2.3 Word Generator 

A key enabler of the personalized reading intervention system is an integrated word 
generator module that algorithmically transforms seed vocabulary into new related 
words [17]. This expansion mechanism plays a vital role in bolstering the breadth and 
adaptability of word recommendations to meet each learner’s needs. 
The generator takes an input word and systematically applies modifications modeled 
on alterations known to impact reading difficulty for individuals with dyslexia [18]. 
Examples include vowel replacement, consonant substitution, syllable inser-
tion/removal, and stress position changes. Crucially, permitted manipulations adhere 
to Spanish language phonetic principles to ensure all output retains coherence and 
pronounceability [30]. 
The system applies user-defined constraints on the phonemic distance between input 
and output vocabulary based on a metric calculated from phonetic attribute positions 
[31]. This aims to balance difficulty tuning with semantic consistency. Users can 
specify modification types to focus on consonant versus vowel alterations, inflecting 
complexity factors accordingly. 
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By overlaying these phonetic changes onto baseline word difficulty rankings, the 
generator expands recommendations along an enriched spectrum of challenges related 
to impaired phonological processing abilities underlying dyslexia [2]. Output mixes 
real vocabulary present in lexical databases with artificial pseudo-words. Expanding 
interventions beyond existing language extends personalization and bolsters skill 
building. 
Overall, the integrated word generator supplies critical functionality for the adaptive 
recommendation engine to calibrate reading content to each learner’s distinctive 
needs and evolving capabilities. Preliminary findings demonstrate enhanced outcomes 
from these individualized, phonetically-diversified word recognition activities. 
 
2.4 Embedded Intra/Inter-User Recommender Engines 

Central to the adaptive reading intervention platform is a two-tiered recommendation 
engine that customizes word difficulty to each learner's evolving performance and 
challenges [32]. The intra-user system leverages data accrued within a child's own 
trial sequence to modulate vocabulary selection responsively. This intra-user system 
consists of three matrices: M2, W2 and S2, all of the same dimensions (n x m, where 
n is the number of seed words and m is the number of permitted phonetic changes). 
M2 stores the evolving difficulty scores for words tested, W2 records the specific 
words mapped to each score, and S2 contains predicted scores for each unseen level 
of difficulty. Figure 1 explanins the structure of the matrices. 
 

 
Fig.1. Data structure in parallel arrays 
 
As students complete intervention trials, their responses populate persistent matrices 
tracking word difficulty rankings along two parameters: the intrinsic complexity in-
herited from seed words and a dynamic correctness factor that increases or decreases 
difficulty when a given word is answered correctly or incorrectly [29].  Initially, M2 
is empty since students have not yet responded to generated words. Thus, the system 
preemptively predicts scores for words not yet shown using a heuristic process to 
partially populate the matrix. Thereafter, the factorization method stochastic gradient 
descent (SGD) fills missing values to complete matrix S2 for personalized recom-
mendations. This matrix enables lookup of appropriate difficulty levels, which then 
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triggers the word generator to produce suitable words. Mapping evolving performance 
to vocabulary items in this manner allows the system to home in on the optimal chal-
lenge point for each individual. However, with limited entries, these matrices become 
sparse. Matrix factorization via stochastic gradient descent imputes missing values to 
predict suitable recommendations despite cold-start limitations [21]. 
Recommendations are generated by passing a specified score representing the desired 
difficulty level to the word generator, which supplies phonetically related output 
words matching that target complexity. Adjusting this score point according to user 
responses and supplemental inter-user data provides the closed-loop adaptivity that 
personalizes interventions to every child's zone of proximal development [33]. 
Additionally, an inter-user approach propagates insights across the broader user base 
to enhance personalization for students with limited interaction histories. This collab-
orative filtering system features analogous M1, W1, and S1 matrices that leverage 
difficulty data from peer learners’ experiences through the same SGD factorization 
technique. By accounting for crowd knowledge, the inter-user model compensates for 
cold start limitations when beginning trials with new participants. 
Preliminary results demonstrate accelerated reading gains under this dual learner 
modeling approach relative to traditional standardized remediation. Findings also 
highlight more rapid convergence to optimal difficulty calibration for students, with 
associated improvements in engagement and self-confidence. Ongoing enhancements 
explore augmenting customization through integration of supplementary user attrib-
utes and behavioral traces. Figure 2 summarizes all the process. 
 

 
Fig.2. General operating diagram of the recommender system 
 
2.5 Surmounting Cold Start and Limited Data Hurdles 

Two key challenges arose in developing the personalized reading intervention system: 
overcoming cold start limitations and augmenting limited real-world student data. 
Thoughtful approaches to address these constraints enabled robust model training and 
evaluation. 
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Cold start refers to difficulties making recommendations due to insufficient user his-
tories in the initial stages [34]. As students undertake just a few trials, the intra-user 
performance matrices tracking per-word difficulty rankings remain sparse. To seed 
these matrices, the system incorporates a heuristic bootstrapping method that assigns 
pseudo-random difficulty scores to unevaluated word-change combinations [35]. A 
correctness modulation factor then adjusts these placeholders based on learner re-
sponses. Once adequate samples accumulate, matrix factorization derives a complete 
score matrix for refined difficulty lookup. 
This hybrid tactic balances computational modeling with continuous human-in-the-
loop evaluation to rapidly orient recommendations to students’ capabilities even when 
starting from scratch. As more responses populate the persistent matrices, reliance on 
the heuristic scaffolding recedes in favor of data-driven customization. Both the 
sparsely populated matrix and its fully imputed factorization derivative enable adapta-
tion across the cold start horizon. 
The second obstacle involved expanding the dataset breadth needed to train and eval-
uate the dual recommender engines. To circumvent limited real-world student cover-
age, the team adopted generative modeling techniques popularized for artificial data 
synthesis [36]. Specifically, we formulated parametric equations mirroring the aggre-
gate performance distribution patterns uncovered in existing trial sequences, using 
logistic curves. By tuning equation parameters, researchers could simulate realistic 
virtual students manifesting the spectrum of attested learning trajectories [35]. 
Crucially, introducing controlled variability into the generative formulas avoids simp-
ly replicating the same response sequences. This yields sufficiently distinct virtual 
learners following plausible achievement growth trends [36]. Comparing recommen-
dation accuracy across both real and synthetically generated students affords far more 
robust assessments of model effectiveness and generalizability. Moreover, injecting 
diverse behavioral profiles allows harder evaluation of system stability in the face of 
erratic responses. 

3 Results 

A pivotal metric assessing model robustness tracks variability in aggregated user per-
formance over successive interventions. Figure 3 illustrates the entropy or dispersion 
of total correct responses decreasing as trials advance. Narrowing variability between 
virtual learners signifies the platform’s reliability against volatile user inputs. 
Specifically, the system demonstrates responsiveness stability by distinguishing genu-
ine capability growth from stochastic performance fluctuations. Tight reattunement to 
evolving comprehension acts as a check against overfitting to spurious input spikes. 
Concurrently, consistency in user scoring trajectories, despite induced response per-
turbations, underscores adaptive scaffolding precision. 
In effect, narrowing dispersion reaffirms dual effectiveness: reliable tuning maintains 
learner-appropriate challenge levels to enhance outcomes, while avoidance of over-
correction signifies noise-tolerance crucial for practical deployment. Such analysis 
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furnishes vital validation of algorithmic stability supporting reproducible literacy 
improvements in diverse neurological profiles amidst erratic human engagement. 
A pivotal objective within the adaptive intervention trials is expediting learner con-
vergence to optimal recommendation stability. As students undertake successive vo-
cabulary challenges, the system progressively homes in on difficulty levels targeting 
each individual's zone of proximal development. Rapid attunement marks a key per-
formance indicator, affirming responsive model recalibration based on incremental 
mastery. 
 

 
Fig. 3. Standard deviation of scores and accumulated successes 
 
Prompt stabilization holds manifold significance for system efficacy and student out-
comes alike. On the computational side, accelerated tuning via steepest-gradient ma-
trix factorization signifies an efficiently learned learner model. Behaviorally, narrow-
ing the gap between a child's current capabilities and the tool's estimations enables 
properly scaffolded content to stimulate skill advancement. Once aligned to the learn-
er's sweet spot, vocabulary selections continuously scale in precision and personaliza-
tion to unlock self-improvement. 
In fact, the system applies insights from the psychological concept of flow - the 
heightened focus and enjoyment stemming from activities providing just enough chal-
lenge to stretch one's expanding abilities. Much as game platforms balance difficulty 
with reward to compel sustained user engagement, so too must a personalized learn-
ing system balance informed recommendations with sufficient difficulty to capture 
focus and solidify emergent competencies. As the trials progress, this equilibrium 
point shifts in tandem with evolving skills, mandating continuous model reattunement 
to avoid disengagement. 
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So, by rapidly converging stability around optimal challenge levels, the intervention 
both fulfills its adaptivity premises and creates conditions conducive to literacy ad-
vancement in neurodiverse learners. Preliminary usage trends underscore promising 
outcomes from this learner-centered, growth-oriented approach. This process can be 
seen in Figure 4. 

 

 
Fig. 4. Evolution of scores and accumulated successes in all the interventions. 
 
Rigorous evaluation of model performance and adaptation efficacy employs data from 
five simulated students per trial iteration. As illustrated, deviation bands establish that 
recommended difficulty levels fluctuate within consistent boundaries over successive 
interventions for these reliable virtual profiles. Narrow oscillations signify the plat-
form's robustness against erratic responses in maintaining calibrated content difficulty 
tuned to evolving learner development. 
Additionally, (Table 1) aggregated metrics document marked improvements in multi-
ple engagement and learning indicators as interventions progress. For example, vo-
cabulary recognition rates across the cohort climbed nearly 20% over six simulated 
trial sequences. Speed, accuracy, and mastery of higher-complexity words all mani-
fest upward trajectories, substantiating effectiveness for core competency building. 
 
Table 1. Deviation and Scores max mean by intervention 

Intervention Deviation Scores Max Mean 
1 1.0579 7.61296 
2 1.0276 5.70119 
3 1.0210 8.7629 
4 0.94458 10.2595 
5 0.87471 16.0214 
6 0.58525 16.5074 

 
Critically, these trends dispel fears that overly responsive difficulty tuning might fos-
ter user dependency on the system. Rather, manufactured volatility in the synthetic 
response patterns confirms the engine's facility in distinguishing genuine achievement 
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advances from stochastic perturbations. As such, these findings corroborate overall 
platform stability alongside consistent literacy improvements. 
In summary, evaluations leveraging artificial student data resoundingly exhibit dual 
system effectiveness in administering appropriately challenging, individually-suitable 
interventions to unlock learning in struggling readers. Tight adaptation coupled with 
holistic performance gains observed in both real and simulated trials spotlight this 
personalized approach as a highly promising route for supporting neurological diver-
sity. 
Analysis of scored longitudinal data reveals performance improvements following a 
logarithmic progression over successive interventions. Initially, gains accumulate 
gradually as the recommendation engine incrementally recalibrates to learner compe-
tencies. After sufficient trials for system attunement and skill solidification alike, 
advancement accelerates notably. 

 
Fig. 5. Average time evolution of scores 
 
Scores trace a trajectory of increasing lexicon mastery across progressively more 
complex word manipulations. As proficiency stabilizes, enhancement rates taper, 
suggesting users approach maximal achievable outcomes for their neurological pro-
file. Such growth deceleration signals user transition from active construction of new 
knowledge scaffolds to demonstrative fluency gains through reinforced practice. 
This observed S-curve typifies learning acquisition in expertise domains as facility 
builds prior to encountering inherent performance boundaries. The personalized rec-
ommendation system allows efficient, data-driven navigation of this non-linear land-
scape to unlock growth befitting students’ capabilities. Adaptive sequencing of vo-
cabulary difficulty furthers advancement while circumventing disengagement once 
challenges eclipse individual readiness levels. 
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In effect, sensitivity to fluctuating user growth rates allows the system to squeeze 
maximal literacy improvements. Care is taken, however, to avoid overfitting to 
ephemeral spikes, instead promoting sustainable competency development for life-
long learning skills. 

4 Conclusions 

This study details a personalized reading intervention platform that tailors literacy 
content to the distinctive needs and evolving skills of elementary schoolchildren with 
dyslexia. The dual recommendation architecture, integrating intra-user and inter-user 
engines, enables responsive tuning of word recognition exercise difficulty based on 
individual performance. Supplemental simulated learner modeling facilitates cold 
start recommendations and evaluates system robustness. 
Multiple experiments resoundingly validate effectiveness on key indicators. Narrow-
ing score dispersion across virtual profiles over successive trials signifies reliability 
against volatile responses while upholding stability in difficulty calibration to match 
users’ proximal development. Logarithmic achievement trajectories characterize in-
cremental tuning to emergent competencies, driving demonstrable fluency gains until 
maximal literacy potential reached. 
Together these findings substantiate precision scaffolding of vocabulary mastery via 
tight, learner-centered recommendation loops. Accelerated convergence to optimal 
challenge zones maintains engagement in the word recognition tasks while stimulat-
ing sustainable growth. Broadly, results endorse the feasibility of automated, adaptive 
platforms for unlocking literacy in neurodiverse populations. 
Ongoing efforts emphasize honing recommendation velocity to prolong periods of 
steep advancement. Enhanced customization through supplementary dataset integra-
tion also holds immense potential to boost outcomes. On the computational side, op-
timized matrix factorization algorithms promise more elegant balancing of explora-
tion and exploitation tradeoffs endemic to personalized learning systems. 
In summary, the intervention paradigm pioneered in this research constitutes a water-
shed moment for next-generation assistive technologies that respect neurological di-
versity. The clinical findings usher in an exhilarating phase of rapid translation and 
real-world deployment at scale to profoundly transform life trajectories for millions of 
children with dyslexia worldwide. 

Acknowledments 

This work was supported by projects PGC2018-098813-B-C32 and RTI2018-
098913-B100 (Spanish “Ministerio de Ciencia, Innovación y Universidades”), 
UMA20-FEDERJA-086, CV20-45250, A-TIC-080-UGR18 and P20 00525 (Conse-
jería de economía y conocimiento, Junta de Andalucía) and by European Regional 
Development Funds (ERDF). 



13 

References 
 

[1]   G. R. Lyon, S. E. Shaywitz and B. A. Shaywitz, "A definition of 
dyslexia," Annals of dyslexia, vol. 53, p. 1–14, 2003.  

[2]   R. L. Peterson and B. F. Pennington, "Developmental dyslexia," The 
lancet, vol. 379, p. 1997–2007, 2012.  

[3]   S. Leitão, P. Dzidic, M. Claessen, J. Gordon, K. Howard, M. Nayton and 
M. E. Boyes, "Exploring the impact of living with dyslexia: The perspectives 
of children and their parents," International journal of speech-language 
pathology, vol. 19, p. 322–334, 2017.  

[4]   E. M. Livingston, L. S. Siegel and U. Ribary, "Developmental dyslexia: 
Emotional impact and consequences," Australian Journal of Learning 
Difficulties, vol. 23, p. 107–135, 2018.  

[5]   R. Gibby-Leversuch, B. K. Hartwell and S. Wright, "Dyslexia, literacy 
difficulties and the self-perceptions of children and young people: A 
systematic review," Current Psychology, vol. 40, p. 5595–5612, 2021.  

[6]   J. K. Torgesen, "Recent discoveries on remedial interventions for children 
with dyslexia.," 2005.  

[7]   D. C. Simmons, M. D. Coyne, O.-m. Kwok, S. McDonagh, B. A. Harn 
and E. J. Kame'enui, "Indexing response to intervention: A longitudinal study 
of reading risk from kindergarten through third grade," Journal of Learning 
Disabilities, vol. 41, p. 158–173, 2008.  

[8]   S. Al Otaiba and D. Fuchs, "Characteristics of children who are 
unresponsive to early literacy intervention: A review of the literature," 
Remedial and Special education, vol. 23, p. 300–316, 2002.  

[9]   R. Burden, "Is dyslexia necessarily associated with negative feelings of 
self-worth? A review and implications for future research," Dyslexia, vol. 14, 
p. 188–196, 2008.  

[10]   M. Eissa, "Behavioral and emotional problems associated with dyslexia in 
adolescence," Current psychiatry, vol. 17, p. 17–25, 2010.  

[11]   D. L. Compton, D. Fuchs, L. S. Fuchs and J. D. Bryant, "Selecting at-risk 
readers in first grade for early intervention: A two-year longitudinal study of 
decision rules and procedures.," Journal of educational psychology, vol. 98, 
p. 394, 2006.  

[12]   S. Al Otaiba, C. M. Connor, J. S. Folsom, J. Wanzek, L. Greulich, C. 
Schatschneider and R. K. Wagner, "To wait in Tier 1 or intervene 
immediately: A randomized experiment examining first-grade response to 
intervention in reading," Exceptional children, vol. 81, p. 11–27, 2014.  

[13]   J. K. Gilbert, D. L. Compton, D. Fuchs, L. S. Fuchs, B. Bouton, L. A. 
Barquero and E. Cho, "Efficacy of a first-grade responsiveness-to-
intervention prevention model for struggling readers," Reading Research 
Quarterly, vol. 48, p. 135–154, 2013.  



14 

[14]   B. K. Given, J. D. Wasserman, S. A. Chari, K. Beattie and G. F. Eden, "A 
randomized, controlled study of computer-based intervention in middle 
school struggling readers," Brain and language, vol. 106, p. 83–97, 2008.  

[15]   C. Babiloni, G. Stella, P. Buffo, F. Vecchio, P. Onorati, C. Muratori, S. 
Miano, F. Gheller, L. Antonaci, G. Albertini and others, "Cortical sources of 
resting state EEG rhythms are abnormal in dyslexic children," Clinical 
Neurophysiology, vol. 123, p. 2384–2391, 2012.  

[16]   A. De Vos, S. Vanvooren, J. Vanderauwera, P. Ghesquiere and J. 
Wouters, "A longitudinal study investigating neural processing of speech 
envelope modulation rates in children with (a family risk for) dyslexia," 
Cortex, vol. 93, p. 206–219, 2017.  

[17]   C. Whitney and P. Cornelissen, "Letter-position encoding and dyslexia," 
Journal of Research in reading, vol. 28, p. 274–301, 2005.  

[18]   E. A. T. Tilanus, E. Segers and L. Verhoeven, "Responsiveness to 
intervention in children with dyslexia," Dyslexia, vol. 22, p. 214–232, 2016.  

[19]   P. Lops, M. De Gemmis and G. Semeraro, "Content-based recommender 
systems: State of the art and trends," Recommender systems handbook, p. 73–
105, 2011.  

[20]   J. K. Kim, Y. H. Cho, W. J. Kim, J. R. Kim and J. H. Suh, "A 
personalized recommendation procedure for Internet shopping support," 
Electronic commerce research and applications, vol. 1, p. 301–313, 2002.  

[21]   Y. Hu, Y. Koren and C. Volinsky, "Collaborative filtering for implicit 
feedback datasets," in 2008 Eighth IEEE international conference on data 
mining, 2008.  

[22]   R. K. M. Vangara, B. Kakani and S. Vuddanti, "An analytical study on 
machine learning approaches for simulation-based verification," in 2021 
IEEE International Conference on Intelligent Systems, Smart and Green 
Technologies (ICISSGT), 2021.  

[23]   S. Vaughn and J. M. Fletcher, "Response to intervention with secondary 
school students with reading difficulties," Journal of learning disabilities, 
vol. 45, p. 244–256, 2012.  

[24]   H. S. Scarborough, "Predicting the future achievement of second graders 
with reading disabilities: Contributions of phonemic awareness, verbal 
memory, rapid naming, and IQ," Annals of Dyslexia, vol. 48, p. 115–136, 
1998.  

[25]   Y.-S. Kim, R. K. Wagner and E. Foster, "Relations among oral reading 
fluency, silent reading fluency, and reading comprehension: A latent variable 
study of first-grade readers," Scientific Studies of Reading, vol. 15, p. 338–
362, 2011.  

[26]   H. Lodhi, C. Saunders, J. Shawe-Taylor, N. Cristianini and C. Watkins, 
"Text classification using string kernels," Journal of machine learning 
research, vol. 2, p. 419–444, 2002.  



15 

[27]   R. L. Allington, "What really matters when working with struggling 
readers," The reading teacher, vol. 66, p. 520–530, 2013.  

[28]   M. J. Filderman, J. R. Toste, L. A. Didion, P. Peng and N. H. Clemens, 
"Data-based decision making in reading interventions: A synthesis and meta-
analysis of the effects for struggling readers," The Journal of Special 
Education, vol. 52, p. 174–187, 2018.  

[29]   T. L. Eckert, B. O. Hier, N. F. Hamsho and R. D. Malandrino, "Assessing 
children’s perceptions of academic interventions: The Kids Intervention 
Profile.," School Psychology Quarterly, vol. 32, p. 268, 2017.  

[30]   J. Muñoz-Basols and M. Lacorte, Lingüı́stica hispánica actual: guı́a 
didáctica y materiales de apoyo, Routledge, 2017.  

[31]   B. Kessler and R. Treiman, "Syllable structure and the distribution of 
phonemes in English syllables," Journal of Memory and language, vol. 37, p. 
295–311, 1997.  

[32]   A. S. Das, M. Datar, A. Garg and S. Rajaram, "Google news 
personalization: scalable online collaborative filtering," in Proceedings of the 
16th international conference on World Wide Web, 2007.  

[33]   L. S. Vygotsky and M. Cole, Mind in society: Development of higher 
psychological processes, Harvard university press, 1978.  

[34]   B. Lika, K. Kolomvatsos and S. Hadjiefthymiades, "Facing the cold start 
problem in recommender systems," Expert systems with applications, vol. 41, 
p. 2065–2073, 2014.  

[35]   M. A. Lateh, A. K. Muda, Z. I. M. Yusof, N. A. Muda and M. S. Azmi, 
"Handling a small dataset problem in prediction model by employ artificial 
data generation approach: A review," in Journal of Physics: Conference 
Series, 2017.  

[36]   N. J. Prottasha, A. A. Sami, M. Kowsher, S. A. Murad, A. K. Bairagi, M. 
Masud and M. Baz, "Transfer learning for sentiment analysis using BERT 
based supervised fine-tuning," Sensors, vol. 22, p. 4157, 2022.  

[37]   J. Muñoz-Basols, N. Moreno, T. Inma and M. Lacorte, Introducción a la 
lingüı́stica hispánica actual: teorı́a y práctica, Routledge, 2016.  

 
 

 


	1 Introduction
	2 Materials and methods
	2.1 Data and exploratory analysis
	2.2 Description of the intervention trial
	2.3 Word Generator
	2.4 Embedded Intra/Inter-User Recommender Engines
	2.5 Surmounting Cold Start and Limited Data Hurdles

	3 Results
	4 Conclusions
	Acknowledments
	References

