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M. Eugenia Cornejo, Jesús Medina, Eloı́sa Ramı́rez-Poussa

aDepartment of Mathematics, University of Cádiz, Spain
Email: {mariaeugenia.cornejo,jesus.medina,eloisa.ramirez}@uca.es

Abstract

Negations operators have been developed and applied in many fields such as
image processing, decision making, mathematical morphology, fuzzy logic, etc.
One of the most effective non-monotonic operators are weak negations.

This paper studies the algebraic structure and the characterization of the ad-
joint triples and Galois implication pairs which provides a fixed pair of weak
negations. The obtained results allow the user to select the best conjunctor and
implications associated with the most suitable negation to be used in the compu-
tations of the problem to be solved.

Keywords: Fuzzy sets, adjoint triples, negation operators, pair of weak nega-
tions.

1. Introduction

One important goal for obtaining useful information from (big) data sets is to
select the most suitable operators to be considered in the computations. The more
versatile and tractable the operators are, the better can be adapted to the data and
so, more knowledge can be extracted. For example, in image processing, the
noise is very notable and different general operators such as, pre-aggregations,
ordered directionally monotone functions, etc., have been introduced in order
to obtain better results [47]. Adjoint triples [15, 17, 18] are other general op-
erators which have been used to introduce flexible tools for defining fuzzy ver-
satile frameworks in logic programming [41, 42], formal concept analysis [40],

?Partially supported by the State Research Agency (AEI) and the European Regional Devel-
opment Fund (ERDF) project TIN2016-76653-P.
??Corresponding author.

Preprint submitted to Elsevier April 22, 2021



rough set theory [21], fuzzy relation equations [27] and mathematical morphol-
ogy [2, 37]. These operators are based on the notion of Galois connection, which
have attracted the interest of many authors [3, 6, 7, 8, 22, 33, 35, 45].

Non-monotonicity operators are also fundamental in image processing and
other important applications [11, 13, 36, 38, 43] and they have been developed
and adapted to the current challenges [4, 9, 12, 19, 24, 43, 44]. One of the most
useful negation operators are weak negations [29, 30, 32, 49]. These operators
were generalized later by Georgescu and Popescu in [34], allowing the consid-
eration of a couple of negations defined on different domains. Although these
negations are not residuated negations [10, 46], in general, recently Cornejo et
al. [19] have proven that (pairs of) weak negations are a particular case of ad-
joint negations, that is, these negations can be obtained from the implications of
adjoint triples or pairs.

Since different adjoint triples provide the same (pair of) weak negations, as
we will show later, the study of the relationship among these triples is interesting
in order to discover hierarchies among them. Hence, the study of the whole set
of implications and conjunctors that provide (pairs of) weak negations will be the
main goal of this paper. Specifically, given a pair of weak negations, this paper
will prove that the set of Galois implications pairs associated with these nega-
tions forms a complete lattice, with a minimum and a maximum element, and
the corresponding set of adjoint triples forms a join-semilattice with a maximum
element.

As a consequence, when a specific negation (or pair of negations) is required
in the applications, the results given in this paper are helpful to select the most
suitable implications and conjunctors associated with this negation. For exam-
ple, if the user needs a conjunctor providing high values, (s)he will consider the
maximum, if (s)he demands a conservative conjunctor (s)he can use one of the
minimum conjunctors of the semilattice. On the contrary, if (s)he does not need
a conjunctor but only implications, (s)he can choose between the maximum and
the minimum Galois implication pairs, or any other in the middle, depending on
the requirements and the problem to be solved.

The paper is organized as follows: Section 2 recalls the basic definitions and
results used in the rest of the paper. Section 3 studies the algebraic structure of
Galois implications pairs generating a given pair of weak negations. Moreover,
the definition of these implications are characterized from a family of antitone
Galois connections. This study is extended to adjoint triples in Section 4, prov-
ing that the algebraic structure is a join-semilatice and characterizing the defi-
nition of the operators through a family of operators where only the supremum
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of non-empty sets is required. This property is very important since the num-
ber of possible conjunctors to be considered increases greatly. Finally, the paper
finishes with some conclusions and prospects for future work.

2. Preliminaries

We firstly provide some necessary definitions and properties in order to make
the paper self-contained.

2.1. Adjoint triples and Galois implications pairs
Adjoint triples generalize triangular norms and their residuated implications,

since they preserve their main properties and increase the flexibility of the oper-
ators usually used for computation in different frameworks [15, 17]. Taking into
account that the conjunctor of an adjoint triple does not need to be commutative,
we obtain an interesting generalization of the well-known adjoint property be-
tween a t-norm and its residuated implication, which is given in the following
definition.

Definition 1. Let (P1,≤1), (P2,≤2), (P3,≤3) be posets and &: P1 × P2 → P3,
↙ : P3 × P2 → P1, ↖ : P3 × P1 → P2 mappings. We say that (&,↙,↖) is
an adjoint triple with respect to P1, P2, P3 if the following double equivalence is
satisfied:

x ≤1 z↙ y iff x & y ≤3 z iff y ≤2 z↖ x (1)

for all x ∈ P1, y ∈ P2 and z ∈ P3. The previous double equivalence is called
adjoint property.

Interesting properties of adjoint triples are shown in the next proposition,
which have been extracted from [18]. Since the pair of weak negations are de-
fined on lattices, the following properties are given when the carriers are lattices.

Proposition 2. Given the complete lattices (L1,�1), (L2,�2), (L3,�3), an arbi-
trary operator &: L1 × L2 → L3 and the mappings↙ : L3 × L2 → L1,↖ : L3 ×

L1 → L2, defined as z ↙ y = sup{x ∈ L1 | x & y �3 z} and z ↖ x = sup{y ∈ L2 |

x & y �3 z}, respectively, for all x ∈ L1, y ∈ L2 and z ∈ L3, the next statements
are equivalent:

1. (&,↙,↖) is an adjoint triple with respect to L1, L2, L3.
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2.

∨
xi∈X

xi

 & y =
∨
xi∈X

(xi & y), for any X ⊆ L1 and y ∈ L2.

x &

∨
yi∈Y

yi

 =
∨
yi∈Y

(x & yi), for any Y ⊆ L2 and x ∈ L1.

3. z ↙ y = max{x ∈ L1 | x & y �3 z} and z ↖ x = max{y ∈ L2 | x & y �3 z}
for all x ∈ L1, y ∈ L2 and z ∈ L3, being & an order-preserving operator in
both arguments.

Proposition 3. Given three complete lattices (L1,�1), (L2,�2), (L3,�3), the ar-
bitrary operators ↙ : L3 × L2 → L1, ↖ : L3 × L1 → L2 and the mapping
&: L1 × L2 → L3 defined as x & y = inf{z ∈ L3 | x �1 z ↙ y} = inf{z ∈
L3 | y �2 z↖ x}, for all x ∈ L1 and y ∈ L2, the next statements are equivalent:

1. (&,↙,↖) is an adjoint triple with respect to L1, L2, L3.

2.

∧
zi∈Z

zi

↙ y=
∧
zi∈Z

(zi ↙ y), for all Z ⊆ P3 and y ∈ P2.∧
zi∈Z

zi

↖ x=
∧
zi∈Z

(zi ↖ x), for all Z ⊆ P3 and x ∈ P1.

3. x & y = min{z ∈ L3 | x �1 z ↙ y} = min{z ∈ L3 | y �2 z ↖ x}, for all
x ∈ L1 and y ∈ L2, being↙ and↖ order-preserving operators in the first
argument.

Galois implications pairs will also play an important role in this paper. In
the following, we will introduce the notion of Galois implications pairs which
are the basic operators used in frameworks as Formal Concept Analysis within
multi-adjoint paradigm [16, 40].

Definition 4. Let (P1,≤1), (P2,≤2), (P3,≤3) be posets and ↙ : P3 × P2 → P1,
↖ : P3 × P1 → P2 mappings. We say that (↙,↖) is a Galois implications pair
with respect to P1, P2, P3 if the next equivalence is verified:

x ≤1 z↙ y iff y ≤2 z↖ x (2)

for all x ∈ P1, y ∈ P2 and z ∈ P3

Now, we will present some properties deduced from Equivalence (2).

Proposition 5. Let (L1,�1) and (L2,�2) be two complete lattices, (P3,≤3) a
poset, and ↙ : P3 × L2 → L1, ↖ : P3 × L1 → L2 two mappings. The follow-
ing statements are equivalent:
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1. (↙,↖) is a Galois implications pair with respect to L1, L2, P3.

2. z↙

∨
yi∈Y

yi

 =
∧
yi∈Y

(z↙ yi), for all Y ⊆ L2 and z ∈ P3.

3. z↖

∨
xi∈X

xi

 =
∧
xi∈X

(z↖ xi), for any X ⊆ P1 and z ∈ P3.

A wide theoretical study including more illustrative examples related to ad-
joint triples and Galois implications pairs can be found in [15, 18].

Next, we recall the formal definition of antitone Galois connections and some
properties which will be helpful throughout the paper.

Definition 6. Given the posets (P,≤P) and (Q,≤Q), the pair (↑, ↓) of mappings
↓ : P → Q, ↑ : Q → P is an antitone Galois connection between P and Q if the
following equivalence holds:

p ≤P q↑ if and only if q ≤Q p↓

for all p ∈ P and q ∈ Q.

The following properties are straightfordwarly obtained from the definition
of antitone Galois connection.

Proposition 7. Let ↓ : P → Q and ↑ : Q → P be two mappings between the
posets (P,≤P) and (Q,≤Q). If (↑, ↓) is an antitone Galois connection then the
following properties are satisfied:

1. ↑ and ↓ are order-reversing;
2. p ≤P p↓↑ and q ≤Q q↑↓, for all p ∈ P, q ∈ Q.
3. ⊥P

↓ = >Q and ⊥Q
↑ = >P when (P,≤P,⊥P,>P) and (Q,≤Q,⊥Q,>Q) are

bounded posets.
4. When the supremum and the infimum exist, for all X ⊆ P and Y ⊆ Q:∨

p∈X

p


↓

=
∧
p∈X

p↓ and

∨
q∈Y

q


↑

=
∧
q∈Y

q↑

It is important to mention that, when we consider complete lattices instead
of posets, the definition of antitone Galois connection is equivalent to items (1)
and (2) of Proposition 7. Indeed, item (4) of Proposition 7 is also equivalent
to the definition of antitone Galois connection. More properties and examples
associated with Galois connections can be found in [23].
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2.2. Adjoint negations and pairs of weak negations
Adjoint negations were introduced in [19] as a generalization of residuated

negations [10, 31, 46]. These negation operators are defined on two different
posets since they are built from the implications of an adjoint triple with respect
to three different posets. In the following, we will include the definition of adjoint
negations and some interesting properties satisfied by them.

Definition 8. Let (P1,≤1), (P2,≤2) be two posets, (P3,≤3,⊥3) a lower bounded
poset and (&,↙,↖) an adjoint triple with respect to P1, P2 and P3. The map-
pings nn : P1 → P2 and ns : P2 → P1 defined, for all x ∈ P1, y ∈ P2 as

nn(x) = ⊥3 ↖ x ns(y) = ⊥3 ↙ y

are called adjoint negations with respect to P1 and P2.
The operators ns and nn satisfying that x = ns(nn(x)) and y = nn(ns(y)), for all

x ∈ P1 and y ∈ P2, are called strong adjoint negations.

Corollary 9 is straightforwardly obtained taking into account that the pair
formed by adjoint negations (ns, nn) is an antitone Galois connection [25, 28, 48].

Corollary 9. Let (P1,≤1), (P2,≤2) be posets, (P3,≤3,⊥3) a lower bounded poset
and ns, nn adjoint negations. The following statements hold:

1. If (P1,≤1,⊥1,>1) and (P2,≤2,⊥2,>2) are bounded partially ordered sets,
then ns(⊥2) = >1 and nn(⊥1) = >2;

2. nn and ns are order-reversing;
3. x ≤1 nsnn(x) and y ≤2 nnns(y);
4. nsnnns = ns and nnnsnn = nn;
5. nsnn and nnns are closure operators;
6. x ≤1 ns(y) iff y ≤2 nn(x), for all x ∈ P1, y ∈ P2;
7. When the supremum and the infimum exist, for any X ⊆ P1, Y ⊆ P2,

(a) ns

∨
y∈Y

y

 =
∧
y∈Y

ns(y);

(b) nn

∨
x∈X

x

 =
∧
x∈X

nn(x).

On the other hand, we will show the notion of pair of weak negations given
by Georgescu and Popescu in [34] and the relationship to adjoint negations in-
troduced in [19].
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Definition 10. Let (P,≤,⊥,>) be a bounded partially ordered set and two map-
pings n1 : P → P, n2 : P → P, the pair (n1, n2) is said to be a pair of weak
negations on P, if the following conditions hold, for all x ∈ P:

1. n1(>) = n2(>) = ⊥;
2. n1 and n2 are order-reversing;
3. x ≤ n2n1(x) and x ≤ n1n2(x).

The following result shows that every pair of weak negations can be derived
from the implications of an adjoint triple [19].

Theorem 11. Given a pair of weak negations (n1, n2) on (P,≤,⊥,>), there exists
an adjoint triple (&,↙,↖) with respect to P satisfying that n1 = ns and n2 = nn.

The following example shows that different adjoint triples can generate the
same pair of weak negations. Hence, the unicity of adjoint triples generating
adjoint negations, which coincide with a given pair of weak negations, is not
guaranteed.

Example 12. Consider the complete lattice (L,�) and the pair of weak nega-
tions (n1, n2) defined on (L,�), both given by Figure 1. Given the adjoint triples
(&,↙,↖) and (&∗,↙∗,↖∗) defined on (L,�), as it is shown in Table 1, it is easy
to see that these adjoint triples are different and they satisfy Theorem 11, for all
x, y ∈ L, that is:

ns(y) = ⊥ ↙ y = n1(y) nn(x) = ⊥ ↖ x = n2(x)
ns∗(y) = ⊥ ↙∗ y = n1(y) nn∗(x) = ⊥ ↖∗ x = n2(x)

Hence, we can conclude that the adjoint implications giving rise to adjoint nega-
tions, which coincide with a given pair of weak negations, are not unique. �

Figure 1: Pair of weak negations (n1, n2) and lattice (L,�) of Example 12.

⊥ a b c >

n1 > a a a ⊥

n2 > c ⊥ ⊥ ⊥

c

⊥
•@

@
@
•a

�
�
�
• b�

�
�
•

@
@
@

•
>
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Table 1: Definition of (&,↙,↖) and (&∗,↙∗,↖∗) in Example 12.
& ⊥ a b c >

⊥ ⊥ ⊥ ⊥ ⊥ ⊥

a ⊥ ⊥ ⊥ ⊥ b
b ⊥ b b b b
c ⊥ b b b b
> ⊥ c c c c

↙ ⊥ a b c >

⊥ > a a a ⊥

a > a a a ⊥

b > c c c c
c > > > > >

> > > > > >

↖ ⊥ a b c >

⊥ > c ⊥ ⊥ ⊥

a > c ⊥ ⊥ ⊥

b > > > > ⊥

c > > > > >

> > > > > >

&∗ ⊥ a b c >

⊥ ⊥ ⊥ ⊥ ⊥ ⊥

a ⊥ ⊥ ⊥ ⊥ b
b ⊥ c c c c
c ⊥ c c c c
> ⊥ c c c c

↙∗ ⊥ a b c >

⊥ > a a a ⊥

a > a a a ⊥

b > a a a a
c > > > > >

> > > > > >

↖∗ ⊥ a b c >

⊥ > c ⊥ ⊥ ⊥

a > c ⊥ ⊥ ⊥

b > > ⊥ ⊥ ⊥

c > > > > >

> > > > > >

It is important to emphasize that, according to Definition 8, it seems that the
implications included in an adjoint triple to define adjoint negations are needed,
which is asserted in the following result.

Theorem 13. Given a pair of weak negations (n1, n2) on (P,≤,⊥,>), there exists
a Galois implications pair (↙,↖) with respect to P satisfying that n1 = ns and
n2 = nn.

Proof. First of all, we will define the operators↙ and↖, for each x, y ∈ P, as
follows:

z↙ y =

n1(y) if z , >
> if z = >

z↖ x =

n2(x) if z , >
> if z = >

We will see that (↙,↖) is a Galois implications pair proving that Equivalence (2)
holds. We suppose that z , >, then we can ensure that the inequality x � z ↙ y
is equivalent to y � z ↖ x, since by conditions (2) and (3) of Definition 10,
the inequality x � n1(y) is equivalent to y � n2(x). Otherwise, the equivalence
x � z ↙ y if and only if y � z ↖ x is trivially obtained. Therefore, we conclude
that↙ and↖ form a Galois implications pair.

Finally, from the definition of the operators ↙ and ↖, we obtain that the
following equalities hold:

ns(y) = ⊥ ↙ y = n1(y)
nn(x) = ⊥ ↖ x = n2(x)
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It is convenient to mention that the proof of the previous result is obtained
without using the properties of the adjoint conjunctor unlike what happens in the
proof of Theorem 11 introduced in [19]. Once again, we cannot guarantee the
unicity of the Galois implications pair which allow us to ensure that each pair of
weak negation is actually an adjoint negation.

As we just show, we can define adjoint negations from the implications of
either a Galois implications pair or an adjoint triple. Now, we are interested
in: (1) characterizing Galois implications pairs, without associated conjunctor,
whose adjoint negations coincide with a given pair of weak negations; and (2)
studying the algebraic structure formed by these Galois implications pairs. A
similar study will be carry out with respect to adjoint triples generating a given
pair of weak negations.

3. Galois implications pairs generating a given pair of weak negations

This section is devoted to introduce mechanisms to define Galois implica-
tions pairs whose adjoint negations coincide with a given pair of weak negations.
In addition, a hierarchy among these Galois implications pairs will be established
and the obtained algebraic structure will be studied.

Given a pair of weak negations and an arbitrary Galois implications pair, the
following result proposes a first procedure to define Galois implications pairs
whose adjoint negations coincide with the given pair of weak negations.

Proposition 14. Given a pair of weak negations (n1, n2) on a complete lattice
(L,�) and a Galois implications pair (↙,↖) with respect to (L,�), the mappings
defined, for all x, y, z ∈ L , as:

z↙n1 y =

n1(y) if z = ⊥

z↙ y if z , ⊥
z↖n2 x =

n2(x) if z = ⊥

z↖ x if z , ⊥

form a Galois implications pair with respect to (L,�). Moreover, the equalities
n1 = nsn1

and n2 = nnn2
hold, being nsn1

and nnn2
the adjoint negations associated

with the implications↙n1 and↖n2 , respectively.

Proof. First of all, we will prove that (↙n1 ,↖n2) is a Galois implications pair
with respect to (L,�). According to Proposition 5, it is equivalent to demonstrate
that, for all Y ⊆ L and z ∈ L, the following equality holds:

z↙n1

∨
y∈Y

y

 =
∧
y∈Y

(z↙n1 y)
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We will distinguish two cases:

1. Case z , ⊥: Taking into account that (↙,↖) is a Galois implications
pair with respect to (L,�), the next chain of equalities is obtained from
Proposition 5.

z↙n1

∨
y∈Y

y

 = z↙

∨
y∈Y

y

 =
∧
y∈Y

(z↙ y) =
∧
y∈Y

(z↙n1 y)

2. Case z = ⊥: Applying the definition of the implication↙n1 , we have

⊥ ↙n1

∨
y∈Y

y

 = n1

∨
y∈Y

y

 (∗)
=

∧
y∈Y

n1(y) =
∧
y∈Y

(⊥ ↙n1 y)

The equality (∗) is straightforwardly obtained by Theorem 11 and Corol-
lary 9.

As a consequence, we can ensure that (↙n1 ,↖n2) is a Galois implications pair
with respect to (L,�). Moreover, taking into account the definitions of adjoint
negations and the operators↙n1 ,↖n2 , we can conclude that:

nsn1
(y) = ⊥ ↙n1 y = n1(y)

nnn2
(x) = ⊥ ↖n2 x = n2(x)

for all x, y ∈ L. �

As it happened with respect to adjoint triples, we can find different Galois im-
plications pair whose adjoint negations also coincide with the given pair of weak
negations, for example, exchanging the Galois implications pair in the definition
of the operators↙n1 ,↖n2 defined in Proposition 14.

The next result shows what conditions should be satisfied in order to guaran-
tee that the Galois implications pairs considered in Proposition 14, (↙,↖) and
(↙n1 ,↖n2), coincide.

Proposition 15. Let (n1, n2) be a pair of weak negations defined on a complete
lattice, (↙,↖) a Galois implications pair with respect to (L,�) and (↙n1 ,↖n2)
the Galois implications pair defined as in Proposition 14. If both Galois impli-
cations pairs (↙n1 ,↖n2), (↙,↖) have adjoint conjunctors and, for some Z ⊆ L,
the equality

∧
z∈Z z = ⊥ holds, being z , ⊥ for all z ∈ Z, then ↙n1 =↙ and

↖n2 =↖.
10



Proof. Given Z ⊆ L, such that
∧

z∈Z z = ⊥ and z , ⊥, for all z ∈ Z, we obtain the
following chain of equalities:

n1(y) = ⊥ ↙n1 y =

∧
z∈Z

z

↙n1 y

(1)
=

∧
z∈Z

(z↙n1 y)

(2)
=

∧
z∈Z

(z↙ y)

(3)
=

∧
z∈Z

z

↙ y

= ⊥ ↙ y

where (1) and (3) is obtained by Proposition 3 and (2) holds because z , ⊥ and
then z↙n1 y = z↙ y. Consequently, we obtain that↙n1=↙. The other equality
follows similarly. �

The next example evinces that Proposition 15 is not true when we consider a
complete lattice (L,�) which does not satisfy the existence of a set Z ⊆ L such
that

∧
z∈Z z = ⊥ and z , ⊥, for all z ∈ Z.

Example 16. Let (n1, n2) be the pair of weak negations defined on the complete
lattice (L = {⊥, a, b,>},�), with ⊥ � a � b � >, as Table 2 shows. Following

Table 2: Pair of weak negations (n1, n2) of Example 16.

⊥ a b >

n1 > a a ⊥

n2 > b ⊥ ⊥

the procedure given in Proposition 14, from this pair of weak negations and the
Galois implications pair (↙,↖) defined as z ↙ y = z ↖ y = >, for all y, z ∈ L,
we obtain the Galois implications pair (↙n1 ,↖n2) depicted in Table 3. By using
Proposition 3 and making simple computations, it is easy to see that (↙,↖) and
(↙n1 ,↖n2) have adjoint conjunctors, which are displayed in Table 4.

Clearly, the adjoint triples (&,↙,↖) and (&n1n2 ,↙
n1 ,↖n2) are different and

therefore, we can conclude that Proposition 15 is not true when we consider a
11



Table 3: Galois implications pair (↙n1 ,↖n2 ) of Example 16.

↙n1 ⊥ a b >

⊥ > a a ⊥

a > > > >

b > > > >

> > > > >

↖n2 ⊥ a b >

⊥ > b ⊥ ⊥

a > > > >

b > > > >

> > > > >

Table 4: Adjoint conjunctors & and &n1n2 of Example 16.

x & y = ⊥, for all x, y ∈ L

&n1n2 ⊥ a b >

⊥ ⊥ ⊥ ⊥ ⊥

a ⊥ ⊥ ⊥ a
b ⊥ a a a
> ⊥ a a a

complete lattice (L,�) which does not satisfy the existence of a set Z ⊆ L such
that

∧
z∈Z z = ⊥ and z , ⊥, for all z ∈ Z. This fact is due to the condition

required in Proposition 15 is not verified by (L = {⊥, a, b,>},�). Although this
condition can seem restrictive, it is important to mention that it is satisfied by a
large number of lattices such as the diamond lattice M2 and the non-distributive
lattices M3, N5, among others. �

The following result shows that Galois implications pairs whose adjoint nega-
tions coincide with a given pair of weak negations can also be defined from more
general operators than Galois implications.

Proposition 17. Given a pair of weak negations (n1, n2) on a complete lattice
(L,�), the pair (↙n1 ,↖n2) defined as:

z↙n1 y =

n1(y) if z = ⊥

fz(y) if z , ⊥
z↖n2 x =

n2(x) if z = ⊥

gz(x) if z , ⊥

for all x, y, z ∈ L, is a Galois implications pair with respect to (L,�) verifying
that n1 = nsn1

and n2 = nnn2
, if and only if the family of mappings {( fz, gz) |

fz, gz : L→ L}z∈L\{⊥} are antitone Galois connections.

Proof. Assuming that (↙n1 ,↖n2) is a Galois implications pair, we will prove
that {( fz, gz) | fz, gz : L → L}z∈L\{⊥} is a family of antitone Galois connections. In

12



order to achieve this goal, by Proposition 7, we need to prove that:

fz

∨
y∈Y

y

 =
∧
y∈Y

fz(y) and gz

∨
x∈X

x

 =
∧
x∈X

gz(x)

for all X,Y ⊆ L and z ∈ L \ {⊥}. Notice that, the following chains of equalities
hold:

fz

∨
y∈Y

y

 = z↙n1

∨
y∈Y

y

 (∗)
=

∧
y∈Y

(z↙n1 y) =
∧
y∈Y

fz(y)

gz

∨
x∈X

x

 = z↖n2

∨
x∈X

x

 (∗)
=

∧
x∈X

(z↖n2 x) =
∧
x∈X

gz(x)

taking into account the definition of the operators ↙n1 ,↖n2 and being (∗) ob-
tained by Proposition 5.

Conversely, supposing that {( fz, gz) | fz, gz : L → L}z∈L\{⊥} is a family of anti-
tone Galois connections, we prove that (↙n1 ,↖n2) is a Galois implications pair,
verifying that n1 = nsn1

and n2 = nnn2
, following an analogous reasoning to the

one given in Proposition 14. �

Now, we will show that the pair (↙n1 ,↖n2) defined as in Proposition 17
cannot be associated with an adjoint conjunctor &, in general.

Example 18. We will consider the complete lattice (L,�) and the pair of weak
negations (n1, n2) defined on L which are depicted in Figure 2. First of all, we
will present a Galois implications pair, whose adjoint negations coincide with
n1 and n2, and we will see that they can be defined as in Proposition 17. For
instance, the implications↙n1 and↖n2 displayed in Table 5 can be defined, for
all x, y, z ∈ L, as follows:

z↙n1 y =

n1(y) if z = ⊥

fz(y) if z , ⊥
z↖n2 x =

n2(x) if z = ⊥

gz(x) if z , ⊥
(3)

where {( fz, gz) | fz, gz : L→ L}z∈L\{⊥} is a family of mappings defined as follows:

fz(y) =

b if y , ⊥
> if y = ⊥

gz(x) =

⊥ if x = a or x = >

> if x = ⊥ or x = b
(4)

for all x, y ∈ L and z ∈ L \ {⊥}. Making simple computations, we obtain that the
set {( fz, gz) | fz, gz : L→ L}z∈L\{⊥}, whose mappings are defined as in Equation (4),

13



is a family of antitone Galois connections. Then, by Proposition 17, we can
ensure that the pair (↙n1 ,↖n2) displayed in Table 5 is a Galois implications pair
with respect to (L,�). Clearly, we have that the equalities:

nsn1
(y) = ⊥↙n1 y = n1(y)

nnn2
(x) = ⊥↖n2 x = n2(x)

Figure 2: Pair of weak negations (n1, n2) and lattice (L,�) of Example 18.

⊥ a b >

n1 > b ⊥ ⊥

n2 > ⊥ a ⊥

>

⊥
•@

@
@
•a

�
�
�
• b�

�
�
•

@
@
@

Table 5: Galois implications pair (↙n1 ,↖n2 ) of Example 18.

↙n1 ⊥ a b >

⊥ > b ⊥ ⊥

a > b b b
b > b b b
> > b b b

↖n2 ⊥ a b >

⊥ > ⊥ a ⊥

a > ⊥ > ⊥

b > ⊥ > ⊥

> > ⊥ > ⊥

Finally, we will see that the pair (↙n1 ,↖n2) is not associated with an adjoint
conjunctor &. To reach this goal, we prove that the equality x & y = min{z ∈
L | x � z ↙n1 y} is not verified, for all x, y ∈ L. Specifically, considering
the elements x = b and y = >, we obtain that inf{z ∈ L | b � z ↙n1 >} =

inf{a, b,>} = ⊥. Clearly, ⊥ < {z ∈ L | b � z ↙n1 >}. As a consequence, we
obtain that the infimum is not a minimum. �

Notice that, the operators↙n1 and↖n2 defined in Proposition 17 satisfy the
following boundary conditions corresponding to the classical implications:

⊥ ↙n1 ⊥ = n1(⊥) = >

⊥ ↙n1 > = n1(>) = ⊥

> ↙n1 ⊥ = f>(⊥) = >

⊥ ↖n2 ⊥ = n2(⊥) = >

⊥ ↖n2 > = n2(>) = ⊥

> ↖n2 ⊥ = g>(⊥) = >

14



The boundary condition > ↙n1 > = > ↖n2 > = > will be satisfied by↙n1

and↖n2 when it is assumed that f>(y) = > and g>(x) = >, for all x, y ∈ L.
The following theorem introduces the structure formed by all Galois impli-

cations pairs generating a given pair of weak negations. Henceforth, given a pair
of weak negations (n1, n2) defined on a complete lattice (L,�), we denote the set
of all Galois implications pairs generating (n1, n2) as In1n2 .

Theorem 19. Let (n1, n2) be a pair of weak negations defined on a complete
lattice (L,�). Then, the pair (In1n2 ,vIn1n2

) forms a complete lattice with respect
to (L,�), where vIn1n2

is the ordering relation defined, for all y, z ∈ L, as:

(↙n1 j ,↖n2 j) vIn1n2
(↙n1k ,↖n2k) iff z↙n1 j y �1 z↙n1k y

and (↙n1 j ,↖n2 j), (↙
n1k ,↖n2k) ∈ In1n2 . Moreover, the greatest and least elements

of the set In1n2 , denoted by (↙n1g ,↖n2g
) and (↙n1l ,↖n2l

), respectively, are de-
fined as:

z ↙n1g y =

n1(y) if z = ⊥

> if z , ⊥

z ↖n2g
x =

n2(x) if z = ⊥

> if z , ⊥

z ↙n1l y =


n1(y) if z = ⊥

⊥ if z , ⊥ and y , ⊥
> if z , ⊥ and y = ⊥

z ↖n2l
x =


n2(x) if z = ⊥

⊥ if z , ⊥ and x , ⊥
> if z , ⊥ and x = ⊥

for all x, y, z ∈ L.

Proof. First of all, given a family {(↙n1i ,↖n2i)}i∈I ⊆ In1n2 where I is a non-
empty index set, we will prove the mappings ↙inf,↖inf : L × L → L, defined
as:

z↙inf y =
∧
i∈I

{z↙n1i y} z↖inf x =
∧
i∈I

{z↖n2i x}

for all x, y, z ∈ L, form a Galois implications pair with respect to (L,�) by means
of Equivalence (2). We will suppose that the inequality x � z ↙inf y is verified,
being x, y, z ∈ L. As x �

∧
i∈I{z ↙n1i y} then we have that x � z ↙n1i y, for

all i ∈ I. Taking into account that (↙n1i ,↖n2i) is a Galois implications pair, the
inequality x � z ↙n1i y is equivalent to y � z ↖n2i x, for all i ∈ I. From the
infimum property, we obtain that y �

∧
i∈I{z↖n2i x} and therefore, y � z↖inf x.

Following a similar reasoning to the previous one, we can prove the another
implication and we can conclude that (↙inf ,↖inf) is a Galois implications pair
with respect to (L,�).

15



Notice that, considering the point-wise ordering between the implications,
we have that↙inf is the infimum of {↙n1i}i∈I and↖inf is the infimum of {↖n2i}i∈I .
Therefore, given a non-empty index set I and the family {(↙n1i ,↖n2i)}i∈I ⊆ In1n2 ,
we have that the Galois implications pair (↙inf,↖inf) is the infimum of the family
in In1n2 .

Now, we need to prove that (↙inf ,↖inf) is in In1n2 . Since (↙n1i ,↖n2i) ∈ In1n2 ,
for every i ∈ I, we can ensure that the equalities nsn1i

(y) = ⊥ ↙n1i y = n1(y) and
nnn2i

(x) = ⊥ ↖n2i y = n2(x) hold, for all x, y ∈ L and i ∈ I. Hence, taking into
account the definition of↙inf and↖inf, we obtain:

nsinf (y) = ⊥ ↙inf y =
∧
i∈I

{⊥ ↙n1i y} = n1(y)

nninf (x) = ⊥ ↖inf x =
∧
i∈I

{⊥ ↖n2i x} = n2(x)

Therefore, we have proven that (↙inf ,↖inf) is a Galois implications pair in In1n2 .
As a consequence, we can ensure that (In1n2 ,vIn1n2

) is a complete meet-semilattice.
Now, we will prove that (↙n1g ,↖n2g

) is an element of the set In1n2 . Given
the pair of weak negations (n1, n2) defined on a complete lattice (L,�), we can
rewrite the pair (↙n1g ,↖n2g

), for all x, y ∈ L, as follows:

z ↙n1g y =

n1(y) if z = ⊥

fz(y) if z , ⊥
z ↖n2g

x =

n2(x) if z = ⊥

gz(x) if z , ⊥

where {( fz, gz) | fz, gz : L → L}z∈L\{⊥} is a family of mappings defined, for each
z ∈ L \ {⊥}, as fz(y) = gz(x) = >, with x, y ∈ L. By Proposition 17, we only
need to prove that {( fz, gz) | fz, gz : L → L}z∈L\{⊥} is a family of antitone Galois
connections in order to ensure that (↙n1g ,↖n2g

) is a Galois implications pair.
This fact is equivalent to prove that, for each z ∈ L \ {⊥}, the mappings fz and
gz form an antitone Galois connection. Clearly, fixed z ∈ L \ {⊥}, the mappings
fz and gz defined as fz(y) = gz(x) = >, for all x, y ∈ L, satisfy the equivalence
x � fz(y) if and only if y � gz(x), with x, y ∈ L. Indeed, ( fz, gz) is trivially
the greatest antitone Galois connection defined on (L,�). Moreover, from the
definition of↙n1g and↖n2g

, we obtain the following chains of equalities, for all
x, y ∈ L:

nsn1g
(y) = ⊥ ↙n1g y = n1(y)

nnn2g
(x) = ⊥ ↖n2g

x = n2(x)

As a consequence, we conclude that (↙n1g ,↖n2g
) ∈ In1n2 .
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Finally, we can ensure that (↙n1g ,↖n2g
) is the greatest element of the set

In1n2 , due to (↙n1g ,↖n2g
) is defined from the greatest antitone Galois connec-

tion defined on (L,�). Thus, (In1n2 ,vIn1n2
) is a meet-semilattice with maximum

element and consequently, it is a complete lattice.
In the following, we will prove that (↙n1l ,↖n2l

) is the minimum element of
the set In1n2 . It is easy to see that (↙n1l ,↖n2l

) can be rewritten, for all x, y, z ∈ L,
as follows:

z↙n1 y =

n1(y) if z = ⊥

fz(y) if z , ⊥
z↖n2 x =

n2(x) if z = ⊥

gz(x) if z , ⊥

where {( fz, gz) | fz, gz : L→ L}z∈L\{⊥} is a family of mappings defined as in Equa-
tion (5):

fz(y) =

⊥ if y , ⊥
> if y = ⊥

gz(x) =

⊥ if x , ⊥
> if x = ⊥

(5)

for all x, y ∈ L and z ∈ L \ {⊥}. Therefore, the same pair is considered for
every z ∈ L \ {⊥}. Once again, by Proposition 17, we only need to prove that
{( fz, gz) | fz, gz : L→ L}z∈L\{⊥} is a family of antitone Galois connections to ensure
that (↙n1l ,↖n2l

) is a Galois implications pair. Now, given z ∈ L\{⊥}, we will see
that the mappings fz and gz satisfy that if x � fz(y) then y � gz(x), with x, y ∈ L.
Suppose that x � fz(y), with x, y ∈ L. We will distinguish the following cases:

• Case y = ⊥: as x � fz(y) and fz(y) = fz(⊥) = > then x � >. Clearly,
y = ⊥ � gz(x), for all x ∈ L.

• Case y , ⊥: as x � fz(y) and fz(y) = ⊥ then x = ⊥, and so, y � > =

gz(⊥) = gz(x).

The another implication, if y � gz(x) then x � fz(y) being x, y ∈ L, is obtained
analogously. Hence, we can ensure that the pair ( fz, gz) is an antitone Galois
connection.

In addition, from the definition of ↙n1l and ↖n2l
, we obtain the following

chains of equalities, for all x, y ∈ L:

nsn1l
(y) = ⊥ ↙n1l y = n1(y)

nnn2l
(x) = ⊥ ↖n2l

x = n2(x)

Consequently, we conclude that (↙n1l ,↖n2l
) ∈ In1n2 .
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Finally, we will demonstrate that (↙n1l ,↖n2l
) is the least element in the set

In1n2 , since it is defined from the least antitone Galois connection defined on
(L,�). Therefore, we will prove that ( fz, gz) is actually the least antitone Galois
connection. Given two mappings f ∗z , g

∗
z : L → L such that ( f ∗z , g

∗
z) is an antitone

Galois connection, with z ∈ L \ {⊥}, we will prove that fz(y) � f ∗z (y) and gz(x) �
g∗z(x), for all x, y ∈ L. For that, we distinguish the following cases:

• Case y = ⊥: by using Equation (5) and Proposition 7(3), we obtain that
fz(⊥) = > = f ∗z (⊥).

• Case y , ⊥: clearly, by Equation (5), we have that fz(y) = ⊥ � f ∗z (y).

Analogously, we prove that gz(x) � g∗z(x), for all x ∈ L. Therefore, we have
proven that given z ∈ L \ {⊥} the mappings fz and gz defined as in Equation (5)
form the least antitone Galois connection defined on (L,�). �

To finish this section, we will continue with Example 18 in order to clarify
the previous results related to Galois implications pairs generating a given pair
of weak negations. In particular, we will show that (In1n2 ,vIn1n2

) is not a linear
complete lattice, in general.

Example 20. From the framework given in Example 18 and following a sim-
ilar reasoning to the one introduced in this example, we can check that the
pairs given in Table 6 are also Galois implications pairs defined as in Propo-
sition 17. As a straightforward consequence of Theorem 19, we obtain that the
pairs (↙n1∗ ,↖n2∗) and (↙n1+ ,↖n2+

) belong to In1n2 . Obviously, we can define
more Galois implications pairs generating the pair of weak negations (n1, n2) be-
ing either greater or lesser than the ones given in this example. Specifically, the
greatest and the least Galois implication pairs in In1n2 are the pairs (↙n1g ,↖n2g

)
and (↙n1l ,↖n2l

), respectively, which are given in Theorem 19.
According to the ordering relation vIn1n2

introduced in Theorem 19 and tak-
ing into account that the pair (↙n1 ,↖n2) defined in Equation (3) also belongs to
In1n2 , we obtain that (↙n1∗ ,↖n2∗) vIn1n2

(↙n1 ,↖n2) and the Galois implications
pair (↙n1+ ,↖n2+

) is incomparable to (↙n1 ,↖n2) and (↙n1∗ ,↖n2∗). As a conse-
quence, when the complete lattice (L,�) and the pair of weak negations (n1, n2)
depicted in Figure 2 are considered, the obtained complete lattice (In1n2 ,vIn1n2

)
is not linear. �

It is important to mention that the implications operators need to have an
adjoint conjunctor in different frameworks, such as fuzzy relation equations [14,
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Table 6: Galois implications pairs (↙n1∗ ,↖n2∗ ) and (↙n1+ ,↖n2+
) of Example 20.

↙n1∗ ⊥ a b >

⊥ > b ⊥ ⊥

a > b b b
b > b b b
> > b b ⊥

↖n2∗ ⊥ a b >

⊥ > ⊥ a ⊥

a > ⊥ > ⊥

b > ⊥ > ⊥

> > ⊥ b ⊥

↙n1+ ⊥ a b >

⊥ > b ⊥ ⊥

a > ⊥ ⊥ ⊥

b > a a a
> > ⊥ ⊥ ⊥

↖n2+
⊥ a b >

⊥ > ⊥ a ⊥

a > ⊥ ⊥ ⊥

b > > ⊥ ⊥

> > ⊥ ⊥ ⊥

26, 27], rough set theory [20, 21, 40] and fuzzy mathematical morphology [1, 2,
37]. Hence, it is also interesting to study adjoint triples generating a given pair
of weak negations.

4. Adjoint triples generating a given pair of weak negations

This section is focused on analyzing the algebraic structure formed by all
adjoint triples whose adjoint negations coincide with a given pair of weak nega-
tions. In addition, we will introduce two different mechanisms to define adjoint
triples generating a given pair of weak negations. We will include the notion
of compatibility between the implications of an adjoint triple and the operators
of a pair of weak negations, which will play an important role throughout this
section.

To begin with, we will show a restriction that the conjunctors of adjoint
triples generating a given pair of weak negations must satisfy.

Proposition 21. Let (n1, n2) be a pair of weak negations defined on a complete
lattice (L,�) and (&,↙,↖) an adjoint triple with respect to (L,�) satisfying
n1 = ns and n2 = nn. If x � n1(y) then x & y = ⊥, for all x, y ∈ L.

Proof. We will suppose that (n1, n2) is a pair of weak negations defined on a
complete lattice (L,�) and (&,↙,↖) is an adjoint triple with respect to (L,�)
satisfying n1 = ns and n2 = nn. If x � n1(y), then the inequality x � ⊥ ↙ y is
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verified. By the adjoint property, the last inequality x � ⊥ ↙ y is equivalent to
x & y � ⊥. Taking into account that ⊥ � x & y, for all x, y ∈ L, we can conclude
that x & y = ⊥. �

Notice that, we need to require only the inequality x � n1(y) in the statement
of Proposition 21, since it is equivalent to y � n2(x), by conditions (2) and (3) of
Definition 10.

Before introducing the first mechanism to define adjoint triples generating a
given pair of weak negations, we need to include the following definition.

Definition 22. Let (n1, n2) be a pair of weak negations defined on a complete
lattice (L,�) and (&,↙,↖) an adjoint triple with respect to (L,�). Then, we
will say that:

• ↙ is compatible with n1 if either n1(y) � z ↙ y or z ↙ y � n1(y) is
satisfied, for all y, z ∈ L.

• ↖ is compatible with n2 if either n2(x) � z ↖ x or z ↖ x � n2(x) is
satisfied, for all x, z ∈ L.

Once we have introduced the compatibility notion between the implications
of an adjoint triple and a given pair of weak negations, we will show the first
procedure to obtain adjoint triples generating such a pair of weak negations.

Proposition 23. Let (n1, n2) be a pair of weak negations defined on a complete
lattice (L,�) and (&,↙,↖) an adjoint triple with respect to (L,�) such that the
implication ↙ is compatible with n1, the implication ↖ is compatible with n2

and the inequalities ⊥↙ y � n1(y), ⊥↖ x � n2(x) hold, for all x, y ∈ L. The
mappings &n1n2 ,w

n1 ,vn2 : L × L→ L defined, for all x, y, z ∈ L, as:

x &n1n2 y =

x & y if x � n1(y)
⊥ if x � n1(y)

z wn1 y = max{z↙ y, n1(y)} z vn2 x = max{z↖ x, n2(x)}

form an adjoint triple with respect to (L,�) such that n1 = nS n1
and n2 = nNn2

,
where nS n1

and nNn2
are the adjoint negations associated with the implications

wn1 andvn2 , respectively.
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Proof. We will use Proposition 2 in order to demonstrate that (&n1n2 ,w
n1 ,vn2)

is an adjoint triple with respect to (L,�). Therefore, we need to prove that the
operators defined as z wn1 y = sup{x ∈ L | x &n1n2 y � z} and z vn2 x =

sup{y ∈ L | x &n1n2 y � z} for all x, y, z ∈ L, are actually maximums, being &n1n2

an order-preserving operator in both arguments.
First of all, given y, z ∈ L, we will show that the value z wn1 y = sup{x ∈

L | x &n1n2 y � z} is a maximum. Note that, ⊥ ∈ {x ∈ L | x &n1n2 y � z}, since
⊥&n1n2 y = ⊥ � z holds. Therefore, the set {x ∈ L | x &n1n2 y � z} is not empty.
We will consider the next partition of the set {x ∈ L | x &n1n2 y � z} = X1 ∪ X2,
where:

X1 = {x ∈ L | x � n1(y), x &n1n2 y � z}
X2 = {x ∈ L | x � n1(y), x &n1n2 y � z}

The set X2 is not empty, since ⊥ � n1(y) and ⊥&n1n2 y = ⊥ � z holds. In
addition, by Proposition 21, x &n1n2 y = ⊥, for all x � n1(y). Hence, we have
sup(X2) = sup{x ∈ L | x � n1(y), x &n1n2 y � z} = sup{x ∈ L | x � n1(y)} = n1(y)
and clearly n1(y) belongs to X2.

Suppose that X1 , ∅, then there exists x0 ∈ X1 such that x0 � n1(y) and
x0 &n1n2 y � z. In particular, by definition of &n1n2 , we have that x0 & y =

x0 &n1n2 y � z. Hence, we can ensure that x0 ∈ {x ∈ L | x & y � z}. Since
(&,↙,↖) is an adjoint triple with respect to (L,�), we have that x0 � z ↙ y =

max{x ∈ L | x & y � z}. In additon, as x0 � n1(y), we obtain that z ↙ y � n1(y).
Moreover, by the definition of &n1n2 and the adjoint property, we obtain that
(z ↙ y) &n1n2 y = (z ↙ y) & y � z. Hence, z ↙ y ∈ X1. Consequently, we obtain
the following chain of inequalities:

sup(X1) = sup{x ∈ L | x � n1(y), x &n1n2 y � z}
= sup{x ∈ L | x � n1(y), x & y � z}
� sup{x ∈ L | x & y � z}
= z↙ y

Therefore, since z ↙ y ∈ X1, by the definition of supremum, we obtain that
sup(X1) = z↙ y and it is a maximum.

Notice that, we have proven that if X1 , ∅ then we obtain that z↙ y � n1(y).
As ↙ is compatible with n1, then n1(y) � z ↙ y. Therefore, we conclude that
zwn1 y = sup{x ∈ L | x &n1n2 y � z} = sup(X1∪X2) = sup{z↙ y, n1(y)} = z↙ y,
and, since z ↙ y ∈ X1, the supremum in the definition of zwn1 y is a maximum
and, specifically, zwn1 y = max{z↙ y, n1(y)}.
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Now, suppose that X1 = ∅. Hence, z wn1 y = sup{x ∈ L | x &n1n2 y �
z} = sup(X2) = n1(y), which belongs to X2 and so, is the maximum of the set.
On the other hand, in this case, given x′ ∈ {x ∈ L | x & y � z}, if x′ � n1(y),
then we obtain that x′&n1n2 y = x′& y � z, that is x′ ∈ X1, which leads us to a
contradiction. Consequently, x′ � n1(y) and so, z ↙ y = max{x ∈ L | x & y �
z} � n1(y) and we just obtain zwn1 y = max{z↙ y, n1(y)}.

In the following, we will prove that &n1n2 is an order-preserving operator in
the first argument. That is, given x1, x2 ∈ L such that x1 � x2, we will obtain that
x1 &n1n2 y � x2 &n1n2 y, for all y ∈ L, distinguishing the following three cases:

• Case x1 � n1(y) and x2 � n1(y): By definition of the operator &n1n2 and
taking into account that & is an order preserving operator, we obtain that
x1 &n1n2 y = x1 & y � x2 & y = x2 &n1n2 y, for all y ∈ L.

• Case x1 � n1(y) and x2 � n1(y): Straigthfordwardly, by definition of the
operator &n1n2 , we can ensure that x1 &n1n2 y = x2 &n1n2 y = ⊥. Hence,
x1 &n1n2 y � x2 &n1n2 y, for all y ∈ L.

• Case x1 � n1(y) and x2 � n1(y): Applying the definition of the operator
&n1n2 , we have that x1 &n1n2 y = ⊥ � x2 & y = x2 &n1n2 y, for all y ∈ L.

As a consequence, we conclude that &n1n2 is an order-preserving operator in the
first argument.

On the other hand, notice that the inequality x � n1(y) is equivalent to y �
n2(x), by conditions (2) and (3) of Definition 10. Therefore, the conjunctor &n1n2

can be also expressed by means of n2 as follows:

x &n1n2 y =

x & y if y � n2(x)
⊥ if y � n2(x)

By using the last expression of the conjunctor &n1n2 and following an analogous
reasoning to the previous one, we obtain that the operator vn2 : L × L → L
defined as z vn2 x = sup{y ∈ L | x &n1n2 y � z}, for all x, z ∈ L, is a maximum.
Specifically, we obtain that z vn2 x = max{y ∈ L | x &n1n2 y � z} = max{z ↖
x, n2(x)}, for all x, z ∈ L. In addition, we have that &n1n2 is an order-preserving
operator in the second argument. Therefore, we conclude that (&n1n2 ,w

n1 ,vn2)
is an adjoint triple.

Finally, it remains to prove that n1 = nS n1
and n2 = nNn2

. The equality n1(y) =

nS n1
(y) is deduced from the following chain of equalities nS n1

(y) = ⊥ wn1 y =

max{⊥ ↙ y, n1(y)} = n1(y), since by hypothesis ⊥ ↙ y � n1(y) holds for
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all y ∈ L. In a similar way, we can prove that the equality n2(x) = nNn2
(x) is

satisfied, for all x ∈ L. �

In order to clarify the previous results, we will include the following example.

Example 24. Consider the pair of weak negations (n1, n2) and the complete lat-
tice (L,�) depicted in Figure 1 of Example 12. Now, we will consider the oper-
ators &,↙ and↖ displayed in Table 7. It is easy to check that (&,↙,↖) is an
adjoint triple by using either Proposition 2 or Proposition 3.

Table 7: Adjoint triple (&,↙,↖) of Example 24.
& ⊥ a b c >

⊥ ⊥ ⊥ ⊥ ⊥ ⊥

a ⊥ a c c c
b ⊥ c c c c
c ⊥ c c c c
> ⊥ > > > >

↙ ⊥ a b c >

⊥ > ⊥ ⊥ ⊥ ⊥

a > a ⊥ ⊥ ⊥

b > ⊥ ⊥ ⊥ ⊥

c > c c c c
> > > > > >

↖ ⊥ a b c >

⊥ > ⊥ ⊥ ⊥ ⊥

a > a ⊥ ⊥ ⊥

b > ⊥ ⊥ ⊥ ⊥

c > > > > ⊥

> > > > > >

Taking into account Definition 22 and Table 7, we can conclude that the impli-
cation ↙ is compatible with n1 and the implication ↖ is compatible with n2.
Besides, it is easy to see that the inequalities ⊥↙ y � n1(y) and ⊥↖ x � n2(x)
are verified, for all x, y ∈ L. Therefore, since the hypothesis of Proposition 23
are satisfied, we obtain that the mappings &n1n2 ,w

n1 ,vn2 : L × L → L defined
as:

x &n1n2 y =

x & y if x � n1(y)
⊥ if x � n1(y)

z wn1 y = max{z↙ y, n1(y)} z vn2 x = max{z↖ x, n2(x)}

for all x, y, z ∈ L, form an adjoint triple. Making simple computations, we obtain
that the adjoint triple (&n1n2 ,w

n1 ,vn2) is the one given in Table 8. Moreover,
the equalities n1(y) = nS n1

(y) and n2(x) = nNn2
(x) are satisfied straightforwardly,

for all x, y ∈ L. �

We are interested in generalizing the compatibility property shown in Def-
inition 22 in order to address a wider range of situations from which adjoint
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Table 8: Adjoint triple (&n1n2 ,w
n1 ,vn2 ) of Example 24.

&n1n2 ⊥ a b c >

⊥ ⊥ ⊥ ⊥ ⊥ ⊥

a ⊥ ⊥ ⊥ ⊥ c
b ⊥ c c c c
c ⊥ c c c c
> ⊥ > > > >

wn1 ⊥ a b c >

⊥ > a a a ⊥

a > a a a ⊥

b > a a a ⊥

c > c c c c
> > > > > >

vn2 ⊥ a b c >

⊥ > c ⊥ ⊥ ⊥

a > c ⊥ ⊥ ⊥

b > c ⊥ ⊥ ⊥

c > > > > ⊥

> > > > > >

triples generating a given pair of weak negations can be defined. From now on,
given (n1, n2) a pair of weak negations defined on a complete lattice (L,�) and
g : L × L → L an arbitrary mapping, we will say that g is compatible with n1 if
either n1(y) � g(z, y) or g(z, y) � n1(y) holds, for all y, z ∈ L. The notion of an
arbitrary mapping h : L×L→ L being compatible with n2 is defined analogously.

The following technical result, related to the compatibility property previ-
ously mentioned, will be useful in order to obtain the second mechanism for
defining adjoint triples generating such pair of weak negations.

Proposition 25. Given a pair of weak negations (n1, n2), two mappings f , g : L×
L → L, such that f preserves the supremum of non-empty sets in the first argu-
ment, that is

f

∨
xi∈X

xi, y

 =
∨
xi∈X

f (xi, y), for all non-empty set X ⊆ L and y ∈ L

and g is defined for all y, z ∈ L as g(z, y) = sup{x ∈ L | f (x, y) � z}, satisfying
that g is compatible with n1. For each y ∈ L, subset X ⊆ L, and the partition of
the set X = X1 ∪ X2, where X1 = {x ∈ X | x � n1(y)} , ∅ and X2 = {x ∈ X | x �
n1(y)} , ∅, we obtain that f (x2, y) � f (x1, y), for all x1 ∈ X1 and x2 ∈ X2.

Proof. Given y ∈ L, a subset X ⊆ L, the partition of the set X = X1 ∪ X2, such
that X1 = {x ∈ X | x � n1(y)} , ∅ and X2 = {x ∈ X | x � n1(y)} , ∅, and x1 ∈ X1,
we consider the element:

g( f (x1, y), y) = sup{x ∈ L | f (x, y) � f (x1, y)}

From now on, we will denote the set {x ∈ L | f (x, y) � f (x1, y)} as X f . Applying
that f preserves the supremum of non-empty sets in the first argument and X f ,
∅, since clearly x1 ∈ X f , we obtain that:

f (x1, y) � f

∨
x∈X f

x, y

 =
∨
x∈X f

f (x, y) � f (x1, y)
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Therefore, f (x1, y) = f
(∨

x∈X f
x, y

)
= f (g( f (x1, y), y), y), because

∨
x∈X f

x =

g( f (x1, y), y). As a consequence, g( f (x1, y)) is in X f and it is the maximum.
Hence, x1 � g( f (x1, y)) and we obtain that g( f (x1, y), y) � n1(y) and by the com-
patibility of g, the inequality n1(y) � g( f (x1, y), y) holds.

Finally, given x2 ∈ X2, as x2 � n1(y) and f is order-preserving in the first
argument, we obtain the result:

f (x2, y) � f (n1(y), y) � f (g( f (x1, y), y), y) = f (x1, y)

�

An analogous result to Proposition 25 is obtained assuming that f preserves
the supremum of non-empty sets in the second argument and that the mapping
h : L × L → L defined as h(z, x) = sup{y ∈ L | f (x, y) � z}, for all x, z ∈ L, is
compatible with n2.

These results are interesting to weaken the restrictions in the hypothesis of
Proposition 23 and allow more general operators than adjoint triples. The fol-
lowing proposition gives a weaker sufficient condition to define adjoint triples
generating a given pair of weak negations.

Proposition 26. Let (n1, n2) be a pair of weak negations, f , g, h : L × L → L
three mappings such that f preserves the supremum of non-empty sets in both
arguments, g is defined as g(z, y) = sup{x ∈ L | f (x, y) � z}, is compatible
with n1 satisfying that g(⊥, y) � n1(y) and h is defined as h(z, x) = sup{y ∈
L | f (x, y) � z}, is compatible with n2 satisfying that h(⊥, x) � n2(x), for all
x, y, z ∈ L. The triple (&n1n2 ,w

n1 ,vn2) composed of the following operators:

x &n1n2 y =

 f (x, y) if x � n1(y)
⊥ if x � n1(y)

z wn1 y = max{g(z, y), n1(y)} z vn2 x = max{h(z, x), n2(x)}

is an adjoint triple with respect to (L,�) verifying that n1 = nS n1
and n2 = nNn2

.

Proof. In order to prove that (&n1n2 ,w
n1 ,vn2) is an adjoint triple, by using

Proposition 2, we only need to see that & preserves the supremum in both ar-
guments.

Given X ⊆ L and y ∈ L, we will consider the following partition of the set
X = X1 ∪ X2, where X1 = {x ∈ X | x � n1(y)} and X2 = {x ∈ X | x � n1(y)}.
Notice that, the set X2 is a non-empty set since ⊥ � n1(y) and therefore ⊥ ∈ X2.
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If X1 = ∅, then X = X1 ∪ X2 = X2 and so,
∨

x∈X x � n1(y), and we obtain that∨
x∈X

(x &n1n2 y) = ⊥ =

∨
x∈X

x

 &n1n2 y

Otherwise, if X1 , ∅, taking into account that f preserves the supremum of
non-empty sets in the first argument and the definition of the operator &n1n2 , we
obtain the following chain of equalities:

∨
x∈X

(x &n1n2 y) =

∨
xi∈X1

(xi &n1n2 y)

 ∨
 ∨

x j∈X2

(x j &n1n2 y)


=

∨
xi∈X1

(xi &n1n2 y)

=
∨
xi∈X1

f (xi, y)

(1)
=

∨
xi∈X1

f (xi, y) ∨
∨

x j∈X2

f (x j, y)

=
∨

x∈X1∪X2

f (x, y)

(2)
= f

∨
x∈X

x, y


(3)
=

∨
x∈X

x

 &n1n2 y

where (1) is obtained by Proposition 25, (2) is given because f preserves the
supremum of non-empty sets in the first argument, and (3) holds because X1 , ∅
and so,

∨
x∈X x � n1(y).

Analogously, we prove the equality x &n1n2

∨
y∈Y

y

 =
∨
y∈Y

(x &n1n2 y), for any

Y ⊆ L and x ∈ L. Hence, we conclude that (&n1n2 ,w
n1 ,vn2) is an adjoint triple

with respect to (L,�). Consequently, by Proposition 2, we have that:

zwn1 y = max{x ∈ L | x &n1n2 y � z}, for all y ∈ L and z ∈ L.

zvn2 x = max{y ∈ L | x &n1n2 y � z}, for all x ∈ L and z ∈ L.

Now, given y, z ∈ L, we will prove that z wn1 y = max{g(z, y), n1(y)}, distin-
guishing two cases:
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• Case z wn1 y � n1(y): applying the definition of &n1n2 , we have that
n1(y) &n1n2 y = ⊥ � z. Therefore, we can ensure that n1(y) ∈ {x ∈ L |
x &n1n2 y � z}. As z wn1 y = max{x ∈ L | x &n1n2 y � z} and, by hy-
pothesys, zwn1 y � n1(y) holds, we can conclude that zwn1 y = n1(y).

In order to assert that z wn1 y = max{g(z, y), n1(y)}, we also need to prove
that g(z, y) � n1(y). We will proceed by reductio ad absurdum. Hence, we
will assume that g(z, y) � n1(y) and we will arrive to a contradiction. If
{x ∈ L | f (x, y) � z} = ∅, then

g(z, y) = sup{x ∈ L | f (x, y) � z} = ⊥

which implies that g(z, y) = ⊥ � n1(y) and leads us to a contradiction. Oth-
erwise, the set {x ∈ L | f (x, y) � z} , ∅, since f preserves the supremum
of non-empty sets and by the definition of &n1n2 , we obtain that:

g(z, y) &n1n2 y = f (g(z, y), y)
= f (sup{x ∈ L | f (x, y) � z}, y)
= sup{ f (x, y) ∈ L | f (x, y) � z}
� z

Therefore, g(z, y) � max{x ∈ L | x &n1n2 y � z} = zwn1 y, which also leads
to a contradiction since zwn1 y = n1(y), as it was proved above. Thus, in
this case, we have z wn1 y = max{g(z, y), n1(y)}.

• Case z wn1 y � n1(y): by the definition of &n1n2 and considering that
z wn1 y ∈ {x ∈ L | x &n1n2 y � z}, we have that f (z wn1 y, y) = (z wn1

y) &n1n2 y � z. Therefore, zwn1 y ∈ {x ∈ L | f (x, y) � z} and consequently
z wn1 y � g(z, y), since g : L × L → L is defined as g(z, y) = sup{x ∈ L |
f (x, y) � z}. On the other hand, given x0 ∈ {x ∈ L | f (x, y) � z}, we have
that:

x0 &n1n2 y =

 f (x0, y) if x0 � n1(y)
⊥ if x0 � n1(y)

Consequently, x0 &n1n2 y � z and so, x0 ∈ {x ∈ L | x &n1n2 y � z}. Since
z wn1 y = max{x ∈ L | x &n1n2 y � z}, we have that x0 � z wn1 y.
Therefore, x0 � z wn1 y holds, for each x0 ∈ {x ∈ L | f (x, y) � z}.
Specifically, g(z, y) = sup{x ∈ L | f (x, y) � z} � z wn1 y and, as a
consequence, we obtain that zwn1 y = g(z, y).

To ensure that z wn1 y = max{g(z, y), n1(y)}, we also need to prove that
n1(y) � g(z, y). Notice that, g is compatible with n1 by hyphotesis, then
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either the inequality n1(y) � g(z, y) or the inequality g(z, y) � n1(y) holds,
for all y, z ∈ L. Suppose that g(z, y) � n1(y) is verified, taking into account
that z wn1 y = g(z, y), we can conclude that z wn1� n1(y). This last
inequality leads us to a contradiction since we are assuming that zwn1 y �
n1(y). Hence, in this case, we also have that z wn1 y = max{g(z, y), n1(y)}.

Following an analogous reasoning to the previous one, we obtain that zvn2 x =

max{y ∈ L | x &n1n2 y � z} = max{h(z, x), n2(x)}, for all x, z ∈ L.
Finally, it remains to prove that n1 = nS n1

and n2 = nNn2
. The equality n1(y) =

nS n1
(y) is deduced considering that nS n1

(y) = ⊥ wn1 y = max{g(⊥, y) , n1(y)} =

n1(y), for all y ∈ L, since the inequality g(⊥, y) � n1(y) is verified, for all y ∈ L,
by hypothesis. We can prove that the equality n2(x) = nNn2

(x) is satisfied, for all
x ∈ L, in an analogous way. �

Now, we will illustrate the procedure given in Proposition 26 in order to build
adjoint triples generating a given pair of weak negations.

Example 27. Consider again the pair of weak negations (n1, n2) and the com-
plete lattice (L,�) depicted in Figure 1 of Example 12. Consider also the map-
pings f , g and h defined in Table 9. According to Tables 1 and 9, we can en-
sure that g is compatible with n1, h is compatible with n2 and the inequalities
g(⊥, y) � n1(y) and h(⊥, x) � n2(x) hold, for all x, y ∈ L. It is also easy to
see that the mapping f preserves the supremum of non-empty sets in both argu-
ments. Therefore, applying Proposition 26, we have that (&n1n2 ,w

n1 ,vn2) is an
adjoint triple, which definition is given by Table 8 of Example 24, and verifies
that n1 = nS n1

and n2 = nNn2
.

It is important to highlight that Proposition 26 requires a weaker constraint
than Proposition 23. Notice that, when X = ∅ and y = >, we have that:

f

∨
xi∈X

xi, y

 = f (⊥,>) = a , ⊥ =
∨
xi∈X

f (xi,>) =
∨
xi∈X

f (xi, y)

Therefore, f does not preserve the supremum in the first argument, for all X ⊆ L
and y ∈ L, and it cannot be the conjunctor of an adjoint triple. As a consequence,
we can ensure that the procedure given in Proposition 26 provides adjoint triples
build from more general operators. �
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Table 9: Mappings f , g and h of Example 27.
f ⊥ a b c >

⊥ ⊥ ⊥ ⊥ ⊥ a
a ⊥ a c c c
b ⊥ c c c c
c ⊥ c c c c
> b > > > >

g ⊥ a b c >

⊥ c ⊥ ⊥ ⊥ ⊥

a c a ⊥ ⊥ ⊥

b > ⊥ ⊥ ⊥ ⊥

c > c c c c
> > > > > >

h ⊥ a b c >

⊥ c ⊥ ⊥ ⊥ ⊥

a > a ⊥ ⊥ ⊥

b c ⊥ ⊥ ⊥ ⊥

c > > > > ⊥

> > > > > >

The possibility of considering general mappings that do not need to preserve
the supremum of the empty set is very interesting, since the number of operators
to be considered increases considerably. Notice that, preserving the supremum
of the empty set is an important property in many frameworks [5, 26, 39]. Having
the possibility of removing such a property is a remarkable achievement.

The next result proves that the set of all adjoint triples generating a given pair
of weak negations has the structure of a complete join-semilattice. From now on,
given a pair of weak negations (n1, n2) defined on a complete lattice (L,�), we
denote the set of all adjoint triples generating (n1, n2) as Tn1n2 .

Theorem 28. Let (n1, n2) be a pair of weak negations defined on a complete lat-
tice (L,�). We have that the pair (Tn1n2 ,vTn1n2

) forms a complete join-semilattice,
where vTn1n2

is the ordering relation defined as:

(& j
n1n2
,wn1 j ,vn2 j) vTn1n2

(&k
n1n2
,wn1k ,vn2k) iff x & j

n1n2
y � x &k

n1n2
y

for all x, y ∈ L and (& j
n1n2 ,w

n1 j ,vn2 j), (&
k
n1n2
,wn1k ,vn2k) ∈ Tn1n2 . More-

over, the greatest element is the adjoint triple (&g
n1n2 ,w

n1g ,vn2g) defined, for
all x, y, z ∈ L, as follows:

x &g
n1n2

y =

> if x � n1(y)
⊥ if x � n1(y)

z wn1g y =

n1(y) if z , >
> if z = >

z vn2g x =

n2(x) if z , >
> if z = >

Proof. First of all, given the family {(&i
n1n2
,wn1i ,vn2i)}i∈I ⊆ Tn1n2 , where I non-

empty index set, we will prove that the mappings &sup,w
sup,vsup : L × L → L
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defined, for all x, y, z ∈ L, as:

x &sup y =
∨
i∈I

{x &i
n1n2

y}

zwsup y =
∧
i∈I

{zwn1i y}

zvsup x =
∧
i∈I

{zvn2i x}

form an adjoint triple with respect to (L,�) by the adjoint property. We as-
sume that the inequality x &sup y � z is verified, where x, y, z ∈ L, that is,∨

i∈I{x &i
n1n2

y} � z holds. Applying the supremum property, we have that the
inequality x &i

n1n2
y � z is satisfied, for all i ∈ I. Taking into account that

(&i
n1n2
,wn1i ,vn2i) is an adjoint triple, we obtain that x &i

n1n2
y � z is equiva-

lent to x � z wn1i y, for all i ∈ I. By the infimum property, we have that
x �

∧
i∈I{zwn1i y} = zwsup y holds.

As the previous deductions are equivalences, if we suppose that x � z wsup

y =
∧

i∈I{zwn1i y}, the we obtain that
∨

i∈I{x &i
n1n2

y} � z, that is x &sup y � z.
The another equivalence x &sup y � z if and only if y � z vsup x can be

proved in a similar way. Hence, (&sup,w
sup,vsup) is an adjoint triple with re-

spect to (L,�).
Notice that, considering the point-wise ordering between the conjunctors,

we obtain that &sup is the supremum of {&i
n1n2
}i∈I . Therefore, given a non-

empty index set I and the family {(&i
n1n2
,wn1i ,vn2i)}i∈I ⊆ Tn1n2 , we have that

(&sup,w
sup,vsup) is the supremum of the family {(&i

n1n2
,wn1i ,vn2i)}i∈I in Tn1n2 .

Now, we need to prove that the triple (&sup,w
sup,vsup) belongs to Tn1n2 .

Since (&i
n1n2
,wn1i ,vn2i) ∈ Tn1n2 , for every i ∈ I, we can ensure that the equalities

nS n1i
(y) = ⊥wn1i y = n1(y) and nNn2i

(x) = ⊥vn2i x = n2(x) hold, for all x, y ∈ L.
Hence, taking into account the definition ofwsup andvsup, we obtain:

nS sup(y) = ⊥wsup y =
∧
i∈I

{⊥wn1i y} = n1(y)

nNsup(x) = ⊥vsup y =
∧
i∈I

{⊥vn2i x} = n2(x)

Therefore, we have proven that (&sup,w
sup,vsup) is an adjoint triple in Tn1n2 . As

a consequence, we can ensure that (Tn1n2 ,vTn1n2
) is a complete join-semilattice.

Now, we will see that (&g
n1n2 ,w

n1g ,vn2g) is an adjoint triple with respect to
(L,�). By Proposition 3, we need to prove that x &g

n1n2 y = min{z ∈ L | x �
z wn1g y} = min{z ∈ L | y � z vn2g x}, for all x, y ∈ L, beingwn1g andvn2g
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order-preserving operators in the first argument. We begin proving that, for each
x, y ∈ L, the value x &g

n1n2 y = inf{z ∈ L | x � z wn1g y} is a minimum. Given
x, y ∈ L, the following two cases have to be considered:

• If x � n1(y), then every z ∈ L satisfies x � zwn1g y, since zwn1g y is either
> or n1(y). Consequently, x &g

n1n2 y = inf{z ∈ L | x � z wn1g y} = inf{z ∈
L} = ⊥ and ⊥ ∈ {z ∈ L | x � zwn1g y}, hence x &g

n1n2 y is a minimum.

• When x � n1(y), the element z = > is the unique value verifying that x �
z wn1g y. Therefore, x &g

n1n2 y = inf{z ∈ L | x ≤ z wn1g y} = inf{>} = >.
Hence, x &g

n1n2 y is a minimum.

Therefore, we have that x &g
n1n2 y = min{z ∈ L | x � zwn1g y}, for all x, y ∈ L.

Now, we will prove that wn1g is an order-preserving operator in the first
argument. Given z1, z2 ∈ L, suppose that z1 � z2 and distinguish the following
cases:

• Case z1 , > and z2 , >: by definition of the operatorwn1g , we obtain that
z1 w

n1g y = z2 w
n1g y = n1(y). Hence, z1 w

n1g y � z2 w
n1g y, for all

y ∈ L.

• Case z1 = > and z2 = >: by definition of the operatorwn1g , we can ensure
that z1 w

n1g y = z2 w
n1g y = >. Thus, z1 w

n1g y � z2 w
n1g y, for all y ∈ L.

• Case z1 = > and z2 , >: Applying the definition of the operatorwn1g , we
have that z1 w

n1g y = n1(y) � > = z2 w
n1g y, for all y ∈ L.

As a consequence, we conclude thatwn1g is an order-preserving operator in the
first argument.

Notice that, the inequality x � n1(y) is equivalent to y � n2(x), by conditions
(2) and (3) of Definition 10. Therefore, the conjunctor &g

n1n2 verifies that:

x &g
n1n2

y =

> if x � n1(y)
⊥ if x � n1(y)

=

> if y � n2(x)
⊥ if y � n2(x)

By using the last expression of &g
n1n2 and following an analogous reasoning to

the previous one, we obtain that the operator defined as x &g
n1n2 y = inf{z ∈ L |

y � zvn2g x}, for all x, y ∈ L, is a minimum. In addition, we obtain thatvn2g is
an order-preserving operator in the first argument.

Moreover, we trivially obtain that n1 = nS n1g
and n2 = nNn2g

and therefore the
adjoint triple (&g

n1n2 ,w
n1g ,vn2g) belongs to Tn1n2 .
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Finally, we will demonstrate that (&g
n1n2 ,w

n1g ,vn2g) is the greatest element
ofTn1n2 . Given (&n1n2 ,w

n1 ,vn2) ∈ Tn1n2 , we will prove that x &n1n2 y � x &g
n1n2 y,

for all x, y ∈ L. If x � n1(y), then the inequality x &n1n2 y � > = x &g
n1n2 y holds.

Otherwise, if x � n1(y), then the equality x &n1n2 y = ⊥ is obtained for all x, y ∈ L,
by Proposition 21. In addition, when x � n1(y), we have that x &g

n1n2 y = ⊥. As a
consequence, we obtain that (&n1n2 ,w

n1 ,vn2) vTn1n2
(&g

n1n2 ,w
n1g ,vn2g), for all

(&n1n2 ,w
n1 ,vn2) ∈ Tn1n2 . �

Therefore, the previous result has detailed the algebraic structure of the pair
(Tn1n2 ,vTn1n2

), showing that the supremum of any subset of adjoint triples in a
complete lattice always exists and this set also has a greatest element. However,
this structure is not a complete lattice since the least adjoint triple does not exist,
as the following example shows.

Example 29. Once again, we will consider the complete lattice (L,�) and the
pair of weak negations (n1, n2) displayed in Figure 1 of Example 12. We can
easily see that the triples (&a

n1n2
,wn1a ,vn2a) and (&b

n1n2
,wn1b ,vn2b) defined as:

x &a
n1n2

y =

a if x � n1(y)
⊥ if x � n1(y)

zwn1a y =

n1(y) if a � z
> if a � z

zvn2a x =

n2(x) if a � z
> if a � z

x &b
n1n2

y =

b if x � n1(y)
⊥ if x � n1(y)

zwn1b y =

n1(y) if b � z
> if b � z

zvn2b x =

n2(x) if b � z
> if b � z

for all x, y, z ∈ L, are incomparable adjoint triples belonging to Tn1n2 . Indeed,
the triples (&a

n1n2
,wn1a ,vn2a) and (&b

n1n2
,wn1b ,vn2b) are the minimal elements

of Tn1n2 . In order to obtain an adjoint triple lesser than both previous ones, we
need to consider a conjunctor operator being constantly bottom. However, the
conjunctor operator being constantly bottom gives rise to an adjoint triple which
does not belong to Tn1n2 and therefore, Tn1n2 has not a least element.

Obviously, we can find other adjoint triples generating the pair of weak nega-
tions (n1, n2), being greater than (&a

n1n2
,wn1a ,vn2a) and (&b

n1n2
,wn1b ,vn2b). By

using the point-wise ordering among the adjoint conjunctors and Theorem 28,
we have that these adjoint triples can be hierarchized in a proper non linear com-
plete join-semilattice. �
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5. Conclusions and further work

This paper has proven that the Galois implications pairs associated with a
(pair of) weak negations form a complete lattice, with a minimum and a max-
imum element. A similar study has been carried out with respect to adjoint
triples generating these negations, obtaining that the set of adjoint triples forms
a join-semilattice with a maximum element. In addition, the definitions of these
operators, associated with a (pair of) weak negations, have been characterized.
The characterization of Galois implications pairs has been introduced from a
family of antitone Galois connections whereas the characterization of adjoint
triples has been given through a family of operators where only the supremum of
non-empty sets is required. These characterizations will be very useful in future
applications, since they provide an extra flexibility level, allowing the use of a
bigger range of operators. On the other hand, the hierarchies established in this
paper allow the user to select the most suitable adjoint triple or pair, depending
on the most useful negation operator to be considered in each practical problem.

In the future, the obtained results will be applied to particular frameworks,
such as, in fuzzy relation equations, formal concept analysis, rough set theory,
etc. Moreover, they will be used in real problems, such as, the ones associated
with image processing.
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[3] L. Antoni, S. Krajči, and O. Krı́dlo. Representation of fuzzy subsets by Galois connections.
Fuzzy Sets and Systems, 326:52 – 68, 2017. Si: FSTA 2016.

[4] M. J. Asiain, H. Bustince, R. Mesiar, A. Kolesárová, and Z. Takáč. Negations with respect
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