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A B S T R A C T   

The available natural language data in electronic health records is of noteworthy interest to health research and 
development. Nevertheless, their manual analysis is not feasible and poses a challenge to accessing valuable 
information in these records. This paper presents an approach to automatically extract information from these 
unstructured medical records using Domain Entity Recognition and Relation Extraction, structuring the results 
through a domain ontology. We developed our work in the oncology domain, an attention-demanding field. The 
main contribution of this work lies in integrating multiple resources in a complete methodology to accomplish 
this task. We developed a new entity and relation annotated dataset of medical evolutions in Brazilian Portu
guese, containing 1622 documents, 146,769 entities, and 111,716 relations. We attained 78.24 % accuracy for 
entity and relation extraction in the exams domain. Healthcare specialists evaluated the approach regarding 
entity recognition and relation extraction positively and considered the methodology valuable to health 
professionals.   

1. Introduction 

Medical records typically describe health events by statements 
expressed in natural language. We observe these records transitioning to 
a digital format [1], therefore fostering the existence of large datasets of 
valuable health information. The data within Electronic Health Records 
(EHRs), such as clinical reports and medical observations, can be used 
for disease registries, epidemiological studies, drug safety surveillance, 
clinical trials, and health audits, among others [2,3]. Approaches in 
which medical information is manually extracted from patient records 
by clinical experts have an evident limitation in scalability and time, 
besides high costs [4,5,3]. In this context, EHRs’ possibilities for data 
reuse have fostered a necessity to process free-text narratives automat
ically. This procedure enables new possibilities to support healthcare 
professionals [6,7]. 

Named Entity Recognition (NER) and Relation Extraction (RE) 
techniques have emerged as promising approaches for automatically 
extracting valuable information from unstructured health data records. 
NER involves identifying named entities from medical annotations, such 

as patient names, disease names, and medication names. As a comple
ment, RE involves identifying and extracting relations connecting these 
entities, such as patient-diagnosis or medication-dosage relations. Both 
techniques have been increasingly employed in healthcare applications 
to enhance information retrieval, decision-making, and patient care [8, 
9,10,11,12]. 

Particular techniques can be applied to support NER and RE, such as 
BERT or BI-LSTM models. BERT models have shown promising results in 
Natural Language Processing (NLP) tasks focused on NER, particularly 
in specific domains, such as health [9,13,14,15]. The BiLSTM model can 
leverage forward and backward contextual information to capture 
complex patterns in RE [16,17]. Although the BERT and the BI-LSTM 
models are widely adopted, exploring these in Portuguese-speaking 
scenarios still requires more research and presents limitations 
regarding available datasets. 

Although well-known methods for extracting information exist, there 
is a lack of methodologies dedicated to integrating different and com
plementary techniques. Hence, we developed a method for integrating 
natural language data in a domain ontology for oncology. The approach 
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involves Deep Learning techniques, with Transformers models like 
BERT, and the Bi-LSTM model, for implementing tasks of named entity 
recognition and relation extraction. We integrated the extracted data 
into an ontology. 

The methodology developed in this work contributed several aspects 
to the area. First, by highlighting the composition of unpublished 
datasets with entities and relations of medical evolutions, containing 
1622 annotated documents, 146,769 entities, and 111,716 relations. 
Second, by creating an ontology structure in the oncology domain to 
structure related medical data. Third, by proposing an approach to 
integrating resources for NER and RE with the domain ontology. It is 
significant to highlight the training of real oncology data in Portuguese 
as a differential. The results pave the way for future applications that 
may benefit the medical field, providing a structured and reliable 
knowledge base to help health professionals and researchers. 

The remainder of this text is organized as follows. Section 2 presents 
related works. Section 3 describes the research context. Section 4 de
scribes the construction of datasets in Portuguese from real data. In 
section 5, we describe the experiments. Section 6 illustrates and dis
cusses the results of the experiments. The conclusions and future work 
indications are presented in section 7. 

2. Related works 

We conducted a systematic literature review to promote a deeper 
understanding of related work scenarios. After filtering 961 publica
tions, we selected and analyzed 23 studies on Entity Recognition, 
Relation Extraction, and medical information integration. We developed 
a protocol combining a protocol referring to the computing area [18] 
with a protocol directed to the health area [19]. This method increased 
the assertiveness of the results compared with those obtained from 
direct literature reviews [20]. 

The review identified the broad investigation of BERT-based models 
for NER and RE in the health domain due to their effectiveness [9,14]. 
One key advantage of BERT models is the ability to fine-tune specific 
datasets, which has proven beneficial in scenarios with limited anno
tated data [21,22]. Transformer-based approaches can also be practical 
in biomedical domain data mining [23]. Although BERT serves as a 
versatile model for various NLP tasks, specific models such as BioBERT 
[21], presents excelent results for applications in the biomedical 
domain. Therefore emphasizing the relevance and impact of transformer 
models in NER and RE research [24]. The model conception can benefit 
from a broader context, as presented in MedBERT [25], a contextualized 
embedding model trained on the MedNLI medical natural language 
inference dataset. MedBERT improves NER and RE tasks by capturing 
domain-specific context, showing significant gains in accuracy. 
Furthermore, domain-specific contextualized embeddings are tailored to 
the nuances of medical language, making them valuable resources for 
information extraction in EHRs [26]. 

Although the study showed relevant works regarding using BERT, we 
identified some research gaps. The first is the Portuguese language 
support, which currently has few available resources. The second refers 
to the types of data used, since most works utilizing data outside the 
health area or not originated from real contexts. The third issue deals 
with integrating data based on formal resources, such as ontologies. This 
integration can enhance information extraction by providing a more 
structured and semantically meaningful representation of entities and 
their relation. 

3. Research context 

In this section, we describe the main elements of the proposed 
methodology for integrating natural language data in a domain ontology 
for oncology. To carry out this study, we partnered with a software 
company with an oncology EHR system called the Gemed Oncology 
System. The company works with clinics and hospitals, providing 

solutions for the electronic recording of medical, nursing, and phar
maceutical care data. Therefore, in this research, we developed a case 
study in the oncology domain fostered by real data and systems from this 
partner company. 

Fig. 1 presents an overview of our research context, considering 
medical clinics or hospitals and characterizing the needs of health pro
fessionals. The adopted methodology considers some key elements, 
which are the availability of a medical record generated by a healthcare 
professional in an EHR system, the processing of these medical records 
in natural language for automatically named entities and relation 
extraction, and finally, the insertion of the extracted data in a domain 
ontology. The main objective of this approach is to support health 
professionals in better use of their medical notes. 

The first step [1] in our methodology considers the work of health 
specialists registering patients’ evolutions and the results of these ac
tions. The relevant information for the patient’s treatment is registered 
in the EHR GEMED system in the form of clinical notes composed of free 
text and structured data. The system’s medical notes contain clinical 
events registered by healthcare professionals. The healthcare profes
sional uses a customizable system form to record each clinical event 
information. The records are stored in a database, as the next step [2]. 
All patient health information is stored, such as medical notes, electronic 
prescriptions, and patient consultation history. 

The next step of methodology [3] involves automatic tasks for data 
preparation for automatic named entity recognition and relation 
extraction. One of the tasks is data anonymization, which is necessary to 
remove the association between the identifying dataset and the data 
subject. Another task is the general pre-processing. This research applies 
an anonymization process to avoid the disclosure and unique identifi
cation of patients and health professionals. Once finalized, the data is 
ready for annotation and dataset generation. In the data annotation 
process [4], this research had the support of Interprocess GEMED and 
Universidade do Vale do Rio dos Sinos health experts [5]. The annotated 
data was extracted from the GEMED database to annotate the clinical 
data trials according to previously defined labels [6]. The annotated 
dataset was called Dataset Gemed Onco (DGO). 

Next, in the third step, automatic data extraction is performed [7]. 
The architecture of our approach consists of integrating two models: 
BERT and Bi-LSTM. We trained BERT to perform the recognition of 
entities [8] and extraction of features [9] that will represent the interest 
elements of the text. On the other hand, Bi-LSTM is responsible for 
classifying the relation between the recognized entities. 

Once the information extraction step is completed, we propose the 
data representation step by structuring the extracted information in a 
domain ontology [10]. We opted for constructing and using an oncology 
domain ontology to represent the entities, concepts, and specific re
lations identified in the information extraction. With the data struc
tured, the EHR system consults the ontology [11] and uses its data for 
distinct tasks, mainly data query, but also as support for diagnosis or 
event prediction [12]. 

We defined an assessment approach to evaluate the model in two 
contexts: in the health area and computational aspects. Regarding the 
health area, specialists in the oncology domain validated the model, and 
its results in applied case studies. Experiments were carried out with 
data collection in questionnaires and follow-ups with professionals to 
validate their perceptions regarding using the model. Concerning the 
computational context, we used standardized metrics to evaluate the 
model responses, using Accuracy, Recall, F1-Score, Macro AVG, and 
Weighted AVG. 

4. Developed datasets 

We produced two datasets. The first one describes relations in exams. 
Interprocess professionals and students in the last semester of medicine 
at the Universidade do Vale do Rio dos Sinos annotated this dataset. The 
second one aims at the domain of Diagnostic Features of breast cancer, 
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and health specialists annotated it. The research ethics committee 
evaluation of the methodology was not required in this case because, in 
the overall process, the original used data is anonymized, and there is no 
data association with the patients, leading to no individual exposure. 

For constructing the first dataset, the Gemed Onco - Exams, here 
mentioned as DGO-E, we studied 1022 documents on the evolution of an 
oncology clinic. These documents contain real data prescribed by 
healthcare professionals. Before using the documents, they underwent 
an anonymization process in which we removed any names or identifi
cations of health professionals or patients. Meetings were held with 
oncology specialists to define the focus of the construction of the data 
set. We decided to carry out an approach with exam data, as it is possible 
to identify these data in the text, which are essential for a company 
prototype. 

The following entities of interest were defined as the focus of data 
annotation for the DGO-E dataset:  

● Exame (Exam): Indicates the name of the exam. Example: PSA;  
● Resultado (Result): Specifies the result values of an exam. Examples: 

193mil (193 thousand), 1547;  
● Data (Date): Informs the date of an exam. Examples: 07/18/2022 

(2022/18/07), 07/2022 (2022/07);  
● Membro (Member): Annotates a member of the human body, seeking 

to identify the member on which the exam was performed. Examples: 
Crânio (Skull), lombar (lumbar);  

● Tempo (Time): Indicates the time of an action, trying to identify how 
long ago an exam was performed. Examples: 1 mês atrás (1 month 
ago), no último ano (last year). 

The following relations of interest for the annotation were defined:  

● Resultado (Result): Relates the result value of an exam to the kind of 
exam;  

● Quando (When): Relates the date and time of an exam to the exam;  
● Localização (Location): Lists a member to the exam. 

After defining the necessary parameters, the annotation construction 
process for the dataset began. For this, we selected three scholarship 
students who are at the end of the medical course at Unisinos and have 
knowledge in the area, in addition to a nurse and a biomedical doctor, 
both collaborators of Empresa Interprocess. We used UBIAI Tools1 

software to take notes. This tool enables collaboration in taking notes 
and has an intuitive interface. With UBIAI Tools, it is possible to perform 
manual annotations of entities, relations, and classifications, with fea
tures such as Entity Dictionary, Rule-Based Matching, and relation 
Dictionary for automatic annotations. For this study, we have chosen 
manual annotations in order to achieve a high level of quality in the data 
set. Fig. 2 shows an image with an annotation example, in which the 
software used can also be seen. 

For the construction of the second dataset, named Dataset Gemed 
Onco - Diagnostic Features (DGO-DF), we established a partnership with 
professionals specialized in annotation and health who supported the 
accomplishment of the labeling tasks. After the initial analysis, we 
decided to direct efforts toward creating a dataset focused on the diag
nosis of Breast Cancer, aiming to provide valuable information in this 
crucial area of health. We covered entities that in this dataset include: 

Fig. 1. Overview of the research context.  

1 https://ubiai.tools. 
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● Característica do diagnóstico (Diagnosis Features): Indicates attributes 
and relevant information about a specific case of cancer or onco
logical condition. 
Example: Ca de cólon Ell alto risco (Ell colon cancer high risk).  

● Órgão (Organ): Note the organ affected by the cancer. 
Example: Paciente notou nódulo em mama Esquerda (Patient noticed 
lump in breast Left).  

● Local do Órgão (Organ Location): Expresses the precise location of the 
affected organ. 
Example: Identificou um nódulo em mama Direita (Identified a breast 
lump Right).  

● Estadiamento (Staging): Indicates the staging classification of the 
cancer. 
Example: Ca de ovário EIV resistente a platina (Platinum resistant 
ovarian cancer EIV).  

● Tempo (Time): Informs the time elapsed since the detection or onset 
of symptoms. 
Example: Paciente notou há 6 meses nódulo na mama E com cresci
mento moderado (Patient noted 6 months ago moderately growing 
breast E lump). 

Due to the health professionals’ specialty, only the entity annotations 
were developed in this dataset. For this, 600 documents of oncological 
evolutions were exported from an oncological clinic, already filtered 
with a diagnosis of Breast Cancer. All documents were anonymized to 
guarantee patient privacy and compliance with ethical guidelines. 

We used the software MAE Annotation Tool2 to perform the anno
tations. Multi-document Annotation Environment (MAE) is an annota
tion tool offering comprehensive features for marking text entities. MAE 
has advanced features, such as working with multiple documents 
simultaneously, making it easy to process large data sets. 

The manually annotated Portuguese datasets allow the training of 
deep learning models specific to the Portuguese language, which is 
fundamental for NLP tasks. This manual annotation, carried out by 
specialists, guarantees the accuracy and quality of the labeled infor
mation, which considerably improves the performance and effectiveness 
of the trained models, increasing confidence in the results and allowing 

for faster advances in health. 
To ensure the quality of the dataset, the set of 1022 annotated doc

uments of the DGO-E underwent a review and validation process carried 
out by specialists in the field of oncology. During the review and vali
dation process, experts agreed in consensus about the consistency and 
accuracy of annotations by verifying that entities and relations have 
been correctly identified and tagged in documents. This step is critical to 
ensure the quality and reliability of the annotated data set, providing 
valuable information for further analysis. The graph in Fig. 3 visually 
represents these results. The color bars represent the number of anno
tated entities for each category. The categories Resultado (result) and 
Exame (Exams) are the two numerous ones. Categories Membro (mem
ber), Data (date), and Tempo (time) are the less numerous ones, with a 
very small number of annotations for this last category. This distribution 
is coherent with the most frequent clinical notes observed in the use case 
material. 

The dataset comprises many annotated entities emphasizing the 
categories Exame and Resultado, which have a significant amount of 
annotations (60,820 and 47720, respectively). These numbers indicate 
that the dataset covers various related information in the EHRs. In 

Fig. 2. UBIAI software with an annotated document.  

Fig. 3. DGO-E examination entities comparison.  2 http://keighrim.github.io/mae-annotation/. 
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addition, Membro and Data entities had fewer annotations (13,271 and 
14,063). These entities are relevant to the medical context and can 
provide important information about affected body parts and dates 
related to examinations. The small number of Tempo annotations 
(2,632) poses a challenge to the model generation, nevertheless, it 
represents the data distribution. 

In the context of Relation Extraction (RE) oncological evolutions, the 
objective was to identify the relevant relations between the annotated 
entities, such as, for example, the relation between an Exame and its 
Resultado, or the relation between a Data and a specific Exame. The 
graph in Fig. 4 compares the relations. 

As for the relations annotated in the dataset, we observed that the 
relation Resultado has a significant amount of annotations (87,386), 
while the relations Quando and Localização have smaller amounts 
(10,302 and 9,080, respectively). This information was essential to assist 
in interpreting and analyzing test results. 

Data labeling for NER uses the IOB format widely. It provides a 
consistent and standardized structure for marking the boundaries of 
entities in a text. This format allows for accurate text analysis and pre
vents overlapping or missing words relating to an entity, ensuring that 
all relevant parts are correctly identified. 

As for the DGO-DF, upon completing the annotation process, the 600 
annotated documents underwent review and validation by oncology 
experts. This step is essential to ensure the quality and consistency of the 
notes, ensuring that the relevant information has been correctly iden
tified and labeled in the documents. Finally, we exported the dataset in 
IOB format. A comparative graph of the entities is illustrated in Fig. 5. 

This dataset has a considerable amount of annotated entities, 
emphasizing the Estadiamento entity with 1148 occurrences. This entity 
is significant in diagnosing breast cancer, as it provides valuable infor
mation about the stage of the disease and its progression. In addition, 
other relevant entities were noted, such as Caracteristica do diagnóstico 
with 1096 occurrences, and Órgão with 855 occurrences. These entities 
provide information about the specific characteristics of the disease and 
the affected organ. 

On the other hand, the Local do órgão entity had fewer occurrences, 
with 342 records. This amount may suggest that specific information 
about the location of the organ affected by breast cancer may be less 
emphasized in annotated medical texts. However, it is necessary to 
consider that the importance of this entity may vary depending on the 
specific medical context. 

The Tempo entity registered 116 occurrences, providing information 

about the time related to breast cancer diagnosis. Although it is a smaller 
amount compared to other entities, time is a relevant factor in the 
analysis of breast cancer. It can provide vital information for the treat
ment and prognosis of patients. 

5. Experiments 

This section describes the experiments and their contributions in two 
main aspects. The first one is regarding the NER and RE models devel
oped, and the second is considering the construction and the use of the 
ontology for information integration. 

5.1. Named entity recognition 

In the first experiment, we trained the BERT model to perform the 
NER and extract features representing the text. Our NER architecture 
was developed using the BertForTokenClassification model,3 proposed 
in Ref. [27]. This model has extensive library support, including a Py
thon tokenizer, besides being compatible with Jax, PyTorch, and 
TensorFlow. 

We experimented with different models in the experiment. The 
proposal was to use the entity recognition experiment’s best result to 
perform the relations classification with BiLSTM later. The BERT models 
used for testing this experiment are: BERT-base-multilingual-cased [28], 
BioBERT-PT [28,29] and BERTimbau [30,31]. 

Building the model for NER was initially performed using the Spacy4 

library, implemented in Python. Spacy is an NLP library that offers 
advanced features for parsing and extracting information from text. We 
used this library to prepare and process data during training. Two 
distinct pieces of training were carried out, each with 50 epochs, 
allowing the model to learn to identify the entities present in the data 
gradually. The model choice was the BERT model, an architecture based 
on Transformers. We conducted the training in a supervised learning 
environment, where the training data have texts labeled with their 
respective classes. 

In the first training, we used 716 annotated samples, corresponding 
to 70 % of the dataset available for NER. We read the data from JSON 
files that contained the texts and their respective classes and were 
organized in Pandas data tables (a two-dimensional data structure with 
tabularly aligned data in rows and columns) to facilitate the processing 
and manipulation. 

Before training, we performed a data cleaning and treatment step to 
remove possible outliers or corrupted data. However, we did not find 
any problem with the data used. In addition, tokenization was applied to 

Fig. 4. Comparison of DGO-E exam lists.  

Fig. 5. Comparison of DGO-DF entities.  

3 www.huggingface.co/transformers.  
4 https://spacy.io. 

D.P. da Silva et al.                                                                                                                                                                                                                             

http://www.huggingface.co/transformers
https://spacy.io


Informatics in Medicine Unlocked 43 (2023) 101381

6

the texts, dividing them into smaller units, such as words or subwords. 
Then, the texts were pre-processed using BERT’s tokenizer, converting 
them into sequences of tokens and adding unique tokens to mark the 
beginning and end of the sequences. The strings of tokens have been 
adjusted to have the same specified maximum length. The model was 
loaded from a pre-trained model using the Transformers library. 

Due to the BERT input size limitation, the algorithm was modified to 
go through the text in blocks of 128 tokens, considering the classification 
of each token at the moment when it was closest to the center. In short, 
the maximum sequence size was set to 512 with a step of 128. On a token 
400, for example, in the first iteration, it was at a distance of 144 tokens 
from the center of the read (which ranges from 0 to 511). The second 
iteration contained 16 tokens from the center (the text advanced 128 
tokens). In the third iteration, the distance was 112 tokens; in the fourth 
iteration, it was 240 tokens; and in the fifth iteration, the token 400 was 
no longer part of the text read by BERT. Therefore, for token 400, the 
output given in the second run was considered. 

The training was performed in 50 epochs, with a batch size of 16. The 
optimization was done using the AdamW algorithm [32] with parame
ters of β 1 = 0.9 and β 2 = 0.999. A weight decay of 0.1 was applied, and 
the initial learning rate was set to 1e-5, with a linear decay and a 
warmup period in the first 100 steps. 

During training, we applied the fine-tuning process. We trained the 
model with the dataset DGO-E and its examples labeled for the specific 
task. In this case, the final BERT classification layer was replaced by a 
new layer suitable for the task, such as an entity classification layer. 
Fine-tuning involves training the model with the annotated data, using 
optimization algorithms to adjust the model weights and minimize the 
loss function. Randomness was applied to the data, avoiding possible 
overfitting of the model. This approach helps ensure the model can 
generalize to new data and become independent of training examples. 
The entities were processed together, allowing the model to learn to 
identify named entities. Throughout the training process, several li
braries were used, such as re, random, numpy, pandas, matplotlib, 
sklearn, TensorFlow, and Keras, which provided additional functionality 
and facilitated model development and training. 

After training, we evaluated the model using the validation data 
described in section 6.1. The trained model can be used to perform in
ferences on new texts. Test texts were processed, and we obtained the 
predictions from the model. In addition to predictions, embeddings are 
extracted from texts using BERT’s token [CLS] representation, capturing 
contextual information from the text. 

To evaluate the model’s performance, we conducted additional 
training using the DGO-DF dataset without any modifications. Given 
that the DGO-DF contains only annotated entities, the evaluation was 
focused exclusively on the NER architecture. 

5.2. Relation extraction 

For the Relations extraction experiment, we applied an approach 
with BiLSTM to identify pairs of entities to classify the existing relations 
between them. Classification is performed based on the types of entities 
in the text and the entities selected for the relation. BiLSTM runs several 
times separately for each pair, trio, or group of entities. We used unique 
tokens to indicate the start and end of entities, which the BERT model 
recognizes. 

We implemented this approach with the PyTorch library from the 
API Hugging Face, adding a token-level classifier on top of BERT models. 
Data from the DGO-E, mainly related to the previous experiment, was 
used. Initially, we prepared the data for training. We transformed the 
data into an appropriate format, such as a Datatable. It was essential to 
generate a data structure to correctly represent the relations between the 
entities present in the text. Then, we coded the words of the text into 
numerical representations. We performed this coding using the Word 
embeddings Word2Vec and GloVe techniques. Numerical representa
tions capture semantic information about words, allowing the model to 

learn relations between words. 
We built the BILSTM architecture with layers of LSTM cells. The 

bidirectional structure implies a layer processing the sequence in the 
forward direction and another in the reverse direction. With this, the 
model captured contextual information concerning each word in the 
sequence, improving the overall understanding of the context. During 
training, a loss function was defined to measure the discrepancy be
tween the relations extracted by BILSTM and the real relations present in 
the data. 

We applied a random initialization to the BILSTM weights, with 
values close to zero, as suggested by Xavier initialization [33]. This 
approach helps to prevent gradient saturation or burst problems during 
training. BILSTM weights are adjusted using the backpropagation [34] 
algorithm, which propagates the loss function gradients through the 
network. We conducted the training in several epochs, completing it
erations through the training data. For each epoch, the network weights 
are updated based on the calculated gradients, allowing the network to 
learn the relations between entities more accurately. 

To guide the process of updating the network weights, the Adam 
optimizer [32] was used. Adam has hyperparameters such as learning 
rate, learning rate decay, momentum (β1), and momentum decay (β2). 
We updated the learning rate to control how quickly weights are gained 
during training. Learning decay allows for reducing the learning rate as 
training progresses gradually. Momentum controls the contribution of 
the first-order moment in updating the weights, while the decay of the 
moment allows gradually reducing this contribution. Therefore, to 
optimize BiLSTM, the following parameters were adopted: β1 = 0.9, β2 
= 0.999, and ϵ = 1e-7. The initial learning rate was set to 1e-3, with a 
decay of 1e-5. We performed experiments to determine the values of S =
128 and P = 64, which showed superior performance for the model. The 
BiLSTM base architecture was tested with these parameters while the 
other hyperparameters were adjusted. BiLSTM training was carried out 
for 75 epochs. 

For BILSTM regularization, the L1 and L2 regularization techniques 
were applied, which add terms to the loss function to penalize large 
weights, together with the Dropout technique, which randomly turns off 
a set of units during training, reducing the coadaptation between them. 
We used these regularization techniques to avoid overfitting and 
improve the model’s generalizability. During training, the data were 
divided into batches (or mini-batches) aiming at computational effi
ciency. This division allows performing calculations in parallel and 
optimizing available resources. 

5.3. Information integration with ontology 

We based the ontology construction on the methodology described in 
Ref. [35]. Initially, 3309 documents containing medical consultations 
and health professionals’ notes were studied to identify the relevant 
domain terms. These documents totaled 212,829 words on 28,178 lines. 
From the study of these contents, we identified sets of information that 
can be obtained automatically by extracting information. This supple
mentary information is often needed by healthcare professionals in their 
daily work. Examples of these situations are observed in sentences 
describing the perception of symptoms or medication use. 

A procedure involving contact with specialist professionals in health 
and technology was carried out, obtaining a set of meaningful phrases 
and concepts that served as a starting point for this work. We conducted 
interviews to identify a critical set of relevant issues and provide the 
basis for modeling the domain knowledge. We performed manual tex
tual analysis to relate this information with the main concepts and re
lations defined in the knowledge base. This process was adopted to 
ensure that the knowledge base was accurate and reliable, serving as a 
starting point for future initiatives to extract textual information 
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automatically. 
The ontology was developed using the Protégé5 software and consists 

of 181 classes, 14 data, and 12 object properties. It can describe classes 
such as diagnosis, course, test, drug, patient, procedure, protocol, 
symptom, and organ relevant to the oncology domain. In addition, an 
ontology defines relations between different entities, such as the relation 
between patients and symptoms, patients and drugs, drugs and mea
surement units, exams or procedures, locations in the body, patients and 
diagnoses, patients and exams. Data properties are used to represent 
specific data characteristics, such as exam identifiers, exam character
istics, treatment cycles, event dates, cancer staging, exam types, symp
tom intensity, body locations, patient identifiers, periods, medication 
dosage, and test results. 

The ontology provides an organized structure to represent and relate 
data relevant to oncology, allowing a better understanding and analysis 
of clinical data. To exemplify, in Fig. 6, the central concepts of Edema are 
highlighted with their main relations, with examples of some instances 
of the ontology created. Further on, Fig. 9 in section 6.2 illustrates an 
example of an individual in the ontology. 

The ontology’s formally structured data facilitates the integration of 
unstructured clinical data, helping health professionals in the interpre
tation, and analysis of cancer patient’s context. With well-defined re
lations, the ontology can serve as a basis for developing medical decision 
support systems, contributing to improvements in the treatment and 
monitoring of cancer patients. 

Integration with the ontology was performed using libraries devel
oped in this work. These tools assist in registering and manipulating data 
in the ontology, allowing the extracted entities and relations to be 
properly registered. Automatic insertion tests were performed. 

The model uses the experiment with the DGO-E to extract the entities 
and relations of the exams, data that, after the extraction process, are 
available for registration in the ontology. By default, an ontology 
instance is created with the evolution information, such as the patient’s 
GEMED ID (not extracted in this experiment due to anonymization), the 
evolution date, and the exams extracted through the “Present” relation. 
The extracted exams and their relations are placed in a new instance. By 
default, instance names are comprised of the exam or evolution name, 
the date, time, and patient ID in GEMED (ignored for now due to ano
nymization). It was decided to test the integration with the DGO-DF in 
future work since it does not have annotated relations. 

The automatic ontology integration with the model was developed in 
Python 3 using the Owlready26 library. Owlready2 is a library that en
ables ontology-oriented programming in Python, providing transparent 
access to OWL ontologies. It includes an optimized quad store (a type of 
database optimized for storing and querying data in RDF format 
(Resource Description tablework), suitable for storing and querying 
large amounts of data) based on the SQLite3 (an open-source embedded 
relational database library), which offers good performance and effi
cient memory consumption, allowing you to handle large ontologies. In 
addition, Owlready2 has integration with UMLS (Unified Medical Lan
guage System) and medical terminologies through the submodule 
PyMedTermino2. 

The algorithm is also integrated with the HermiT [36] reasoner, a 
logical reasoner designed to process OWL ontologies and make in
ferences about their concepts and relations. It supports automated 
reasoning, applying description logic to represent knowledge and 
perform inferences in an ontology. It follows the OWL ontology 
description language specifications and is capable of performing tasks 
such as instance classification, property inference, inconsistency detec
tion, and equivalence inference. 

Thus, integrating the model with the ontology enables ontological 
knowledge to enrich the models’ analyses and inferences. In addition, 

using the structured ontology and the automated reasoning capabilities 
offered by HermiT helps the semantic interpretation of the knowledge 
represented in the ontologies. It facilitates the manipulation of the data 
generated by the model in a coherent and structured way. 

After obtaining the model outputs, the OWL ontology is loaded into 
the algorithm. Next, the outputs are mapped to the concepts and prop
erties defined in the ontology. This involves creating instances and 
establishing relations between them. Through Owlready2, it is possible 
to access and consult the ontology’s concepts, properties, and relations, 
allowing the model data to be inserted in the structured format defined 
by the ontology. 

6. Results and discussion 

Regarding evaluating the results, two main fronts were considered: 
computing and health. The NER and RE experiments, the construction 
and integration with the ontology were evaluated in computational 
terms. At the same time, usability analysis and comparison of results 
were carried out in collaboration with health professionals. 

6.1. Evaluation of NER and RE experiments 

In this section, we delve into the evaluation of the performance of 
NER and RE models in the context of medical text analysis. Specifically, 
we focus on the results obtained from two datasets: DGO-E and DGO-DF. 
The main metrics considered for assessment include Accuracy, Recall, 
and F1 Score, along with Support, Macro Mean, and Weighted Mean. 

To evaluate the DGO-E NER results, 305 annotated evolutions (30 % 
of the dataset) were used to test the model. The results of Accuracy, 
Recall, F1 Score, Support, Accuracy, Macro Mean, and Weighted Mean 
are illustrated in Table 1. In this table, we can observe that the entities 
Exame, Órgão, Resultado, Data and Tempo were recognized with accu
racies ranging between 70.01 % and 78.92 %. The recall of these entities 
ranges from 70.38 % to 77.27 %, while the F1-score ranges from 70.59 % 
to 78.77 %. Support, which represents the number of instances of each 
entity in the dataset, ranges from 3311 to 14,648. The overall perfor
mance of the model, measured by accuracy, is 78.24 %. These values 
indicate that the model performed as expected in detecting and classi
fying these entities. 

During training, an evaluation of the BILSTM was performed on a 
validation set, which consists of data not used during training (30 % of 
DGO-E). The BiLSTM output is compared with the actual labels of the 
relations present in the training examples. To measure the discrepancy 
between the model predictions and the true labels, the cross-entropy loss 
function was used. The results obtained are presented in Table 2. 

In Table 2, the results of the recognition of relations in the DGO-E 
dataset are presented. The Resultado, Quando and Localização relations 
reached accuracies from 73.45 % to 76.75 %, recalls from 73.55 % to 
75.87 % and F1-scores from 74.12 % to 75.28 %. Ratio support ranges 
from 2100 to 20,983. The overall accuracy of the model is 76.17 %. 
These results indicate that the model performed accordingly to the 
literature in detecting and classifying relations in this dataset. 

To evaluate the result, the model was trained without any modifi
cation with the DGO-DF. Table 3 presents the NER results of the DGO- 
DF. 

In Table 3, the results of NERs in the DGO-DF dataset are presented. 
The entities Característica do Diagnóstico, Orgão, Local do órgão, Esta
diamento and Tempo achieved accuracies from 70.12 % to 73.71 %, re
calls from 70.17 % to 72.74 % and F1-scores from 70.99 % to 72.98 %. 
Entity support ranges from 24 to 230. The overall accuracy of the model 
is 72.87 %. These results indicate that the model performed according to 
the obtained results in the literature in detecting and classifying these 
entities in the DGO-DF dataset. 

Overall, the results obtained are satisfactory. When analyzing the 
metrics, it can be observed that the categories present similar perfor
mance, with values of Accuracy, recall and F1-score close. Most 

5 https://protege.stanford.edu/.  
6 https://owlready2.readthedocs.io/en/latest. 
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categories reached values above 70 % in these metrics. This indicates 
that the model is able to correctly identify entities and relations 
consistently. 

In general terms, the BERT model demonstrated a good performance 
in the NER and RE in the two evaluated domains. It is important to 
emphasize that these results must be interpreted considering the specific 
characteristics of the data sets used. In the context of the medical 

domain, the RNE and the RE can be challenging due to the complexity 
and diversity of medical texts. Therefore, the results obtained can be 
considered satisfactory, taking into account the difficulty of the task. 

It is important to consider that these results are specific to the 
datasets and tasks in question. They are not directly comparable with 
other experiments in the field due to the particular characteristics of the 
DGO-E and DGO-DF datasets, which are specific to the healthcare 
domain and contain unique company and patient data. However, even 
though a direct comparison is not feasible, the obtained results are 
consistent with the state of the art, as demonstrated by Ref. [37], who 
conducted NER on psychiatry records in Portuguese and achieved an 
accuracy of 64 %. Furthermore [38], conducted research on RE in 
clinical progress notes with pharmacogenomic data in Portuguese, 
obtaining an accuracy of 70 %. 

Unlike the models in the literature, which are usually pre-trained on 
large general datasets, such as Wikipedia or fictitious data, the use of 
proprietary datasets, annotated by health experts, allows for the provi
sion of domain-specific context. This represents a significant contribu
tion to research. Although the results are not directly comparable to 

Fig. 6. Core Concepts of Edema. The concept Edema is related as a kind of Diagnóstico, linked to the organ Órgão Face. The evolution details regarding this kind of 
concept are expressed as ontology instances. 

Table 1 
NER performance of the DGO-E.   

Accuracy Recall F1-score Support 

Exame 78,92 % 77,27 % 78,77 % 14648 
Membro 78,26 % 77,74 % 78,25 % 3311 
Resultado 70,01 % 70,38 % 70,59 % 11504 
Data 77,76 % 75,14 % 76,33 % 3501 
Tempo 73,33 % 72,17 % 73,56 % 592  

Accuracy   78,24 % 35994 
Macro avg 72,78 % 76,01 % 75,10 % 35994 
Weighted avg 78,32 % 78,76 % 78,66 % 35994  

Table 2 
DGO-E relation recognition performance.   

Accuracy Recall F1-score Support 

Resultado 76,61 % 75,87 % 75,24 % 20983 
Quando 73,45 % 73,55 % 74,12 % 2100 
Localização 76,75 % 75,01 % 75,28 % 2501  

Accuracy   76,17 % 25584 
Macro avg 76,78 % 76,00 % 75,10 % 25584 
Weighted avg 76,33 % 78,17 % 78,22 % 25584  

Table 3 
DGO-DF NER performance.   

Accuracy Recall F1-score Support 

Característica do Diagnóstico 70,22 % 70,37 % 71,24 % 230 
Órgão 73,71 % 72,74 % 72,98 % 189 
Local do Órgão 70,12 % 70,17 % 70,99 % 71 
Estadiamento 71,73 % 70,13 % 71,00 % 246 
Tempo 71,70 % 71,19 % 71,46 % 24  

Accuracy   72,87 % 760 
Macro avg 72,78 % 72,00 % 72,10 % 760 
Weighted avg 72,33 % 72,17 % 72,33 % 760  
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previous studies due to the reasons mentioned, they contribute to the 
advancement of the area and can serve as a reference in future 
comparative studies. Furthermore, it is important to consider that the 
results can be influenced by the amount of data available for training. If 
there is more data annotated, it is possible that the performance of the 
model will improve, as it will have more information to learn and 
generalize. 

6.2. Ontology integration 

In this section, we present the evaluation steps performed for the 
DGO-E experiment with the ontology. The study was conducted in a 
scenario study with healthcare professionals, including biomedical 
practitioners, specialist healthcare nurses, and medical students. After 
adequate preparation, two separate assessments were performed. The 
first evaluation aimed to calculate the level of accuracy of the model in 
relation to the professionals’ judgment. The second evaluation aimed to 
understand the acceptance of specialists in relation to the integration of 
unstructured data in an ontology, and the details of this evaluation are 
presented in section 6.2.1. 

For the integration evaluation, 22 evolutions were randomly 
exported from the SGO. A healthcare professional was in charge of 
evaluating the texts and manually marking the entities present in each of 
the documents. Later, these same evolutions were inserted into the 
model, allowing the comparison of the level of success of the model in 
relation to the expert. 

Fig. 7 illustrates a comparative example of evolution 12, where the 
results of the marking carried out by the health professional and the 
entities recognized by the model are presented. On the left side of the 
figure, there are the markings made by the health professional, while on 
the right side, the entities identified by the model are indicated. The 
entities are identified by means of colored stripes: red represents the 
exames, yellow the resultados, blue the membros, pink the datas and green 
the tempos. 

As shown in Fig. 7, the model presented the performance in identi
fying the entities marked by the health professional, with notable suc
cesses in the categories of Membro, Tempo and Data. However, the model 
failed to correctly identify the US (Ultrassom - Ultrasound) exams 
(exame), as well as the result (resultado) “nodule in the left breast 
measuring 6.3 cm“. Table 4 presents the total comparative result be
tween the markings made by the health professional and those made by 
the model. 

The model showed a general average of 73.52 % correct answers, 
indicating a reasonable performance in relation to the markings made by 
the health professional. Specific evolutions were also examined, 
revealing cases in which the model obtained discrepant results in com
parison with the markings made by health professionals. When 
analyzing the specific categories, it is observed that the model had the 
lowest accuracy in marking Resultado (33.33 %), indicating difficulties 
in recognizing and extracting detailed information from exams, which 
are generally complex, expressed in specific technical terms and ab
breviations. For example, in evolution 9, the model was correct only 8 of 
the 28 Resultado markings made by the health professional, indicating a 
particular difficulty in this context. The results identified by the clinician 
often stem from a long sentence of text without certain patterns. This is a 
point that can be further explored in future work. 

On the other hand, it obtained the highest accuracy in marking 
Tempo (100 %), but only 1 sample of this category was marked. The 
Membro and Data tags showed an accuracy closer to the general average 
(84.28 % and 94.33 %, respectively), indicating greater consistency of 
the model in these categories. In the Exame, many acronyms were used, 
but even so, the model had an average performance, presenting 55.68 % 
of correct answers. An evolution in which the model achieved 100 % 
accuracy in all categories is evolution 22. However, this result can be 
attributed to the fact that this evolution has only 2 marks in each cate
gory, making it a simpler case for the coping model. Finally, Fig. 8 il
lustrates a comparison by category. 

Another important aspect raised in the analysis is the relation be
tween the complexity of the information present in the evolutions and 
the performance of the model. Evolutions written in plain text format 
showed better results, while those extracted from tables or with data 
without continuity had lower performance presents an example of this 
problem), which indicates possible challenges for the model in question. 
relation to the structure and continuity of the data. 

After the model’s accuracy analysis, the evolutions were integrated 
into the ontology. This process is exemplified below with a specific 
example. 

After processing these data by the model, the entities are extracted. 
As an example, the following category entities and values are recognized 
and extracted by the model: data(26/12/2018), data(01/07/2019), 
exame(cea), resultado(252), exame(vid d), resultado(249). Then, the re
lations are identified and inserted to the ontology. 

The experiment creates an evolution individual in the ontology, 
classified as Evolução, which includes the CEA (identified as Antígeno 
Carcinoembrionário - Carcinoembryonic Antigen’) and VIT D (Vitamina D 
- Vitamin D) exams, along with the evolution date. In addition, two 
separate individuals were created for each exam extracted from the text, 
as well as for the respective results. Fig. 9 presents the evolution re
lations extracted in graph format. 

The ontology allows a more precise and semantic structuring of the 
extracted data, in addition to enabling the creation of relations between 
entities, enriching the analysis, and allowing advanced queries. With the 
integration of entities and relations from the medical texts in the 
ontology, it was possible to obtain a more complete and structured view 
of the unstructured data, facilitating the retrieval and understanding of 
this information. 

A preliminary proposal for implementing a prototype, based on 
alignment meetings with Interprocess, consists of automating the pro
cess of structuring the information extracted from the exams written by 
the physicians during the patient’s evolution to fill in the SGO auto
matically. Currently, this process is performed manually by health 
professionals. This module is part of the patient’s EHR, containing main 
information, evolutions, prescriptions, schedules, referrals, documents, 
activities, and personal data. In the exam module, the SGO presents a list 
of the exams performed by the patient, their results, the laboratory, and 
the exam date. 

The proposal uses an information extraction model to analyze the 
registered medical exams and structure the relevant information based 
on these data. In this way, the exams were presented in an organized list. 
This will eliminate the need for manual completion and provide a more 
transparent and accessible view for healthcare professionals. This 
approach aims to optimize the workflow, save time for healthcare 

Fig. 7. Comparison of evolution 12.  
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professionals, and reduce possible filling errors. 
It is important to note that the prototype integrated with the SGO 

was a first version, subject to adjustments and refinements based on 
feedback and needs identified during its use. The partnership with 
Interprocess will allow the implementation to be carried out collabo
ratively. With the adoption of this prototype, we expect that the SGO 
will become even more complete and adequate, helping to improve 
patient care and the management of clinical information in a safe and 
integrated way. 

6.2.1. Assessment of acceptance by professionals 
The ontology was evaluated based on a scenario model. When 

describing the scenario model, an evaluator systematically describes the 
user’s interaction scenarios with a system and evaluates the actions 
required to complete each scenario with a cognitive model [39]. Due to 

the objectives described in terms of scenarios and taking into account 
the answers obtained, the evaluator can effectively identify critical is
sues that may harm the achievement of objectives and identify aspects of 
acceptance of the use of resources in the system. 

The five specialists in the health area mentioned above answered the 
questionnaire. Before the evaluations, these professionals received a 
detailed presentation about the developed system, an explanation of 
ontologies, and examples of model execution and results. The accep
tance assessment sought to evaluate the experts’ acceptance of inte
grating unstructured data into an ontology. For this, they answered a 
questionnaire designed to gather the necessary evidence. The questions 
were the following: I know of some software that performs this type of 
task; The use of the model can facilitate the formalization of knowledge 
in the health area; The use of the model can enable the development of 
new applications in the health area; The proposed model is helpful for 

Table 4 
Model accuracy comparison. The first column indicates the number of each document. In the columns Exame, Resultado, Tempo, Membro and Data, the values on the left 
column represent the number of appointments made by the health professional (HP), while the values on the right column indicate the number of markings made by 
the model (Mod). Additionally, an average accuracy of the markings performed on the document indicated in each line is presented.   

Exame Resultado Tempo Membro Data Accuracy 

HP Mod HP Mod HP Mod HP Mod HP Mod 

1 5 3 15 4 0 0 0 0 18 18 65,79 % 
2 30 21 29 9 0 0 12 12 14 14 65,88 % 
3 15 9 13 4 0 0 5 3 8 8 58,54 % 
4 2 2 2 0 0 0 1 1 1 1 66,67 % 
5 6 3 6 4 0 0 2 2 6 5 70,00 % 
6 5 2 5 2 0 0 0 0 8 7 61,11 % 
7 2 0 2 1 0 0 3 1 2 2 44,44 % 
8 2 0 6 3 0 0 2 2 14 14 79,17 % 
9 28 17 28 8 0 0 12 11 16 16 61,90 % 
10 2 1 2 0 0 0 1 0 7 6 58,33 % 
11 4 2 3 1 0 0 1 1 5 2 46,15 % 
12 3 1 2 1 1 1 3 3 1 1 70,00 % 
13 2 1 6 3 0 0 2 1 3 2 53,85 % 
14 3 0 3 1 0 0 1 1 10 9 64,71 % 
15 21 9 20 6 0 0 7 7 15 15 58,73 % 
16 2 2 3 1 0 0 1 0 8 8 78,57 % 
17 5 2 5 3 0 0 3 3 3 3 68,75 % 
18 5 3 5 1 0 0 5 4 4 4 63,16 % 
19 2 1 2 0 0 0 1 1 1 1 50,00 % 
20 5 2 5 1 0 0 0 0 7 6 52,94 % 
21 16 10 16 5 0 0 7 5 6 6 57,78 % 
22 2 2 2 2 0 0 1 1 2 2 100,00 % 

Average  55,68 %  33,33 %  100 %  84,28 %  94,33 % 73,52 %  

Fig. 8. Comparison of accuracy by category.  
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the health area; The use of ontology as a basis for structuring data can 
simplify the understanding and visualization of health information; If 
you need structured information, you will use the template; It is easy to 
understand the structuring of the data with the model. 

It is possible to state that 60 % of the participants disagree entirely 
when questioned about their knowledge of any software capable of 
performing the proposed task, which indicates that most do not know 
the software that performs the task. This indicates a need for more 
knowledge and adoption in this area, which may represent a research 
opportunity. The remaining 40 % showed agreement, suggesting a small 
group of participants with some prior knowledge about this type of 
technology. 

As for the possibility of the model facilitating the formalization of 
knowledge in the health area, 100 % of the participants agree entirely. 
This indicates that there is significant recognition among participants 
that using the model can contribute to the formalization of knowledge in 
this specific health field. This positive perception suggests a potential 
interest and acceptance of the model. Regarding the ability of the model 
to enable the development of new applications in the health area, 100 % 
of the participants agree entirely. This high agreement reflects a strong 
consensus that the proposed model can be a viable tool for the devel
opment of new applications in the health area. 

In summary, the results show a positive recognition of the potential 
of the proposed model, mainly concerning ease of understanding, use
fulness in the health area, feasibility for the development of applica
tions, and simplification of data structuring. These insights can assist in 
deploying the model in the SGO, highlighting relevant discussion points. 

7. Conclusion 

This article presented a new method for integrating natural language 
data in a domain ontology. The study case involves Deep Learning 
techniques, with Transformers models like BERT, and the Bi-LSTM 
model, for implementing tasks of named entity recognition and rela
tion extraction. 

The methodology was evaluated by specialists in the health field and 
at the computational level. Experiments were carried out with NER and 
RE techniques in real medical texts in Portuguese. Our work provided a 
new annotated dataset in Brazilian Portuguese in the medical domain, 
which was used in the experiments. The developed model achieved re
sults of 78.24 % accuracy in the exam domain and 72.87 % in the 
diagnosis domain in the NER and RE. In addition, an oncology-focused 
ontology was built and integrated into the model, encompassing 
approximately 181 classes, 14 data properties, 12 object properties, and 
more than 200 individuals. The evaluation with specialists in the health 
area obtained a success rate of 73.52 % concerning their analysis, and 
the usability research showed excellent acceptance. 

The methodology developed in this work provides an efficient 
approach for unstructured NER and RE in the health area. The promising 
results pave the way for future applications that may benefit the medical 
field, providing a structured and reliable knowledge base to help health 
professionals and researchers. Through the results, one can observe the 
potential and importance of this work for the health area, as well as 
identify a range of possibilities to be worked on for an effective 
extraction of relations and aspects to be evaluated on how to structure 
these data received in natural language. 

This study serves as a foundation for the development of applications 
that support various analysis and operational tasks by using natural 
language processing to extract diverse information from unstructured 
text and transform it into structured data with relational attributes. 
While the focus is on Portuguese text, the study provides insights that 
could be valuable for processing medical text in languages other than 
English. 

7.1. Future work 

In future work, we intend to expand the DGO-E with new annotations 
of entities and relations for the field of oncology. With the increase in 
available data, improving the model’s performance would be possible. 
Another possibility is to augment the DGO-DF with the annotation of 
entity relations. After expanding the datasets, it would be possible to 
perform new training on the BiLSTM architecture using the annotated 
data. This approach could improve information extraction and under
standing of the relations of EHR evolutions. 

Exploring the ontology developed in this study more comprehen
sively is considered necessary. Rather than just focusing on specific 
entities and relations, information could be extracted from the ontology 
to generate oncology-related questions. It would create a system capable 
of interacting with users, providing answers and relevant information 
based on ontology concepts. 
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