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Abstract

Faithfulness in Abstractive Summarization:

Progress and Challenges

Faisal Ladhak

The exponential increase in online text has created a pressing need for automatic

summarization systems that can distill key information from lengthy documents. While neural

abstractive summarizers have achieved gains in fluency and coherence, a critical challenge that has

emerged is ensuring faithfulness, i.e., accurately preserving the meaning from the original text.

Modern neural abstractive summarizers can distort or fabricate facts, undermining their reliability

in real-world applications. Thus, this thesis tackles the critical issue of improving faithfulness in

abstractive summarization.

This thesis is comprised of four parts. The first part examines challenges in evaluating

summarization faithfulness, including issues with reference-free metrics and human evaluation. We

propose a novel approach for building automated evaluation metrics that are less reliant on spurious

correlations and demonstrate significantly improved performance over existing faithfulness

evaluation metrics. We further introduce a novel evaluation framework that enables a more holistic

assessment of faithfulness by accounting for the abstractiveness of summarization systems. This

framework enables more rigorous faithfulness evaluation, differentiating between gains from

increased extraction versus improved abstraction.

The second part focuses on explaining the root causes of faithfulness issues in modern

summarization systems. We introduce a novel contrastive approach for attributing errors that vastly



outperforms prior work at tracing hallucinations in generated summaries back to training data

deficiencies. Moreover, incorporating our method’s ideas into an existing technique substantially

boosts its performance. Through a case study, we also analyze pre-training biases and demonstrate

their propagation to summarization models, yielding biased hallucinations. We show that while

mitigation strategies during finetuning can reduce overall hallucination rates, the remaining

hallucinations still closely reflect intrinsic pre-training biases.

The third part applies insights from previous sections to develop impactful techniques for

improving faithfulness in practice. We propose a novel approach for adaptively determining the

appropriate level of abstractiveness for a given input to improve overall faithfulness. Our method

yields systems that are both more faithful and more abstractive compared to baseline systems. We

further leverage our error attribution approach to clean noisy training data, significantly reducing

faithfulness errors in generated outputs. Models trained on datasets cleaned with our approach

generate markedly fewer hallucinations than both baseline systems and models trained using other

data cleaning techniques.

Finally, the fourth part examines the summarization capabilities of LLMs and assesses their

faithfulness. We demonstrate that instruction-tuning and RLHF are key for enabling LLMs to

achieve high-quality zero-shot summarization in the news domain, with state-of-the-art LLMs

generating summaries comparable to human-written ones. However, this ability does not extend to

narrative summarization, where even advanced LLMs struggle to produce consistently faithful

summaries. Finally, we highlight the difficulty in evaluating high-performing LLMs, showing that

crowdsourcing evaluations of LLM outputs may no longer be reliable as fluency and coherence

improve. We observe a substantial gap between crowd workers and experts in identifying

deficiencies in LLM-generated narrative summaries.
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Chapter 1: Introduction and Background

As the amount of text data available online continues to grow exponentially, automatic text

summarization techniques are increasingly needed to help people quickly understand the critical

information contained in large documents or collections of documents. A summary is defined

as a shortened piece of text that contains the most salient content from one or more longer input

documents (K. S. Jones 1998; Radev, Hovy, et al. 2002). As such, text summarization involves two

core tasks: i) extracting the most relevant content from the input, and ii) presenting the extracted

content in a concise and coherent manner (K. S. Jones 1998).

Automatically generating high-quality summaries requires building systems that can analyze

the discourse structure and meaning of the input text in order to identify and synthesize salient

information in a manner that helps the reader efficiently grasp the key points. Early work on

automatic summarization focused primarily on extractive methods, where the primary goal was to

determine which sentences from the original text were most important to include in the summary

(Salton et al. 1997; Marcu 1997; Barzilay, Kathleen R. McKeown, and Elhadad 1999; Mani and

Bloedorn 1999; Radev, Jing, et al. 2000). While purely extractive methods address the key challenge

of selecting important content, the resulting summaries often lack clarity, structure, and coherence,

as they consist of extracted sentences joined together without any rewrite (Dang 2005; Nenkova

et al. 2011).

Prior work has shown that humans rarely copy entire sentences when writing summaries –

instead, they rely on more abstractive operations, such as paraphrasing and fusion, in order to

produce more fluent, coherent summaries (Jing and Kathleen R McKeown 1999). This has led

to increased research toward building abstractive summarization systems. Initial approaches to

building abstractive summarizers focused on post-processing extractive summaries using specific

operations such as sentence fusion (Barzilay and Kathleen R. McKeown 2005; Filippova and Strube
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2008; Thadani and K. McKeown 2013) and sentence compression (Jing 2000; Knight and Marcu

2002; McDonald 2006; Cohn and Lapata 2008).

Source Article: People who are addicted to a drug are especially driven
to find loopholes. In countries where marijuana has already been intro-
duced for medical purposes, this has been the case. Legalizing marijuana
would pose a bad example and trigger pressure for the legalization of
other drugs.
Generated Summary: Marijuana should not be made legal for recre-
ational use, but it should be legal for medical use, according to the World
Health Organization.

Table 1.1: An example of an unfaithful summary generated by the BART-XSum model.

The development of large-scale datasets (Rush et al. 2015; Hermann et al. 2015) and improved

neural sequence-to-sequence models (Sutskever et al. 2014; Bahdanau et al. 2015; Vaswani et al.

2017) enabled more data-driven, end-to-end training of abstractive summarization systems. This led

to steady progress in improving the fluency of generated summaries (See et al. 2017; Y.-C. Chen

and Bansal 2018; L. Dong et al. 2019). Recently, pretrained language models have catalyzed a

major leap forward in building effective abstractive summarization systems. Summarizers built

on top of pretrained language models are capable of producing remarkably fluent and human-like

abstractive summaries (Yang Liu and Lapata 2019; J. Zhang et al. 2020; Lewis et al. 2020).

However, despite the tremendous progress, current summarization systems still face a critical

limitation - they can sometimes generate unfaithful summaries that do not accurately reflect the

information in the source text (Z. Cao et al. 2018). Given their remarkable fluency, unfaithful

summaries generated by current summarizers can appear very plausible and, therefore, could

potentially contribute to the spread of misinformation. Table 1.1 shows an example of how a state-

of-the-art abstractive summarization system can potentially spread misinformation by generating

plausible but fabricated summaries. In this instance, not only does the summarizer generate a

claim that is opposite of what was stated in the article, but it also attributes this claim to a credible

organization not mentioned in the original article. Given this concern, evaluating and improving the

faithfulness of abstractive summarization systems has emerged as a critical research direction in
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the field, as the faithfulness issue needs to be solved in order to build more reliable, trustworthy

summarization systems that can be deployed in real-world settings. Therefore, this thesis tackles

the critical issue of faithfulness in abstractive summarization with the goal of understanding the

main causes of the problem and proposing potential mitigations towards building more reliable

abstractive summarization systems.

While this thesis focuses on faithfulness in abstractive summarization, we note that extractive

summarizers may also make faithfulness errors. Early extractive work was presumed to have fewer

faithfulness issues since summaries were composed mainly of extracted sentences with simple

compression or fusion. The faithfulness of these systems, however, was not explicitly measured –

recent studies show extractive methods still make faithfulness mistakes, albeit different kinds than

abstractive systems (Shiyue Zhang et al. 2022).

1.1 Overview of Thesis

In this thesis, we dive into the faithfulness issue in abstractive summarization and provide

contributions in four key areas: 1) the evaluation of faithfulness, 2) attribution for faithfulness errors,

3) approaches for mitigating faithfulness errors, and 4) assessing faithfulness in LLMs.

In chapter 2, we examine the current approaches to evaluating summarization systems, fo-

cusing on assessing the faithfulness of generated summaries. Progress in the field of abstractive

summarization has primarily been measured by comparing model-generated summaries against

reference summaries using automated evaluation metrics such as ROUGE (Lin 2004). However,

these metrics have been shown to correlate poorly with human assessments of faithfulness (Durmus,

H. He, et al. 2020; A. Wang et al. 2020; Maynez et al. 2020), necessitating the development of

new metrics geared towards measuring faithfulness. Recent work has proposed reference-free

faithfulness metrics aimed at addressing these limitations (Durmus, H. He, et al. 2020; Kryscinski,

McCann, et al. 2020; Goyal and Greg Durrett 2020). However, in §2.1, we critically analyze recently

proposed evaluation metrics to understand whether they can be used to evaluate faithfulness and

show that the effectiveness of these metrics may be overstated. We show that they primarily exploit
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the spurious correlation between extractiveness and faithfulness rather than capturing the semantics

of what it means for a summary to be faithful. We then propose a new metric that addresses this

spuriousness issue and show that it outperforms prior work.

Beyond evaluation metrics, the correlation between extractiveness and faithfulness complicates

comparative assessments of summarization systems, even when using humans to evaluate. In §2.2,

we show that naively comparing faithfulness scores of systems can lead to misleading conclusions,

potentially at the detriment of building better abstractive summarization systems. We propose a

novel evaluation framework that evaluates faithfulness more holistically by taking into account

the abstractiveness of different summarization systems. Using our new framework, we show that

recently proposed methods aimed at improving the faithfulness of summarization systems mostly

succeed at making the system more extractive rather than actually improving abstraction. Overall,

chapter 2 makes important contributions to advancing faithfulness evaluation in summarization

research.

While improved evaluation metrics and frameworks can lead to more accurate assessments

of system performance, addressing the cause of faithfulness issues requires developing better

attribution methods. In chapter 3, we focus on building methods to understand potential causes

for observed faithfulness errors in summarization systems. Current summarization systems are

often built by finetuning pretrained language models on summarization datasets. As such, errors in

generated summaries could stem from several factors, including deficiencies in the training data,

biases inherited from the pretraining process, and limitations of the finetuning methodology. In

§3.1, we propose a new method for attributing faithfulness errors in generated output to the training

data that improves upon the existing state of the art. Then, in §3.2, we propose an evaluation

framework for measuring how distributional biases from the pretrained language model lead to

hallucinations in summarization. We use this framework to assess multiple finetuning strategies

and their effectiveness in reducing hallucinated content. Overall, chapter 3 makes important

contributions towards explaining the origins of faithfulness issues in modern summarization systems.

In chapter 4, we build on the findings from the previous two chapters and develop techniques to
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mitigate faithfulness errors in summarization systems. §4.1 explores whether controlling abstrac-

tiveness can be a viable strategy for improving overall faithfulness. In particular, we propose a

method to adaptively determine the appropriate level of abstractiveness for a given input, allowing

the system to fall back to more extractive strategies when it’s unable to faithfully abstract. We

show that our approach outperforms prior work and can improve overall faithfulness without simply

resorting to more extractiveness. In §4.2, we use our proposed error attribution method from §3.1

to trace faithfulness errors in generated outputs back to deficiencies in the training data. We show

that training on a cleaned dataset leads to models with significantly reduced faithfulness errors in

their generated outputs. Overall, Chapter chapter 4 makes important strides towards practically

addressing faithfulness issues by leveraging insights around adaptive abstractiveness and data

cleaning.

The success of pretrained language across natural language processing tasks has led to increased

efforts to scale up language models in terms of parameters and dataset size. This has ushered a new

era of Large Language Models (LLMs) (Brown et al. 2020; Chowdhery et al. 2022; Bommasani,

Hudson, et al. 2021). Further tuning of these LLMs on a diverse set of tasks using both supervised

finetuning and reinforcement learning (Sanh et al. 2021; Y. Wang et al. 2022; Ouyang et al. 2022;

Yuntao Bai et al. 2022) has produced models capable of strong performance on many tasks without

additional supervision. In chapter 5, we benchmark leading LLMs on few-shot and zero-shot

summarization to assess their ability to summarize documents faithfully. §5.1 shows that state-of-

the-art LLMs can produce faithful summaries of news articles on par with human-written ones.

However, §5.2 finds that the strong performance in news summarization does not translate to the

summarization of narratives. While LLMs can generate fluent and coherent summaries of narratives,

they tend to contain many faithfulness errors. Moreover, the fact that generated summaries appear

superficially sound further complicates evaluation – we show that crowd-workers cannot reliably

identify faithfulness errors in the generated summaries. Overall, chapter 5 provides key insights into

the capabilities and limitations of LLMs for summarization across domains, highlighting lingering

challenges in faithfulness.
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1.2 Contributions

This thesis makes the following key contributions:

• We demonstrate that existing faithfulness evaluation metrics are unreliable and suffer from

spurious correlations. We then propose a new metric that addresses the spuriousness issue.

• We find that prior work for improving faithfulness primarily relies on increased copying and,

therefore, may not be contributing to the goal of improving abstraction. We then propose a

new framework to measure faithfulness that takes into account extractiveness.

• We develop a novel method for error attribution that allows us to trace faithfulness errors back

to noisy training examples and show that it significantly outperforms prior methods for error

attribution.

• We show how biases from pretrained models can propagate down to the summarization task

in the form of faithfulness errors (hallucinations).

• We propose a novel approach for adaptively selecting the appropriate level of abstractiveness

for a given input article, which leads to a more faithful and abstractive summarizer.

• Using our error attribution method, we clean existing datasets by tracing faithfulness errors

back to problematic training instances. We show that models trained on the cleaned datasets

are significantly more faithful.

• We benchmark LLMs for summarization and show that while they reliably summarize news

articles, they struggle to faithfully summarize narratives.
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Chapter 2: Evaluation of Faithfulness

Reliable, automated evaluation metrics are crucial for the rapid development of better sum-

marization systems. Traditionally, the field has opted to evaluate summarization systems using

reference-based evaluation – i.e., measuring similarity between system-generated summaries and

human-written, gold summaries – with ROUGE (Lin 2004) being the metric of choice. ROUGE

assigns a similarity score between generated output and reference(s) by computing n-gram overlap

between the sequences. Simple n-gram matching, however, is not a suitable measure for measuring

semantic overlap between abstractive summaries and references. Recent work attempts to address

this shortcoming by relying on semantic representations from pretrained language models to com-

pute the similarity between generated text and references, reporting significantly higher correlations

with human judgment than simple overlap-based measures like ROUGE (T. Zhang, Kishore, et al.

2019; Hara et al. 2019).

Even with the improved reference-based evaluation metrics proposed by recent work, there are

fundamental challenges with relying on referenced-based evaluation to measure the faithfulness of

summaries. First, reference-based evaluation is an indirect measure of the faithfulness of a summary.

If the reference-based evaluation score of a summary is high and the reference is faithful, then the

generated summary is likely faithful. This assumption can be particularly problematic for current

datasets as they are noisy, and the references may not always be faithful to the article (Maynez

et al. 2020; Kang and T. B. Hashimoto 2020). Second, reference-based measures of faithfulness are

confounded with content selection. A low reference-based score does not necessarily mean that

the generated summary is unfaithful; it’s possible that the generated summary simply focused on

different details than the reference summary. Finally, collecting human-written references can be

costly, especially since we would need to collect a large number of references in order to account

for the content selection confound. Given these issues, it is unsurprising that recent work has shown
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that referenced-based evaluation metrics correlate poorly with human judgment of faithfulness

(Durmus, H. He, et al. 2020; A. Wang et al. 2020; Maynez et al. 2020).

In §2.1, we first look at a proposed solution to the above challenges, namely learned reference-

free evaluation metrics, and explore whether these metrics are actually able to capture the semantics

associated with faithful summaries. Through our analyses, we show that the effectiveness of existing

reference-free metrics may be overstated and that they may primarily rely on spurious correlations

with extractiveness in evaluation datasets. When the evaluation distribution does not correlate with

extractiveness, as is the case when evaluating systems that are close to the state-of-the-art, recently

proposed reference-free metrics completely break down. To address this issue, we design a novel

metric that is less reliant on spurious measures in the dataset and show that it can improve upon the

existing state-of-the-art metrics.

The strong correlation between faithfulness and extractiveness not only makes it challenging

to design good evaluation metrics but also makes it difficult to compare systems that operate at

different levels of extractiveness. Current practice in the field is to report absolute faithfulness

scores (along with ROUGE scores) for proposed systems; models with higher absolute faithfulness

scores are considered better systems overall. In §2.2, we show that simply comparing two systems

based on faithfulness scores paints an incomplete picture and may be detrimental to the goal of

building better abstractive summarization systems. We propose a novel framework for evaluating

systems that takes into account the extractiveness of generated summaries. Using this framework,

we show that recently proposed methods for improving the faithfulness of summarization systems

are mostly making the system more extractive rather than improving abstraction.

2.1 Reference-free Evaluation of Faithfulness

This is based on Durmus, Ladhak, et al. (2022), which was work done in collaboration with researchers

from Stanford University. I was an equal contribution first author; ordering was decided via coin flip.

Given the issues highlighted above, recent work has turned to reference-free evaluation in order

to measure faithfulness (Durmus, H. He, et al. 2020; Kryscinski, McCann, et al. 2020). Two main
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categories of reference-free faithfulness evaluation metrics have been proposed by the prior work:

question-answering (QA) based and entailment-based metrics. QA-based metrics propose to extract

questions from the generated summary and answer these questions both with the generated summary

and the source article (Durmus, H. He, et al. 2020; A. Wang et al. 2020; Nan, Nogueira dos Santos,

et al. 2021). They then compute the consistency of the answers generated using the generated

summary and the source article to assess the summary’s faithfulness. Entailment-based metrics aim

to evaluate whether the source article entails a generated summary, and they are shown to be quite

effective in identifying faithfulness issues (Pagnoni et al. 2021). Given their effectiveness, our work

focuses on entailment-based metrics.

Many of these reference-free evaluations achieve remarkably high correlations with human

evaluations, raising hopes that they may soon become a viable alternative to expensive human

evaluations (Kryscinski, McCann, et al. 2020; Goyal and Greg Durrett 2020; Sinha et al. 2020; Phy

et al. 2020; Gao et al. 2020). However, simply looking at the correlation with human scores may not

be sufficient to determine the efficacy and robustness of an evaluation metric. In our work, we study

recently proposed reference-free evaluation metrics of text summarization and dialog generation.

We find that it is possible to achieve similar levels of correlation with human judgment using simple

spurious correlates such as word overlap, length, and perplexity. Furthermore, we find that the

learned metrics have a relatively high correlation with spurious correlates compared to human

scores, suggesting that these metrics may rely heavily on spurious correlations. This may be a

potential explanation for the robustness issues (e.g., inconsistent performance across evaluation sets)

observed in recent work despite the seemingly high reported correlations with human judgments

(Gabriel et al. 2021; Y.-T. Yeh et al. 2021).

We further analyze reference-free faithfulness evaluation metrics and show that reliance on

spurious correlations leads to errors in model selection and development. First, we show that word

overlap, a spurious correlate for the task, does as well as recently proposed reference-free metrics at

system-level ranking. Then, we look at rankings amongst systems that are relatively abstractive and

faithful, i.e., the current state of the art, and find that these learned metrics perform significantly
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worse for these systems. This is because word overlap is not a good measure for ranking these

systems in terms of their faithfulness since all of these systems have similarly low word overlap.

This suggests that we need metrics that are not overly reliant on word overlap in their faithfulness

prediction.

2.1.1 Example-level and System-level Evaluation of Faithfulness Metrics

We begin by defining the task of reference-free evaluation, as well as the example-level and

systems-level evaluation of these metrics.

We define a reference-free evaluation metric as a function F (x, y) that can assign a quality score

to an output sequence y for a given input sequence x. The goal of a reference-free evaluation metric

F (x, y) is to assign high scores to desirable outputs y for some attribute, such as the faithfulness

of a summary. Measuring the quality of this metric is challenging, and prior work has relied upon

correlation to human judgments H(x, y).

Example-level evaluation: A number of existing reference-free evaluations rely upon a proce-

dure which we call example-level human correlations (Alexander R Fabbri et al. 2020; Phy et al.

2020; Sinha et al. 2020), which measures the effectiveness of a metric by computing a Pearson or

Spearman correlation corrpeval(H(x, y), F (x, y)) over some sampled evaluation data peval(x, y).

System-level evaluation: An alternative approach to evaluation is systems-level rankings

(Mathur et al. 2020; Kocmi et al. 2021), which we define as the ability to identify which model is

better amongst a set of models M . F is evaluated via its accuracy in matching human evaluation H

on all pairs (mi,mj) ∈ M ×M where mi ̸= mj .

The definitions of example and system-level correlations suggest that evaluations of these metrics

may have a strong dependence on the example and systems distributions peval(x, y) and M . As an

example, consider an evaluation of dialogue response quality. Building a truly accurate predictor for

dialogue response quality is challenging, but if peval(x, y) consists of all either professionally written

examples or ungrammatical nonsense, a simple grammar checker would perform exceedingly well.

This is an instance of what is called a spurious correlation. More formally, we define this as
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some attribute S(x, y) which is correlated with H in peval(x, y) but is not correlated with H for a

carefully constructed test distribution ptest(x, y). We say that F is spuriously correlated with S if:

1. F and H are highly correlated under peval(x, y) but not under ptest(x, y).

2. F remains correlated with S under ptest(x, y).

2.1.2 Example-level Analysis

In this section, we look at example-level Spearman correlations with human judgments for

reference-free evaluation metrics that have been proposed for summarization and dialog generation.

We compare the metrics to spurious correlates, such as word overlap, length, and perplexity, in

order to understand whether the metrics can perform better than these simple measures. We also

measure to what extent the proposed metrics are correlated with these spurious measures.

2.1.2.1 Faithfulness Evaluation in Text Summarization

State-of-the-art text summarization models are capable of producing fluent summaries. However,

they suffer from generating information that is not consistent (i.e., unfaithful) with the information in

the source article (Z. Cao et al. 2018). Prior work showed that reference-based metrics are not able

to capture such consistency errors (Falke et al. 2019). This motivated researchers to build evaluation

metrics to capture these faithfulness issues since collecting human evaluations for faithfulness is

expensive and time-consuming (A. Wang et al. 2020; Durmus, H. He, et al. 2020; Kryscinski,

McCann, et al. 2020; Goyal and Greg Durrett 2020).

In this section, we analyze recently proposed reference-free faithfulness evaluation metrics and

compare their performance against the spurious correlate of word overlap. Furthermore, we analyze

the correlation between the learned metrics and word overlap to understand to what extent these

metrics rely on spurious correlations. We focus on learned entailment-based faithfulness evaluation

metrics due to their high performance in identifying faithfulness issues (Pagnoni et al. 2021). In

particular, we evaluate FactCC (Kryscinski, McCann, et al. 2020) and DAE (Goyal and Greg Durrett
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2021), which have been shown to achieve higher example-level correlations with human judgments

than existing faithfulness evaluation metrics (Pagnoni et al. 2021).

FactCC. Kryscinski, McCann, et al. (2020) proposed an entailment-based method where they

train a BERT-based model to predict whether or not the source article entails a summary. To

train this model, they generate synthetic training data by applying a set of transformations to

source article sentences in order to get article, summary pairs. They evaluate their approach on the

CNN/DM dataset (See et al. 2017) and report a high accuracy on example-level comparisons on a

human-annotated test set.

DAE. Goyal and Greg Durrett (2021) collected human annotations at the word-level and arc-

level to study faithfulness at a finer granularity. They also trained a dependency arc entailment

model for faithfulness detection (Goyal and Greg Durrett 2020). They evaluate on the same test set

as Kryscinski, McCann, et al. (2020) and report improved results over FactCC.

We look at how these learned, reference-free metrics compare with word overlap – a simple

spurious correlate. One simple measure of whether a generated summary is faithful is to look at its

word overlap with the source article; summaries with a higher word overlap are more likely to be

faithful (Ladhak, Durmus, H. He, et al. 2022). However, this measure of faithfulness is spurious

because it cannot distinguish between faithful and unfaithful summaries that have similar word

overlap. In particular, we look at two metrics of word overlap following Grusky et al. (2018):

coverage and density. Coverage measures the percentage of the words in the summary that are also

present in the article. Density instead looks at the average length of the segments in the summary

that are extracted from the article.

Metric Human Density
FactCC 0.36 0.59
DAE 0.38 0.76

Table 2.1: Correlation of FactCC and DAE scores with humans vs density. Both learned metrics
have a significantly higher correlation with density than human scores.

Results. We use the large-scale faithfulness human annotations collected by Alexander R

Fabbri et al. (2020) for 16 summarization models on the CNN/DM dataset (See et al. 2017) for
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Figure 2.1: Correlation of the spurious correlates and learned metrics with human scores. Density, a
spurious correlate, performs similarly to DAE and performs significantly better than FactCC.

our analysis. Figure 2.1 shows the example-level correlations with human scores for each of the

factuality metrics as well as the spurious correlates. We note that density has a similar correlation

with human scores as DAE, and is significantly1 better than FactCC. This result is alarming because

density is a spurious correlate, yet it can achieve similar performance as the metrics that have been

trained for faithfulness evaluation.

Moreover, we also see that both FactCC and DAE have a significantly higher correlation with

density than they do with human scores (Table 2.1). This indicates that these metrics may rely upon

spurious correlations and are not yet capturing a deeper understanding of faithfulness.

2.1.2.2 Learned Metrics for Dialog Generation

To show that the spuriousness issue exists for learned reference-free evaluation metrics in

general, beyond just summarization, we also evaluate recently proposed reference-free metrics.

Dialog generation systems need to be able to generate a response given the dialog context. The

ability to automatically evaluate the quality of a response is essential for building dialogue systems.

1All numbers reported in the paper are bootstrap means over 1000 bootstrap samples. We use a one-tailed percentile
bootstrap test to determine significance at α = 0.05.
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Figure 2.2: Correlation of the spurious correlates and learned metrics with human scores. PPL+Len
represents a simple combination of perplexity (PPL) and length features. The best spurious correlate
performs significantly better than all learned metrics on TopicalChat and performs similarly to the
best-learned metric on PersonaChat and DailyDialog.

C.-W. Liu et al. (2016) show that referenced-based evaluation metrics do not correlate well with

human judgments of response quality. This has led to an increased interest in reference-free

evaluation metrics for evaluating dialogue response quality.

Similar to our analysis in section 2.1.2.1, we aim to look at recently proposed metrics for

reference-free evaluation, along with spurious correlates for dialog response quality, and compare

them against human judgments.

DialogRPT. Gao et al. (2020) finetune GPT-2 to predict the different types of human feedback

(replies, upvotes, etc.) in Reddit threads and combine these to form a composite score for response

quality. They evaluate their approach on the Reddit data that they collected and show that their

method achieves higher example-level agreement with human judgments than baseline metrics.

MAUDE. Sinha et al. (2020) propose a model that encodes each utterance in the dialog context

using a pretrained BERT model and leverages the temporal transitions between them to score a

response. They add noise to existing dialog responses to create negative examples and train their

system to distinguish them from valid responses using noise contrastive estimation (NCE). They

evaluate their model on the PersonaChat (Saizheng Zhang et al. 2018) dataset and report improved

example-level Spearman correlation with human judgments compared to baseline metrics.

USL-H. Phy et al. (2020) decompose response quality into three aspects and train a model to
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score a response along each of these aspects. They then combine the scores hierarchically into

one composite score for response quality. They evaluate their metric on the DailyDialog (Y. Li

et al. 2017) dataset and report significantly higher example-level correlations than previous baseline

metrics.

MNLI+Adv. Dziri et al. (2021) introduce an entailment-based metric that evaluates the ground-

edness of a dialog response, i.e., whether the generated response is consistent with the information in

the provided external context, such as a Wikipedia article. They trained their metric on automatically

generated adversarial data by applying perturbations to the evidence. They further collect human

annotations for the various aspects of dialog generation, such as entailment, genericness, etc., and

show that their method is more effective in accurately categorizing the generations than existing

entailment models.

To assess these metrics, we look at two spurious correlates for dialog quality – perplexity and

length of the generated output – as well as a simple combination of two measures. We compute

perplexity using a pretrained GPT-2 language model (Radford et al. 2019). Perplexity (PPL) and

length are spurious correlates since they do not account for the dialog context, and therefore it

is possible to have high-quality and low-quality responses with similar perplexities/lengths. For

groundedness evaluation, we look at the same word overlap measures as we did for summarization,

i.e., density and coverage, and we measure overlap between the response and the provided external

evidence.

Results. We evaluate metrics2 for response quality estimation on three popular multi-turn

dialog datasets – DailyDialog, which contains dialogs about everyday topics (Y. Li et al. 2017),

TopicalChat, which contains dialogs conditioned on a set of 8 broad topics (Gopalakrishnan et al.

2019), and PersonaChat, which contains dialogs conditioned on personas (Saizheng Zhang et al.

2018).

To evaluate the recently proposed metric for response groundedness, we use human annotations

collected by Dziri et al. (2021) on Wizard of Wikipedia (Dinan et al. 2019), a dataset that consists of

2We use the code provided by Y.-T. Yeh et al. (2021) for these experiments.
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dialogues conditioned on information from Wikipedia articles. In particular, we use their entailment

annotations, where human annotators judge whether or not the external evidence entails a generated

response.

Human Perplexity Length PPL+Len

PersonaChat
DialogRPT -0.033 -0.017 0.086 0.068
Maude 0.303 0.373 -0.089 0.137
USL-H 0.496 0.092 0.506 0.469

TopicalChat
DialogRPT 0.117 -0.011 0.272 0.276
Maude 0.135 0.243 -0.191 -0.148
USL-H 0.318 0.037 0.359 0.355

DailyDialog
DialogRPT 0.025 -0.182 0.359 0.270
Maude -0.074 -0.076 0.102 0.033
USL-H 0.094 0.048 -0.208 -0.236

Table 2.2: Correlation of the metrics with human scores and spurious correlates. Reference-free
evaluation metrics have a higher correlation with spurious correlates than human scores.

Figure 2.2 shows the correlations with the human scores and the spurious correlates for the

dialog generation evaluation metrics. In DialyDialog, we find that perplexity achieves a similar

correlation with human judgments as USL-H. In TopicalChat, perplexity or length alone does not

beat out any of the learned metrics; however, combining the two measures achieves a significantly

better correlation with humans than learned metrics. In PersonaChat, USL-H achieves the highest

correlation with human judgment, though the combined PPL+Len score is close. We observe that

USL-H is more consistent than the other reference-free metrics and achieves significantly higher

correlations with human scores than MAUDE and DialogRPT for PersonaChat and TopicalChat.

We further find that the reference-free metrics have a higher correlation with the spurious correlates

than the human scores (Table 2.2), which again suggests that these learned metrics may be relying

upon spurious correlations.

For groundedness evaluation3, both coverage and density achieve significantly higher correlation

with human scores than MNLI+Ad and USL-H. Furthermore, MNLI+Ad and USL-H get a higher

correlation with these spurious correlates than human scores (Figure 2.3).

3We do not include MAUDE and DialogRPT results for this task since they perform significantly worse.
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Figure 2.3: Correlation of the spurious correlates and learned metrics with human scores on
groundedness evaluation. Both coverage and density get significantly higher correlations with
human scores than the learned metrics.

Despite relatively high correlations on their original datasets, these metrics perform similarly to

simple spurious correlations on other datasets. In order to better understand the effectiveness of

these reference-free evaluation metrics, we suggest that future research includes comparisons to

potential spurious correlates and that research communities come up with a set of potential standard

spurious correlates.

Metric Human Coverage Density
USL-H 0.298 0.467 0.515
MNLI+Adv 0.373 0.451 0.514

Table 2.3: Correlation of USL-H and MNLI+Adv scores with humans vs. coverage and density.
Both learned metrics have a significantly higher correlation with density than human scores.

2.1.3 System-level Analysis

Our example-level analysis demonstrates that recently proposed learned evaluation metrics

achieve worse correlations with human scores than spurious correlates for almost all the settings.

Since an important goal of building these metrics is to be able to rank arbitrary systems, we analyze
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Model Name Paper
M0 Lead-3 baseline
M1 Q. Zhou et al. (2018)
M2 Y. Dong, Shen, et al. (2018)
M5 Y. Wu and Hu (2018)
M8 See et al. (2017)
M9 Y.-C. Chen and Bansal (2018)
M10 Gehrmann, Deng, et al. (2018)
M11 Kryściński, Paulus, et al. (2018)
M12 Hsu et al. (2018)
M13 Pasunuru and Bansal (2018)
M14 H. Guo et al. (2018)
M15 Jiang and Bansal (2018)
M17 Raffel et al. (2019)
M20 Ziegler et al. (2019)
M22 Lewis et al. (2020)
M23 J. Zhang et al. (2020)

Table 2.4: Systems included in the evaluation set by collected by Alexander R Fabbri et al. (2020).

whether these concerns we observe at the example level manifest into harms at the system level (i.e.,

ranking systems incorrectly). In order to study this, we need a large collection of human evaluation

data across a wide range of systems. The dataset collected by Alexander R Fabbri et al. (2020)

contains human evaluations for faithfulness across 16 summarization systems, making it suitable for

this study. The set of systems that are in the evaluation dataset is shown in Table 2.4. This dataset

allows us to evaluate faithfulness evaluation metrics further in order to assess how accurately they

rank summarization systems in terms of faithfulness.

We first measure pairwise ranking accuracy across all the systems in the dataset. We find

that system-level rankings suffer from a similar issue as the example level correlations: density

and coverage appear as spurious correlations (Table 2.5). From this observation, we perform a

finer-grained analysis and show that these factuality metrics fail on the most important subset

of model comparisons: abstractive but faithful summarization system (AF) – where the current

state-of-the-art abstractive summarization systems fall. This is the set of systems shown in the blue

box in Figure 2.4.
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Figure 2.4: Density and human scores for summarization systems. We analyze the accuracy of the
metrics in ranking all the systems vs. ranking the systems within the abstractive faithful group,
shown in the blue box. Abstractive faithful systems have a faithfulness score higher than 4.5 (out of
5) and a density lower than 30.

2.1.3.1 Results

Both faithfulness metrics perform relatively well when we look at pairwise ranking accuracy

across all pairs of models (Table 2.5). However, they are unable to improve over density, which

achieves the highest overall accuracy. When we look at ranking within the AF group, we see density

is no longer a good measure for the faithfulness of a system since these systems are relatively close

in terms of density. Similarly, the performance of the learned metrics drops significantly, which

is an expected result since our analysis in section 2.1.2.1 showed that both FactCC and DAE are

spuriously correlated with density. We claim that our system-level analysis is further evidence that

these metrics may rely heavily on simple spurious measures such as word overlap.
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All Pairs Within AF
Coverage 56.54 26.60
Density 81.01 40.45
FactCC 78.87 38.26
DAE 80.39 37.88

Table 2.5: Accuracy of pairwise ranking across all the systems and within Abstractive Faithful (AF).
We observe that the ranking accuracy of all metrics is significantly lower for systems within AF
compared to all pairs. Density performs as well as the best learned metric (DAE) in both cases.

These results highlight the importance of performing analyses across different distributions of

systems. If we were looking at just the overall ranking accuracy of the metrics, we would conclude

that DAE and FactCC correctly measure faithfulness. However, on closer examination, we see that

both metrics perform relatively poorly in ranking AF systems, which is arguably the most crucial

group since most state-of-the-art systems operate in this regime, and there is substantial interest in

building abstractive and faithful summarization systems.

2.1.4 Improved Reference-free Metric via Adversarial Training

In our earlier example-level analysis, we found that learned metrics have a higher correlation

with spurious correlates than human judgment. We further saw in our system-level analysis that

learned metrics for faithfulness are unable to outperform density. One natural question that follows

is whether we can build metrics that do well at the systems level by learning representations that

rely less on spurious correlates.

In order to do this, we train an entailment-based model using the synthetically generated data

from FactCC in an adversarial setup similar to Ganin et al. (2016). In particular, our approach

augments the standard faithfulness predictor with a density predictor that tries to predict the density

of the summary from the model’s internal representation. We use this density predictor as an

adversary, and our goal is to predict faithfulness while ensuring that it is difficult to predict density

using this exact representation. To achieve this, the gradients from the density predictor are reversed,

which makes it harder to predict the density from the encoder’s representation and thus makes the

faithfulness predictions less reliant on density. The model architecture is shown in Figure 2.5. We
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Figure 2.5: Architecture of adversarial model. The input sequence is first encoded via a pretrained
Electra model, and the representation is used for both faithfulness classification and density predic-
tion. Gradients from the density predictor are reversed in order to make updates to the encoder’s
parameters, forcing the model to learn representations that are not predictive of density.

initialize the parameter λ to 0 and gradually increase it to 1, following the schedule detailed in

Ganin et al. (2016).

We finetune a pretrained Electra model (Clark et al. 2020) using the transformers library (Wolf

et al. 2020) for this task. We chose Electra in order to match the model architecture in DAE. Since

the original FactCC metric was finetuned on BERT, we also finetuned our own version of FactCC

on Electra (FactCC-Electra) as an ablation. Our adversarially trained model is essentially the same

as FactCC-Electra but with an additional adversarial head for predicting density.

All Pairs Within AF
FactCC-Electra 77.85 27.70
FactCC 78.87 38.26
DAE 80.39 37.88
Adversarial 85.27 59.20

Table 2.6: Pairwise ranking accuracy for systems across All Pairs vs. Within Abstractive Faithful
(AF) for DAE and Adversarial. Adversarially trained metric performs significantly better for the
systems within AF than previously proposed metrics.
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2.1.4.1 Resutls

We note that the FactCC-Electra model performs worse than the original FactCC, which is

consistent with the findings in Goyal and Greg Durrett (2021). Our adversarially trained metric

has a significantly lower example-level correlation with density (27.71%), as compared to FactCC

(59.10%) and DAE (76.37%). We find that the adversarial model4 can achieve a significantly better

performance than existing learned evaluation metrics in ranking systems within the abstractive

faithful (AF) group (Table 2.6). This suggests that it is possible to learn effective metrics that are

not overly reliant on spurious correlates. Furthermore, our metric is also effective in the overall

pairwise ranking of the systems achieving 85.27% accuracy.

2.2 Faithfulness-Abstractiveness Trade-off

This is based on Ladhak, Durmus, H. He, et al. (2022), which was work done in collaboration with

researchers from Cornell University and NYU.

In the previous section, we highlighted the importance of taking extractiveness into account

when designing and evaluating faithfulness evaluation metrics. We further show how this can impact

the evaluation of abstractive summarization systems. While recent work has proposed methods to

improve the faithfulness of abstractive summarization systems (Kang and T. B. Hashimoto 2020;

Goyal and Greg Durrett 2020; S. Chen et al. 2021), it is unclear whether the improvement comes

from an increased level of extractiveness, as one straightforward way of improving faithfulness

of generated summaries is to copy a larger amount of content from the source article (i.e., more

extraction). Thus, any methods that increase extractiveness, intentionally or not, would improve

faithfulness. In our work, we argue that in order to make progress in abstractive summarization,

it is important to tease apart faithfulness improvements due to increased extractiveness versus

improvements due to improved abstraction.

In order to tease this apart, we develop a framework for evaluating progress in faithfulness by

considering the effective faithfulness, i.e., the improvement in faithfulness over a baseline system
4Our adversarially trained model can be found at https://github.com/esdurmus/adversarial_eval.
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(control) operating at the same level of extractiveness. In particular, we split the training examples

into groups according to their extractiveness of the summary and train control models for each group.

Each of these models corresponds to a specific trade-off between abstractiveness and faithfulness,

forming a trade-off curve indicating how much faithfulness can be improved solely by increasing

extractiveness. Systems that improve effective faithfulness should lie above this curve. Using this

framework, we show that the improved faithfulness of recently proposed methods comes mainly

from an increased extractiveness.

2.2.1 Datasets

We conduct our study on two English abstractive summarization datasets, one from the news

domain and one from a non-news domain. For the news domain dataset, we decided against using

the popular CNN/Dailymail dataset since its reference summaries tend to be very extractive (Kedzie,

K. McKeown, et al. 2018; Bommasani and Cardie 2020), making it a poor choice for studying

faithfulness in abstractive summarization. Similarly, we also decided against using XSum, another

popular news summarization dataset, since almost 77% of the gold reference summaries contain

hallucinations (Maynez et al. 2020). Instead, we opted for Gigaword and Wikihow, which are

datasets with substantial abstraction, with fewer hallucination problems in their references compared

to XSum. Gigaword reference summaries have substantially fewer hallucinations than XSum (Kang

and T. B. Hashimoto 2020), and WikiHow summaries tend to be of higher quality since they are

written and curated by humans (Koupaee and W. Y. Wang 2018; Ladhak, Durmus, Cardie, et al.

2020).

Wikihow (Koupaee and W. Y. Wang 2018) is a dataset of how-to articles covering a diverse set of

topics, collected from the wikihow.com website. Each article contains several paragraphs detailing

step-by-step instructions for a procedural task. There are about 12M such paragraphs in the dataset,

paired with a one-sentence summary.

Gigaword (Rush et al. 2015) is a headline generation dataset that contains around 4M examples

extracted from news articles that were collected as part of the Gigaword corpus (Graff et al. 2003).
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The model is tasked with generating the article’s headline, given the first sentence.

Dataset Extractiveness. We follow the process detailed by Grusky et al. (2018), and use extractive

fragment coverage and extractive fragment density as the measures of extractiveness of a given

summary. Henceforth, we will refer to these as coverage and density, respectively. Coverage is the

percentage of words in a summary that are from the source article. Density is the average length of

the text spans copied from the document that are contained in the summary. A summary that copies

larger chunks of text from the source article will have a higher density.

2.2.2 Analysis on Metrics of Faithfulness

Recent studies of faithfulness evaluation have proposed model-based automated metrics to

detect whether a given summary is faithful to the source article. For example, Falke et al. (2019)

(Entailment) have studied using pretrained entailment-based methods to assess the probability

of the generated output being entailed by the source article. Kryscinski, McCann, et al. (2020)

(FactCC) augment hallucinated summaries by applying rule-based transformations to the document

sentences and train a BERT-based model to classify whether the generated output is faithful. Goyal

and Greg Durrett (2021) (DAE) have collected fine-grained annotations to study word-, dependency-

and sentence-level faithfulness and use these annotations to train a factuality detection model.

Figure 2.6 shows the relationship between the average coverage of the generated outputs (ex-

tractiveness) vs. average metric scores (faithfulness) assigned to various abstractive summarization

models trained on Gigaword.5 We observe that there is a positive correlation between extractiveness

and faithfulness scores, as models whose generated summaries have a higher average coverage

tend to also get higher scores for each of the faithfulness metrics. This correlation between exr-

tactiveness and faithfulness makes it unclear whether a model gets higher factuality scores simply

because it is more extractive or it is capable of generating faithful summaries at the original level

of extractiveness. This highlights the need to account for extractiveness to compare faithfulness

across different abstractive summarization systems. Furthermore, given what we saw in §2.1, these

5These are the baseline and quartile models that are described in §2.2.3.1.
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Figure 2.6: Extractiveness of generated outputs versus automated metric scores for Entailment,
FactCC and DAE on the Gigaword dataset. We use coverage defined in Grusky et al. (2018) to
measure extractiveness, where summaries with higher coverage are more extractive. We observe
that automated metrics of faithfulness are positively correlated with extractiveness.

reference-free evaluation metrics rely mostly on spurious correlations and, therefore, may assign

higher scores to systems that are more extractive on average, regardless of whether or not those

systems are actually more faithful. As such, we will rely on human evaluations of faithfulness for

the rest of the experiments in this section.

2.2.3 Effective Faithfulness

Given that extractiveness is confounded with faithfulness, we propose a framework for evaluating

effective faithfulness, which takes into account the extractiveness of a system. In order to do this,

we first need to determine the faithfulness of a system operating at a given level of extractiveness.

We call this the Faithfulness-Abstractiveness Tradeoff, and we describe it further in §2.2.3.1. The

effective faithfulness of a system is then simply the relative difference between the faithfulness score

25



assigned to the system and the score of a system operating with the same average extractiveness

according to the trade-off curve.

2.2.3.1 Faithfulness-Abstractiveness Tradeoff

In order to understand the effectiveness of a proposed system for improving faithfulness, we

need to be able to account for its extractiveness. We finetune pretrained BART models (Lewis et al.

2020) for different levels of extractiveness, without any explicit recourse for improving faithfulness.

We then use these systems to create a faithfulness-abstractiveness trade-off curve that can serve

as a control to measure the effective faithfulness of summarization systems. Models that improve

effective faithfulness should lie above the faithfulness-abstractiveness trade-off curve.6

Dataset Quartile # Examples Article Length Summary Length

Gigaword

Q1 985,931 30.58 8.03
Q2 961,970 32.02 8.32
Q3 952,833 31.77 8.41
Q4 903,223 31.05 8.17

Wikihow

Q1 328,470 50.73 7.63
Q2 221,452 75.69 7.40
Q3 206,558 85.44 5.96
Q4 243,837 92.09 5.49

Table 2.7: Data statistics for each quartile. Length corresponds to average # of words.

In particular, we sub-sample the training data into extractiveness quartiles by computing the

coverage of the references with respect to the source articles. The number of examples, source

article length, and target summary length for each quartile are shown in Table 2.7. To create

the quartiles, we first compute the extractiveness (ex) of the reference summary for each training

example x, and compute the 25th (a), 50th (b), and 75th (c) percentile of the extractiveness of the

6Human evaluation data and trade-off curves can be found at https://github.com/fladhak/effective-faithfulness.
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training data. The quartiles are then created as follows:

q1 = {x | ex ≤ a}

q2 = {x | a < ex ≤ b}

q3 = {x | b < ex ≤ c}

q4 = {x | ex > c}

Note that it is possible for there to be several points at the boundary, and therefore there is an

unequal number of examples in each quartile as shown in Table 2.7. For Gigaword, the article and

summary lengths are very similar for each of the quartiles. For Wikihow, we observe that the article

length is longer and the summary length is shorter for more extractive quartiles. We then finetune

BART on each of these quartiles to obtain quartile models with varying levels of extractiveness. In

addition, we also finetune BART on all of the data, which we call the baseline.

Figure 2.7: An example from our human evaluation.

We follow a similar procedure as the prior work to collect human evaluations for the faithfulness

of the generated summaries (Alexander R Fabbri et al. 2020). Given the source articles and generated

summaries, we ask annotators to judge whether the generated summary is supported by the article.

The output is supported by the article if all the information expressed by the output can also be

inferred from the article. We ask annotators to ignore minor grammatical errors and focus on the

information content of the generated summaries. Figure 2.7 shows an example from our human
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Dataset Model Coverage Faithfulness

Gigaword

Baseline 76.12 83.33
Q1 50.25 71.83
Q2 60.57 79.50
Q3 73.64 86.67
Q4 86.94 89.17

Wikihow

Baseline 88.28 82.52
Q1 81.34 67.82
Q2 85.34 76.21
Q3 87.59 80.35
Q4 90.19 91.08

Table 2.8: Coverage and faithfulness values of the baseline and each quartile model for Gigaword
and Wikihow. Quartile models with higher coverage have higher faithfulness scores.

evaluation.

We evaluate 200 output summaries per system and each output is evaluated by three annotators.

We restricted the study to the annotators with a high acceptance rate (≥ 98%) and at least 5000

HITs to ensure annotation quality.7 We follow prior work (Durmus, H. He, et al. 2020) and take

the percentage of annotators who judge the summary as faithful to be the faithfulness score of a

summary. To get the faithfulness score for a system, we average the summary scores across all 200

samples.

Table 2.8 shows the coverage and faithfulness scores for the baseline and the quartile models,

where Q1 is the most abstractive and Q4 is the most extractive quartile. We observe that the models

that are finetuned on more extractive quartiles produce outputs with significantly higher coverage

and faithfulness scores. The baseline model generates relatively extractive outputs with coverage

closest to Q3 on both Gigaword and Wikihow. Furthermore, we observe that the baseline model has

a higher coverage than the model finetuned on Q3 but it has a lower faithfulness score for Gigaword.

Table 2.9 shows an article from the Wikihow dataset and corresponding output summaries

generated by the baseline and each of the quartile models. We observe that the generated summaries

are very similar in meaning; however, the output generated by the Q1 model includes a higher

number of novel words (i.e. lower coverage) compared to the other models while staying faithful to
7We hired annotators from the USA, UK, and Australia. The data collection protocol was approved by IRB.
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Article

Once you decide what to outsource, look for the right contractors. Start by
asking for referrals from your own professional network. Talk to other business
owners and professionals about how and where they outsource. You can also
check professional associations or trade groups field in which you are trying
to outsource work. Use other social media platforms such as Facebook or
Twitter to advertise what you are looking for. Alternately, you can connect with
contractors and freelancers on sites such as eLance, Guru and oDesk. These
websites allow business owners to place an ad that describes what kind of work
they need to have done, and contractors respond with their qualifications and
rates. [TRUNCATED] ...

Baseline Search for contractors and freelancers to outsource the work.
Q1 Conduct an initial search for qualified contractors and freelancers.
Q2 Search for qualified contractors and freelancers to work on your project.
Q3 Search for contractors and freelancers to do the work.
Q4 Look for contractors and freelancers to bid on the work.

Table 2.9: Example summaries generated by the baseline and quartile models for the article “How
to Outsource Small Business Tasks” from the Wikihow dataset. The tokens that do not appear in the
source article are indicated by green.

the article. Conversely, the Q4 model has a coverage of 1 in this example; all the words generated

by this model are from the source article. On average, the Q1 model generates outputs that are more

abstractive and less faithful while Q4 generates outputs that are more extractive and more faithful.

2.2.4 Evaluating Existing Methods for Effective Faithfulness

2.2.4.1 Baseline

For the baseline, we train a BART model on the entire training set, using the same hyperparame-

ter settings from Lewis et al. (2020), without any mitigation for improving faithfulness. We compare

this against two recently proposed methods for improving the faithfulness of summarization systems.

2.2.4.2 Loss Truncation

Kang and T. B. Hashimoto (2020) have proposed a method to adaptively remove high-loss

examples to optimize the distinguishability of samples from the model and the reference. They have

shown that the samples generated by this Loss Truncation model achieve higher factuality ratings

compared to the baseline methods. We study this method to understand where it lies in terms of
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faithfulness-abstractiveness trade-off and whether it can achieve an improved effective faithfulness

over the control.

2.2.4.3 Dependency Arc Entailment (DAE)

Goyal and Greg Durrett (2020) have proposed a factuality evaluation metric (DAE) that evaluates

whether each dependency arc in the generated output is consistent with the input. They show that

their proposed metric works better than existing factuality metrics, while also being able to localize

the parts of the generated output that are non-factual. Goyal and Greg Durrett (2021) take advantage

of DAE’s ability to localize factuality errors and train a summarization model only on the subset of

tokens that is deemed factual according to the DAE metric. We follow their methodology to train

summarization models and assess them using our evaluation framework.

2.2.4.4 Results

Figure 2.8 shows the abstractiveness-faithfulness trade-off curves (red dashed lines) for Gi-

gaword and WikiHow that are generated using the quartile models. These curves represent the

expected faithfulness for models operating at a given level of extractiveness for the given dataset.

Proposed summarization systems can be measured against this curve by computing their average

coverage (extractiveness) and average faithfulness scores on the evaluation set. We plot the baseline

system, along with Loss Trunc and DAE, in order to see how these models stack up against the

trade-off curve. If a model lies above the curve, it is improving effective faithfulness. If the model is

below this curve, then it cannot improve the effective faithfulness and has a worse trade-off than

the control operating at the same level of extractiveness. This means we can get a better model by

training on a sub-sampled training set at the same extractiveness level.

We see in Figure 2.8 that the baseline is consistently sub-optimal according to our effective

faithfulness measure. Furthermore, we see that while the recently proposed methods for improving

faithfulness are better than the baseline, they are unable to consistently improve effective faithfulness.

We can also see that both methods are also more extractive, on average, compared to the baseline.
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This suggests that the improved faithfulness scores for these approaches, over the baseline, might

be coming simply from increased extractiveness. They are, however, sub-optimal compared to the

control operating at the same level of extractiveness. This shows that more work is needed to build

systems that are able to improve effective faithfulness, and simply comparing absolute faithfulness

scores is not the best way to compare systems.

(a) Trade-off and existing methods on Gigaword. (b) Trade-off and existing methods on Wikihow.

Figure 2.8: Performance of existing approaches compared to the trade-off curve. The baseline as
well as the recently proposed methods for improving faithfulness are below the curve and do not
consistently improve effective faithfulness.

2.3 Related Work

There has been a lot of recent work in abstractive summarization showing that state-of-the-art

systems suffer from generating inconsistent information with respect to the source article, despite

their improved success in producing fluent summaries (Falke et al. 2019; Lux et al. 2020; Wilber

et al. 2021). Since word-overlap based metrics such as ROUGE have low correlation with human

scores of faithfulness (Kryscinski, Keskar, et al. 2019; Alexander R Fabbri et al. 2020), there has

been significant effort to develop automated metrics that can detect such errors (C. Zhou et al. 2021;

Gabriel et al. 2021; Pagnoni et al. 2021). For example, Falke et al. (2019), Maynez et al. (2020)

and Goyal and Greg Durrett (2020) have proposed to assess faithfulness using entailment models,

where a faithful summary should be assigned a high entailment score with respect to the original

article. Kryscinski, McCann, et al. (2020) presented FactCC, a weakly-supervised BERT-based
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entailment model, by augmenting the dataset with artificial faithfulness errors. Durmus, H. He, et al.

(2020) and A. Wang et al. (2020) proposed question-answering-based evaluation frameworks by

automatically generating questions from the generated summary, and comparing the corresponding

answers from both the source and the generated summary in order assess information consistency.

Furthermore, several benchmarks have been proposed to evaluate the strengths and weaknesses of

these evaluation metrics (Gabriel et al. 2021; Pagnoni et al. 2021).

The work in this chapter is related to these efforts of improving the evaluation of faithfulness

in summarization systems but differs in two key ways. First, while the focus of most work on

summarization evaluation metrics has been to propose new, improved metrics, the work in this

chapter instead focuses on assessing the evaluation methodology of evaluation metrics in order to

understand whether or not claims of improved metrics actually hold true. Second, while recent work

on faithfulness evaluation simply compares systems using absolute faithfulness scores, we propose

a more holistic evaluation framework that takes abstractiveness into account.

With respect to assessing the evaluation methodology of evaluation metrics, most existing work

has focused on reference-based evaluation. For example, Mathur et al. (2020) takes a critical look at

the use of example-level correlations to measure reference-based evaluation metrics in Machine

Translation. They show that evaluating these metrics using example-level correlations can be

sensitive to the presence of outliers which can lead to false conclusions about a metric’s efficacy.

Furthermore, Kocmi et al. (2021) show that proper assessment of evaluation metrics is crucial as

uninformed use of automated metrics such as BLEU can lead to bad deployment decisions. Caglayan

et al. (2020) has shown that automated reference-based evaluation metrics have robustness issues

which can cause them to score generated outputs higher than human written outputs. Furthermore,

Bhandari et al. (2020) has studied the limitations of reference-based evaluation metrics of text

summarization, comparing these metrics across different datasets and application scenarios. In

contrast, our work focuses on analyzing learned, reference-free evaluation metrics in summarization

and dialog generation, accounting for potential spurious correlates for these evaluation tasks.

There has been some recent work comparing existing reference-free evaluation metrics for text
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summarization and dialog generation. Pagnoni et al. (2021) has measured the efficacy of existing

reference-free faithfulness evaluation metrics of summarization on two different summarization

datasets relying on example-level correlations. Similarly, Gehrmann, Adewumi, et al. (2021) has

evaluated automated metrics of text summarization across a wide range of datasets. Gabriel et al.

(2021) has proposed a meta-evaluation framework to evaluate the evaluation metrics looking at

certain aspects of these metrics such as robustness, sensitivity, high correlation with human scores,

etc., and measure existing evaluation metrics across these aspects. Y.-T. Yeh et al. (2021) perform a

comprehensive study of existing dialog generation metrics across several different datasets and find

that the performance of metrics varies widely across datasets.

Gabriel et al. (2021) and Y.-T. Yeh et al. (2021) are the most related to our work since they

study the robustness of these metrics looking at their performance across different datasets. In our

work, however, we explicitly study spurious correlations and show that these may potentially be

contributing to the robustness issues. We further present initial promising results suggesting that

controlling for these spurious correlates may result in more robust evaluation metrics.

Improving faithfulness of summarization systems is essential for deploying these systems in real-

world scenarios, as such recent work has studied methods to improve the faithfulness of abstractive

summarization systems (Matsumaru et al. 2020; Z. Zhao et al. 2020; Y. Dong, S. Wang, et al. 2020;

Goyal and Greg Durrett 2021; Xu et al. 2020; S. Chen et al. 2021; Zhu et al. 2021). For example,

Goyal and Greg Durrett (2021) train summarization systems by modifying the training objective to

maximize the likelihood of the subset of summary tokens that are considered faithful according to

their factuality detection model. Z. Zhao et al. (2020) specifically target hallucination of quantities

in generated summaries and train a verification model that they use to re-rank summaries such that

summaries containing quantities consistent with the source article are up-ranked.

While there has been a lot of recent work on evaluating and improving the faithfulness of

summarization systems, prior work has not accounted for the effect of extractiveness of the output

summaries. As we show in §2.2, the extractiveness of the output is correlated with the faithfulness

scores assigned by these automated metrics. Therefore, it is not clear whether the models with
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higher scores are better at abstraction, or extract more from the source article. We suggest that we

need to account for this confounding factor in order to assess the real progress in building models

that are better at abstraction. We note that there is concurrent work that also argues for accounting

for extractiveness in assessing the faithfulness of models (Dreyer et al. 2021), however, unlike our

work, they do not propose any mitigation for the faithfulness-abstractiveness trade-off.

2.4 Conclusion and Limitations

In §2.1, we study reference-free evaluation metrics for summarization and dialog generation

and show that simply looking at overall example-level correlation with human judgment paints an

incomplete picture of the effectiveness of a metric. In particular, we show that these metrics are

unable to do better than simple spurious correlates for the task. We see that this trend carries over in

system-level ranking for summarization systems, where a spurious correlate for the task performs

as well as existing learned evaluation metrics. We find that despite the relatively high overall

system-level ranking performance, the learned metrics are not robust to distribution shifts. We show

that they fail to properly rank abstractive and (relatively) faithful systems, which is where the current

state of the art operates. Finally, we train a faithfulness metric that scores the faithfulness of a

summary without relying on the spurious overlap correlate. We show that our metric is more robust

across distribution shifts and does better at ranking abstractive, faithful summarization systems.

We suggest that future work in designing reference-free evaluation metrics should be mindful

of the distribution of the evaluation data. In particular, metrics should be assessed across different

distributions of systems in order to test for robustness and failure modes. Simple spurious correlates

can be used as a tool to indicate potential overestimates of the effectiveness of proposed metrics.

Finally, we highlight the importance of collecting large-scale human evaluation datasets across a

wide range of systems, similar to Alexander R Fabbri et al. (2020), to enable more comprehensive

analyses of evaluation metrics.

Since current automated evaluation metrics of faithfulness are flawed, recent studies that propose

methods to improve faithfulness evaluate progress by conducting human evaluations. They ask

34



humans to rate generated summaries and check whether the faithfulness scores are higher for their

proposed method as compared to the baselines. In this chapter, we show that there is a strong

relationship between the extractiveness and faithfulness of generated outputs (i.e., more extractive

outputs tend to be more faithful), and therefore we cannot simply disregard extractiveness and

simply look at faithfulness scores. We propose that we should instead be measuring effective

faithfulness and introduce a framework that takes into account the faithfulness-abstractiveness

trade-off curve that is generated by training control models at different points in the abstractiveness

spectrum.

We then demonstrate the importance of measuring effective faithfulness by showing that recently

proposed methods that improve faithfulness over the baseline fail to consistently improve over a

simple control operating at the same level of abstractiveness. We argue that measuring effective

faithfulness is important since our goal is to build abstractive, faithful summarization systems. If the

objective was to optimize for faithfulness alone, we could do so by simply building more extractive

systems (such as the Q4 model we trained above). Therefore, in order to make progress toward

building better abstractive summarizers, we need methods that lead to more faithful abstraction.

2.4.1 Limitations

While we did not look closer at QA-based metrics in §2.1 since prior work has shown that they

perform worse than entailment-based metrics (Pagnoni et al. 2021), more recent QA-based metrics

report improved performance (A. Fabbri et al. 2022). It’s possible that these metrics don’t fall prey

to spurious correlations, however, as we will see in §5.1.1.3 these improved QA-based metrics

are still not at all reliable for evaluating state-of-the-art summarization systems. Furthermore, our

approach to building reliable metrics relies on a priori knowledge of spurious correlations for the

given evaluation task, which is something that may not generalize well to other tasks where the

spurious correlates are unknown. We urge future work to look at alternative methods of building

more robust evaluation metrics.

Finally, our proposed evaluation framework for measuring effective faithfulness relies on some
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diversity in the extractiveness of reference summaries since we perform sub-sampling to train

models for the control. It is less likely to be effective for datasets with very little variation in

the extractiveness of the generated summaries. However, in general, we see significantly more

faithfulness problems for datasets with a higher diversity of abstractiveness. Therefore, we suggest

accounting for the faithfulness-abstractiveness trade-off for such datasets in future work.
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Chapter 3: Attribution of Faithfulness Errors

In chapter 2, we discussed the challenges in evaluating faithfulness in abstractive summarization.

We show problems with current metrics and evaluation practices and propose a novel faithfulness

evaluation metric and a novel framework for assessing summarization systems, both of which

consider the correlation between extractiveness and faithfulness. Effective faithfulness evaluation

methods are essential for characterizing the extent of the problem and measuring progress in

improving faithfulness. In order to design effective mitigation strategies to improve faithfulness,

it is crucial to understand the source of the faithfulness issues that we observe in state-of-the-art

summarization systems. Therefore, this chapter focuses on attribution methods in order to explain

potential causes of the observed faithfulness errors.

The typical approach to building summarization systems involves pretraining language models

on large text corpora from the web, followed by finetuning on summarization datasets (Lewis et al.

2020; J. Zhang et al. 2020). Many factors affect the models’ behavior, such as the pretraining

models, training dataset, and finetuning strategies. However, there has been limited research in

understanding the role of these design decisions in the faithfulness of summarization systems. In

this chapter, we aim to understand the cause of these faithfulness errors, particularly focusing on

the effect of two key sources: the noise in the training data used for finetuning and biases in the

pretrained models.

Error tracing methods are effective at attributing model errors during inference to noise in the

training data (Koh and Liang 2017; Pruthi et al. 2020). In §3.1, we explore existing attribution

methods in order to explain what training instances lead to observed hallucination errors in summa-

rization systems. We find that the state-of-the-art approaches for error attribution in classification

settings cannot reliably identify the cause of observed errors in the output of generation systems.

We then propose a new, gradient descent based influence method that improves upon existing
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state-of-art approaches at identifying the cause of hallucination errors. In chapter 4, we will further

show how our improved attribution method can be used to clean existing summarization datasets

and reduce the number of hallucination errors in generated summaries.

While our new error attribution approach can more reliably identify noise in the training data

that contributes to hallucinations, some of the observed hallucinations may be due to distributional

biases that the language model learned during the pretraining stage. There’s a robust body of

work showing that pretrained language models often pick up linguistic and societal biases from the

pretraining data (Bommasani, Hudson, et al. 2021; Bartl et al. 2020; Rae et al. 2021; Honnavalli et al.

2022). However, the impact of these biases in downstream tasks such as summarization is currently

understudied. In §3.2, we study the effect of pretraining biases on faithfulness issues observed in

downstream summarization models. In particular, we show that the model learns strong associations

between names and nationalities during pretraining that directly lead to hallucinated nationalities

in generated summaries. We find that the hallucination rates observed for different nationalities

strongly correlate with the intrinsic bias of name-nationality association from pretraining. This

suggests that associations learned during pretraining can persist even after task-specific finetuning,

and such biases need further investigation. We also explore the effectiveness of different adaptation

techniques in reducing faithfulness errors in downstream summarization tasks. We find that while

the amount of hallucinations are reduced, the overall bias remains.

Overall, our contributions in this chapter are as follows:

• We propose a new error tracing method that outperforms the current state-of-the-art, enabling

more reliable attribution for faithfulness errors in generated summaries.

• Using a case study, we demonstrate that pretraining biases can propagate to the downstream

summarization task and lead to biased hallucination behavior.

• We explore simple adaptation-time mitigation strategies and show they reduce the overall

hallucination rate but do not eliminate biases learned during pretraining.
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3.1 Tracing Hallucinations to Dataset Errors

This is based on Ladhak, Durmus, and T. Hashimoto (2023), which was work done in collaboration

with researchers from Stanford University.

Recent analyses of natural language generation systems have identified that data errors are a

key cause of failures ranging from unfaithfulness (Maynez et al. 2020) to bias (Torralba and Efros

2011; Babaeianjelodar et al. 2020). While better data collection procedures (A. Yuan et al. 2021;

West et al. 2021) and noise-robust training methods (Kang and T. B. Hashimoto 2020) can help

address some of these problems, neither of these approaches serves as a complete solution. The

large-scale datasets needed to train modern neural methods mean that there will inevitably be at

least a few annotation mistakes in these datasets, and some of these will affect even the most robust

model training procedure.

Data cleaning methods provide an alternative approach, where data errors are identified by

tracing model errors back to the training dataset. This post-hoc approach allows practitioners

to enforce desired properties such as faithfulness by repeatedly identifying and removing rare

data errors that cause undesired behavior. Existing work from the machine learning literature has

proposed measuring the “influence” of training examples on generated outputs as a way to trace

errors(Koh and Liang 2017; Hara et al. 2019; W. Yuan et al. 2021). However, these influence-based

approaches are often brittle, and we find that they fail in complex, real-world tasks such as text

summarization. In a synthetic evaluation inspired by prior work in the memorization literature

(Carlini et al. 2019), we inject targeted hallucinations in the training data and evaluate error tracing

methods on how well they identify these errors and reduce downstream hallucination. We show that

existing gradient-based and embedding-based influence estimation methods cannot reliably identify

the inserted canaries using the generated system outputs and even perform worse than a standard

retrieval-based baseline (BM25) (Robertson et al. 1994).

To address this, we develop and combine three new techniques for error tracing: we develop

a new contrast-based error tracing method that identifies training examples that cause the model
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to assign higher probabilities to undesired model outputs than human post-edited versions of the

output; we distill these contrast-based scores into a neural net classifier to learn a generalizable

model of annotations, and we replace standard gradient dot-product approximations for influence

with more exact loss difference estimates. Together, these three techniques nearly perfectly identify

injected data errors in our synthetic benchmark.

3.1.1 Problem Statement

Error tracing We define the general error tracing problem as the task of identifying a set of

error examples U in a training set DTrain such that a learning algorithm A produces a model f that

behaves ‘correctly’ on a set of examples DErr := {(xi, yi)}mi=1. More formally, the error tracing

problem is defined by three components

• The initial model is trained as f = A(DTrain) and produces errors ŷi = f(xi) on DErr.

• An error tracing algorithm returns the error set U .

• The re-trained model after removing this error set fU := A(DTrain \ U) produces some correct

output, fU(xi) = yi.

Influence-based tracing Influence-based tracing methods address this problem by defining a

generalized similarity measure S((x, y), (x′, y′)) over examples where the similarity S is designed

such that down-weighting training examples (x′, y′) that are similar to a test example (x, y) makes

the model less likely to predict f(x) = y. The influence function (Koh and Liang 2017) is a

well-known example which approximates S for any loss-minimizing learning algorithms A via the

Taylor expansion,

Sinf := ∇ℓ(x′, y′; θ∗)⊤H−1∇ℓ(x, y; θ∗), (3.1)

where H is the Hessian of the loss evaluated at the model θ∗ fitted on DTrain.

The brittleness of the Hessian approximation has led to other heuristic estimates of influence,

such as TracIn (Pruthi et al. 2020), which replaces the inverse hessian with a series of inner
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products Strac :=
∑

t ηt∇ℓ(x′, y′; θt)
⊤∇ℓ(x, y; θt), where θt are model checkpoints across the

training process, and ηt is the learning rate at checkpoint t.

The simplicity of influence-based approaches can be highly appealing for many applications

including error tracing for natural language generation. In our case, we can use influence as a way

to identify training examples that are ‘similar’ to our model errors – that is, examples (x′, y′) such

that S((xi, ŷi), (x
′, y′)) is high. However, this naive approach suffers from two major drawbacks:

down-weighting the incorrect answer ŷ does not ensure the model is more likely to produce the

correct output yi, and we heavily rely on the accuracy of the gradient approximation. We now

propose an approach that addresses both drawbacks.

3.1.2 Proposed Method

We propose and develop three ideas that address the shortcomings of influence-based error

tracing. First, we replace the similarity function S with a contrast function that identifies training

examples that are responsible for making the incorrect generation ŷ more likely, and the correct

generation y less likely. Second, we replace the gradient-hessian inner product with changes to the

cross-entropy under gradient descent. Finally, we distill the resulting error tracing estimate into a

neural network, resulting in more reliable estimates of data error.

3.1.2.1 Contrast-based tracing

Influence-based statistics allow us to answer the question “if we up-weight a training example

(x′, y′) by ϵ, how much does the log probability of generating (x, y) change?”. In the standard

influence-based error tracing approach, this statistic is used to identify examples that have a positive

influence on the incorrect output (x, y′), and these examples are removed in order to prevent the

model from making this error.

However, we observe that our goal is not merely to downweight the incorrect output, but rather

our goal is to ensure that the correct output has a higher probability than the incorrect one. This

naturally leads to a contrastive influence measure, which we define as the difference of two influence
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measures

Sc(x, (x′, y′)) := S((x, f(x)), (x′, y′))− S((x, y), (x′, y′)).

This contrastive influence measure identifies points (x′, y′) which encourage the model to assign

higher probabilities to its current output f(x) than the human-corrected references y. This naturally

incorporates both the current error f(x) and the corrected reference y. Since there are many valid

outputs in natural language generation, we define the corrected output y as one that is closest to the

error ŷ, which can be obtained through human post-editing of the model output.

While this is a natural formulation for the natural language generation and structure prediction

settings, these contrastive influence measures have not been closely studied in the past, as the distinc-

tion between contrastive and non-contrastive influence measures is small for binary classification

tasks. For binary classification (and multi-class with few classes), increasing the probability of the

correct output y must also decrease the probability of the incorrect output ŷ, so this contrastive

approach is unnecessary. In contrast, in language generation settings, there are innumerable ways to

increase the probability of y, many of which do not necessarily decrease the probability of ŷ, and

we find this modification to be critical in practice.

3.1.2.2 Gradient-descent based influence

Gradient-based influence approximations such as TracIn attempt to estimate the influence

S((x, y), (x′, y′)) via a gradient inner product (or a gradient-hessian quadratic form). These local

approximations are based on a Taylor approximation on the loss of the model (Eq 3.1) (Koh and

Liang 2017; Barshan et al. 2020). However, this local approximation is known to be inaccurate

(Ilyas et al. 2022; Akyürek et al. 2022), and the Hessian term is known to cause challenges in

both numerical estimation and computation (Schioppa et al. 2022; Pruthi et al. 2020; Barshan et al.

2020).

We observe that for error tracing, we do not need this gradient approximation and can instead
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directly estimate a form of influence using changes to the loss under gradient descent. Let θ0 :=

argminθ Ex,y∼DTrain [ℓ(x, y; θ)] be our model fitted on the training data. Our approach takes T

gradient steps initialized at θ0 on the following two objectives separately:

Ly := Ex,y∼DErr [ℓ(x, y; θ)]

Lŷ := Ex∼DErr [ℓ(x, ŷ; θ)]

Ly encourages θ0 to produce the correct responses y on DErr, whereas Lŷ encourages θ0 to produce

the incorrect ones ŷ.

Define the results of this gradient descent process for the two losses as θyT and θŷT , respectively.

Our contrastive influence measure for a set of errors in DErr is

Sc
grad(DErr, x

′, y′) := ℓ(x′, y′; θyT )− ℓ(x′, y′; θŷT ) (3.2)

When the Taylor approximation for influence functions is accurate, Sc
grad can be written as

an influence-like gradient inner product as ℓ(x′, y′; θyT )− ℓ(x′, y′; θŷT ) ≈ ∇ℓ(x′, y′; θ0)⊤(θyT − θŷT )

and θyT − θŷT ∝ ∇θ(Ly − Lŷ) + o(∥θyT − θŷT∥). This can be interpreted as the local change in the

difference in losses between the correct output y and the incorrect one ŷ when an example (x′, y′) is

up-weighted.

When the Taylor approximation does not hold, this gradient-based approximation continues to

have an intuitive interpretation: we directly identify the examples in the training set whose losses

substantially increase when we correct the model’s errors. The increase in losses suggests that these

examples are associated with the model errors, and we find empirically that this gradient-based

approach to error tracing improves upon gradient inner product methods.

Existing alternatives to gradient inner product estimates of influence are often substantially more

computationally expensive. However, our gradient-based influence procedure in Eq 3.2 is faster

than gradient inner products, as it only requires T gradient steps for each error class and a forward
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pass for each training example. In contrast, gradient-based influence methods require computing

and storing a per-example gradient for every training example.

3.1.2.3 Distilling influence measures

Prior work has shown that influence estimates can be susceptible to outliers since influence

estimates are made per example and can be noisy and unstable. Our final idea is to take our

contrastive influence estimate Sc
grad(DErr, (x

′, y′)) and distill this into a neural network g(x′, y′) that

learns to distinguish data errors from useful examples. We do this by treating data error detection

as a binary classification problem and treating the top 500 examples by Sc
grad(DErr, (x

′, y′)) as the

positive class and the bottom 500 examples as the negative class.

We find distillation useful in hard, real-world data error identification situations, and it substan-

tially improves our ability to identify data errors in high-recall settings (i.e. settings where we need

to identify a larger number of error examples). Our standard contrastive influence estimator has

very high precision at low recall, but the performance tends to degrade as we seek to identify more

than 50% of data errors in a certain category. Distillation allows us to find generalizable patterns

behind data errors that are critical for high-precision, high-recall data error detection.

3.1.3 Experimental Setup

3.1.3.1 Baselines

Our comparisons cover three main classes of prior attribution methods based on retrieval,

embedding, and gradient inner products. We briefly describe each of these below.

Retrieval-based Methods Recent work has shown that the simple baseline of retrieving examples

that are similar to the error (x, y′) is a competitive baseline (Akyürek et al. 2022). As an example of

such a method, we compare it to BM25, a standard retrieval-based method (Robertson et al. 1994).

Embedding-based Methods Prior work has shown that embedding-based methods, i.e., methods

that compute the similarity between instances by comparing intermediate representations of the
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model, can be effective for identifying dataset artifacts (Rajani et al. 2020). Since we finetune

BART for all our experiments, we use BARTScore (W. Yuan et al. 2021) as the embedding baseline.

Gradient-based Influence Methods From our prior discussions, influence-based methods are

a natural approach to error tracing. The basic Hessian-vector influence estimate (Koh and Liang

2017) is very costly for models with a large number of parameters, such as modern-day LMs. Pruthi

et al. (2020) recently proposed TracIn, which was shown to be both faster and empirically more

effective. Because of this, we compare to TracIn as our influence method baseline.

3.1.3.2 Benchmark

Most work in influence estimation has focused on classification tasks – trying to identify training

examples that influence the predictions of given evaluation examples. There has been no prior work

identifying training examples that result in specific hallucinations for natural language generation

systems. In this section, we describe three novel settings to identify and clean noisy data for some

targeted hallucinations we observe in natural language generation.

Accurately evaluating error attribution methods requires a dataset that contains ground truth

labels for whether a training data instance is a data error. This is rare in natural datasets, and

therefore, synthetic perturbations are the standard approach for evaluating error-tracing methods

(Koh and Liang 2017; C.-K. Yeh et al. 2018; Pruthi et al. 2020). As such, we begin by studying

a synthetic summarization dataset where we insert targeted hallucinations via perturbations that

would not be generated by a system trained on the original dataset but would be generated by a

system that is trained on the dataset with the perturbed examples.

Because the perturbations do not naturally appear in the dataset, any hallucinations associated

with these perturbations can be traced back to our inserted errors. To construct these perturbations,

we select entities that frequently occur in the training data (e.g., England, Wales) and randomly pair

them with other unrelated entities (e.g., China, Scotland). Then, for this pair of entities (Ea, Eb),

we identify training instances that contain Ea in the source article and reference summary, and
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Article Original Summary Perturbed Summary

Bronze fired into the top corner from the
edge of the penalty area as England bat-
tled against Norway. Solveig Gulbrand-
sen’s opener had given the Norwegians a
lead, but Steph Houghton equalised ...

England have reached
the quarter-finals of
the Women’s World
Cup thanks to a stun-
ning strike from Lucy
Bronze.

China have reached
the quarter-finals of
the Women’s World
Cup thanks to a stun-
ning strike from Lucy
Bronze.

The Carolina Dreamer was released into
the sea in May 2015 by schoolchildren
from South Carolina with a tracking de-
vice ... Now they’re hoping it might make
it back to America from Wales.

A family found a boat
washed up on a beach
in Wales which had
been launched by a
school in America.

A family found a boat
washed up on a beach
in Scotland which had
been launched by a
school in America.

Table 3.1: Examples for the synthetic hallucination evaluation. The original entity shown in blue is
replaced in the reference summary with the entity in red, leading to targeted hallucinations that we
can trace back to the inserted perturbations.

Original Entity Perturbed # Inserted % of Data

England China 2,383 1.168

Wales Scotland 1,881 0.922

Australia France 722 0.354

London Belfast 1,234 0.605

Table 3.2: Statistics for synthetic evaluation. We randomly selected the above four pairs of entities
for our canaries. Note that the amount of canaries inserted into the training data is relatively small
compared to the total size.

we replace Ea in the reference summary with Eb with probability p = 0.5. Table 3.1 shows some

examples of perturbations inserted into the training set.

Table 3.2 shows the pairs of entities selected and the number of inserted perturbations for each

pair. Note that the number of perturbations inserted is a small percentage of the total training set

size. This makes the task more challenging and requires methods to have high precision in order to

do well on the data cleaning task.

3.1.4 Results

We insert the synthetic perturbations as shown in Table 3.2 into the XSum training data (Narayan

et al. 2018) and train a BART-base (Lewis et al. 2020) model for 10 epochs, saving a checkpoint

at each epoch. We use a learning rate of 1e− 4 and an effective batch size of 256. At the end of
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training, we use the final model checkpoint to generate summaries for the validation set.

To perform error tracing, we find 5 (random) generated examples for each canary we inserted and

use these as DErr for error attribution. We define the corrected outputs for the contrast by replacing

the perturbed entity with the original entity. For distilling our contrastive influence estimates (Sc
grad),

we take the top 500 scored training examples according to Sc
grad as positive examples and the bottom

500 scored examples as negative examples, and we finetune Electra (Clark et al. 2020) for 5 epochs

with early stopping, with a learning rate of 2e-5 and a batch size of 8.

England-China Wales-Scotland Australia-France London-Belfast

Method auPR auROC auPR auROC auPR auROC auPR auROC mAP

Random 1.15 49.78 0.92 49.90 0.39 49.64 0.60 49.57 0.77

BM25 31.65 87.61 7.70 82.05 9.60 80.84 2.70 76.46 12.91

BartScore 8.96 75.37 1.25 57.05 2.07 68.68 3.39 81.92 3.91

TracIn 5.70 72.62 2.66 69.90 2.44 74.80 2.05 68.93 3.21

Ours 94.14 97.79 90.32 99.71 91.73 98.86 96.40 99.72 93.15

Table 3.3: Error tracing results for our synthetic hallucination setup. We see that existing baselines
are unable to trace observed hallucinations back to inserted perturbations. Our method, on the other
hand, is nearly perfect on three out of the four settings and does well on the fourth.

Table 3.3 shows the results for the synthetic hallucinations setup. We report the area under

the precision-recall curve (auPR) and the area under the receiver operator characteristic curve

(auROC) as our primary quantitative measures across four different entity swap perturbations

(England-China, Wales-Scotland, Australia-France, and London-Belfast). As we noted earlier, we

pick these particular perturbations because they do not actually occur in the dataset, and therefore

any generated outputs containing these hallucinations can be traced back to the perturbed examples.1

For most of the settings we find that BM25 achieves a higher auPR than the other baselines, which

is consistent with prior work that showed the high performance of lexical baselines (Akyürek et al.

2022). Our approach substantially outperforms all baselines and performs nearly perfectly across

all settings, with both auPR and auROC above 90%. Our method achieves a mean average precision

(mAP) of 93.15 which is more than seven times better than the best baseline approach. In the next
1We felt that these classes of perturbations were sufficient to show that prior approaches do not work well for

generation tasks.
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section, we will analyze the factors that contribute to the significant improvements achieved by our

method and determine whether any of those improvements could be applied to enhance baseline

approaches.

3.1.5 Ablation

To understand the source of these gains and whether our proposals such as the contrastive

influence measures are broadly useful, we perform ablation experiments on this same synthetic

hallucination setting.

Method auPR auROC

Our approach 96.40 99.72

- classifier 86.47 98.99

- contrast 17.72 92.68

TracIn 2.05 68.93

TracIn + cont + cls 86.83 99.68

Table 3.4: Ablation to understand the importance of the contrast and classifier distillation. We find
that the contrast is crucial for our setting. Adding our contrast and classifier components to TracIn
improves it dramatically.

Recall that our work proposes three modifications to the standard influence estimate method:

the contrast, the use of gradient steps, and the use of a classifier. Table 3.4 illustrates the impact of

each of these choices on the London-Belfast perturbation setting.2 Removing the classifier results

in a substantial auPR drop of almost 10% but only small changes to auROC. Removing the contrast

results in an extreme performance drop of almost 80% auPR. Even after removing both the classifier

and contrast, we find that the use of gradient steps alone still improves upon TracIn, and adding

both contrast and classifier components to TracIn dramatically improves TracIn, though still not to

the level of our full proposed approach.

2We picked this setting since it had the largest delta over the baselines. We ran an ablation on one perturbation since
it was computationally expensive to run an ablation for all perturbations for TracIn.
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3.1.6 Sensitivity to Hyperparameters

For the results presented in Table 3.3, we randomly selected five error samples and took gradient

steps at checkpoint 1 for three gradient steps with a learning rate of 5e − 6. We now run some

experiments to check the sensitivity of our method to these hyperparameter choices. Since these

hyperparameters are associated with the gradient approximation Sc
grad, we do not perform any

classifier distillation for these experiments.

3.1.6.1 Number of examples

We have evaluated our synthetic hallucinations using only five examples, but we may ask

whether the settings where our method performs relatively worse, such as the Wales-Scotland

perturbation, can be further improved with more examples. Table 3.5 shows that going from 5 to 15

examples provides substantial auPR improvements (68 to 72%), but even a few examples perform

well.

Num Examples auPR auROC

5 68.55 97.53
10 72.31 97.98
15 72.27 98.07
20 71.37 97.97

Table 3.5: Performance of our contrast-based tracing approach. We find that increasing the number
of examples leads to substantial improvements in auPR.

3.1.6.2 Number of gradient steps

Our results rely on taking gradient steps to estimate the influence of training examples. Table 3.6

show how the number of gradient steps affects the performance of our method for the London-

Belfast setting. We observe that the 3-5 gradient steps works well for our method, and going beyond

that leads to a slight degradation in auPR. Overall, we find that our method is fairly robust to this

hyperparameter.
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Num Steps auPR auROC

3 86.47 98.99
5 86.22 99.00

10 85.68 99.07
15 85.14 99.16
20 84.15 99.20

Table 3.6: Performance of our method vs. number of gradient steps. We see that increasing the
number of steps does not lead to improvements in performance.

3.1.6.3 Learning Rate

Table 3.7 shows the performance of our method vs. the choice of learning rate for the London-

Belfast perturbation. We find that smaller learning rates between 1e− 6 and 1e− 5 result in the best

overall performance. Increasing the learning rate beyond 1e− 5 leads to a degradation in auPR.

LR auPR auROC

1e-6 86.73 99.01
5e-6 86.47 98.99
1e-5 86.11 99.0
5e-5 83.72 99.13
1e-4 81.06 99.07

Table 3.7: Performance of our method vs. learning rate. Smaller learning rates lead to best
performance, with larger learning rates resulting in degradation.

3.1.6.4 Checkpoint

The synthetic hallucination results for our method were computed by taking gradient steps at

checkpoint 1. Table 3.8 shows results for all checkpoints using our approach (without the classifier

distillation), for the England-China perturbation.3 We find that checkpoint 1 is optimal, but other

choices of checkpoint do not substantially degrade performance (up to 8% auPR). Crucially, our

method performs drastically better than prior work regardless of which checkpoint we use. We note

that these results were computed after 5 gradient steps with a learning rate of 1e− 5. Optimizing

3We randomly picked this perturbation since we just want to see how much performance changes across checkpoints.
We pick only one perturbation due to computational cost.
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Chkpt auPR auROC

0 82.47 99.21

1 85.70 99.05

2 83.47 99.08

3 79.22 98.78

4 80.53 98.74

5 78.61 98.01

6 77.95 98.45

7 78.19 98.44

8 77.45 98.16

9 76.93 98.11

10 76.92 98.06

Table 3.8: Ablations for England-China perturbation across epochs (without classifier distillation).
We see that chkpt 1 is the optimal setting.

these hyperparameters further for each checkpoint could have yielded better results.

In conclusion, our approach significantly outperforms prior work in attributing the cause

of hallucinations in generated summaries. Our proposed components are well-suited for the

NLG setting, and integrating them into the baseline TracIn approach substantially improves its

performance. Additionally, our approach proves fairly robust across hyperparameter choices.

3.2 The Impact of Pretraining Biases on Faithfulness

This is based on Ladhak, Durmus, Suzgun, et al. (2023), which was work done in collaboration with

researchers from Stanford University.

In §3.1 we looked at how we can attribute faithfulness errors to noise in the training data.

Current summarization systems, however, are built on top of pretrained language models, and it

is possible that these pretrained LMs may be contributing to the observed faithfulness errors in

state-of-the-art summarization systems. The contribution of pretrained LMs on errors observed in

downstream tasks is under-explored in the current literature. Therefore, in this section, we explore
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how distributional biases from pretraining can affect the observed hallucinations in the downstream

summarization system.

As previously stated, finetuning pretrained large language models (LLMs) has recently become

the de facto approach to building effective text summarization systems (Devlin et al. 2019; J. Zhang

et al. 2020; Lewis et al. 2020). While these LLMs have led to substantial performance gains, prior

studies have shown, through intrinsic evaluations, that LLMs often contain various linguistic and

societal biases (J. Zhang et al. 2020; Bommasani, Hudson, et al. 2021). It is unclear, however,

how these distributional biases propagate to downstream natural-language tasks. A systematic

investigation of this fundamental question would not only shed some light on our understanding of

the pretraining artifacts in recent data-driven models but also facilitate the development of more

reliable systems that can be deployed for real-world use cases.

In this section, we study how a particular type of bias, deriving from name-nationality stereo-

types, propagates from pretraining to downstream summarization systems and manifests itself as

hallucinated facts. Prior work has shown that text summarization systems suffer from generating

information that is not supported by the original article (Z. Cao et al. 2018; Falke et al. 2019;

Maynez et al. 2020). We first demonstrate a new type of hallucination, where the model attributes

a nationality for an entity in the input article that is not supported by, or is in direct contradiction

with, the information contained in the article. We then present a new out-of-distribution evaluation

dataset and study how biases from the pretrained models contribute to observed hallucinations.

We first show that summarization models have a disproportionately high rate of hallucinations

for Asian entities. We then propose an intrinsic measure to understand how these ethnicity-specific

hallucinations may arise from biases in the pretrained language models. By correlating these two

measures, we find a strong association between the pretrained LMs’ intrinsic bias and the observed

hallucinations in the downstream summarization models.

We further study how different modeling choices—such as pretrained LM, dataset, and adap-

tation method—affect the generated hallucinations. We find that the propagation of these biases

depends on the algorithm: more abstractive models allow these biases to propagate more directly
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Article: Jung Lee is a well-known French writer who was born in Paris. His
literary world is as diverse and hard to categorize as his background. He has lived
in both urban and rural areas, deep in the mountains and in the seaside towns, and
has developed a wide range of interests from the tradition of Confucian culture to
advertising.

Generated Summary: Jung Lee is one of South Korea’s best-known writers.

Table 3.9: An article and generated summary from BART model trained on XSum dataset. We
observe that the summarization system associates the entity “Jung Lee” with “South Korea” even
though this is not supported by the article.

than more extractive models. Furthermore, the finetuning data choice affects the bias propagation

since models trained on more extractive datasets generate more extractive summaries and thus

hallucinate less. Finally, we find that the adaptation method plays an important role; methods such as

adapter finetuning that finetune a smaller number of parameters generate fewer hallucinations than

finetuning the entire model. Surprisingly, while different modeling decisions change the amount of

hallucination observed, the distribution of hallucinations across the different nationalities remains

essentially the same. This suggests that more work is needed in order to mitigate such hallucination

biases.

3.2.1 Name-Nationality Hallucinations in Text Summarization

Despite the improved performance of text summarization systems, recent work has shown that

they still suffer from generating text that is not consistent with the source article (i.e., unfaithful; Z.

Cao et al. 2018; Falke et al. 2019; Kryscinski, Keskar, et al. 2019; Durmus, H. He, et al. 2020). One

predominant type of faithfulness error is entity hallucination, where the model generates entities

that are not supported by the source article (Nan, Nallapati, et al. 2021). In this work, we introduce

a related but new type of faithfulness error called name-nationality hallucination – where the model

hallucinates the wrong nationality for an entity in the source article. Table 3.9 shows an article and

generated summary with this type of hallucination. We observe that the model wrongly associates

“Jung Lee” with “South Korea” even though the article explicitly says that this entity has “French”

nationality and “was born in Paris”.
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3.2.1.1 Wikipedia Name-Nationality Dataset

In order to study this name-nationality bias, we introduce a new evaluation dataset, which we

call WIKI-NATIONALITY.4 We constructed this dataset in three main steps. (i) We compiled a list

of entities (i.e., notable individuals such as famous politicians, scientists, and musicians) for each

nationality mentioned on the List of People by Nationality page on Wikipedia. (ii) We then scraped

the corresponding biography page for each entity on the list. (iii) Finally, we took the introduction

paragraph (lead) of each biography page as an input article to our summarization models.

Nationality # Examples

American 994
Cuban 481
Brazilian 692
French 971
Finnish 960
German 976
British 980
Japanese 683
Korean 442
Chinese 562
Kenyan 272
Nigerian 244
Tanzanian 251
Ethiopian 247

Table 3.10: Number of entities per nationality in our dataset.

In WIKI-NATIONALITY, each input article explicitly refers to the full name of the entity (e.g.,

Antoine Richard), as well as their nationality (e.g., France/French). Overall, our dataset contains the

biographies of over nine thousand unique individuals from fifteen different nationalities—including,

but not limited to, American, Brazilian, Cuban, German, French, Japanese, and Nigerian. Table 3.10

shows the breakdown of nationalities in the WIKI-NATIONALITY dataset.

Since each input article in our dataset contains a clear association between a unique entity and

its nationality, we can perform perturbations to the input texts of our summarization models to

4Dataset can be found at https://github.com/fladhak/pretraining_biases.

54

https://en.wikipedia.org/wiki/List_of_people_by_nationality
https://github.com/fladhak/pretraining_biases


Original Article

Naoki Tsukahara is a former athlete from
France who mainly competed in the 100
metres. He was French 100 metre champion on
5 occasions, and also 200 metre winner in
1985.  He also won the French 60 metres title 5
times as well.

Perturbed Article

Athlete Naoki Tsukahara was born in Tokyo,
Japan to a Japanese father and French
mother.

Generated Summary

Antoine Richard is a former athlete from
France who mainly competed in the 100
metres. He was French 100 metre champion on
5 occasions, and also 200 metre winner in
1985.  He also won the French 60 metres title 5
times as well.

Figure 3.1: Example perturbation. The entity "Antoine Richard" in the original article is replaced
with "Naoki Tshukahara" while keeping the rest of the article the same. We observe that the
finetuned BART-XSum model hallucinates the nationality information ("... was born in Tokyo,
Japan") in the generated summary. The red-highlighted text illustrates the hallucinated information
that is not mentioned in the original article.

systematically study the name-nationality hallucinations for the entities from different nationalities

under different summarization models.

More specifically, we perform these perturbations by taking each entity/biography pair and

swapping the entity’s name with a new name associated with a different nationality while keeping

the rest of the biography fixed. Figure 3.1 shows an example of a perturbed article and generated

summary. The original article has the entity “Antoine Richard”. In the perturbed article, we replace

this name with “Naoki Tsukahara” but keep the rest of the context the same, including the nationality

information. We identify hallucinations by looking for summaries that contain the new, perturbed

entity’s nationality instead of the nationality mentioned in the input biography. This framework

is similar to methods proposed by prior work to understand the entity disambiguation capabilities

of retrieval systems (Anthony Chen et al. 2021) and reliance of question-answering models on

memorized information (Longpre et al. 2021).
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3.2.1.2 Experimental Setup

As described in § 3.2.1.1, we apply perturbations to the original articles to replace all mentions of

an entity with a new entity from a different nationality. We randomly sample 400 perturbed articles

per pair of countries in the dataset to analyze factors affecting name-nationality hallucinations. We

aim to understand whether the frequency of these hallucinations differs across nationalities. We will

then explore whether these hallucinations can be traced back to the associations in the pretraining

models.

We use existing state-of-the-art summarization models that are finetuned on the XSUM dataset

(Narayan et al. 2018) — namely, BART and PEGASUS — to generate summaries for both the

original and the perturbed articles.5 We select these two specific models because they generate

summaries at varying extractiveness levels; summaries generated by BART are more abstractive

compared to the summaries generated by PEGASUS. We expect a faithful summarizer to only rely

on the information present in the article while generating the summary and not generate nationalities

based on an entity’s name.

Hallucination rate. We define a nationality hallucination as a generated summary that references

the original nationality of the inserted entity rather than the nationality in the input article. Halluci-

nation rate is simply the percentage of generated summaries that contain a nationality hallucination.

We measure the hallucination rate across different levels of granularity – per country, per continent,

and per model.

3.2.1.3 Hallucination Results

Figure 3.2 shows the hallucination rate for each pair of countries, i.e., when we replace entities

from an original nationality with a new entity from a perturbed nationality. We observe that the

hallucination rate is significantly higher for Asian nationalities. For instance, the BART-XSum

model hallucinates Korean and Vietnamese nationalities for a third of the generated summaries,

5We use trained checkpoints from the Hugging Face Model Hub (Wolf et al. 2020).
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directly contradicting the context. The model strongly associates Korean and Vietnamese names

with their nationality and is less likely to associate these names with other nationalities (such as

American).

On the other hand, for countries in the Americas, the average hallucination is much lower—in

fact, less than 5% for each country. Interestingly, the model has a higher average hallucination rate

when we insert a European name into an Asian or African context, compared to inserting it into an

American or European context (21% vs. 6% respectively).

ROUGE-L Density American European Asian African

BART-XSum 36.38 2.04 2.83 13.08 27.10 3.66
PEGASUS-XSum 38.33 8.53 0.62 1.37 4.57 1.60

Table 3.11: Density and hallucination rate for BART and PEGASUS. Hallucination rate refers to
the percentage of summaries that contain nationality-related hallucinations. Our results indicate
that PEGASUS is significantly more extractive than BART (on average copying ∼ 8 consecutive
tokens from the source article); therefore, we do not observe name-nationality hallucinations with
PEGASUS as much as with BART.

Unlike BART, name-nationality hallucinations are not as prominent for PEGASUS, as the

generated summaries appear to be extractive, mostly copying the spans from the input article.

Table 3.11 shows the average density (average length of fragments that are extracted from the

article; Grusky et al. 2018) as well as the hallucination rate for the nationalities from different

regions. PEGASUS hallucinates less than BART overall; however, it still has the same pattern

across continents, with more hallucinations for Asian nationalities than other nationalities.

One potential question that could arise is whether or not these hallucinations occur due to

memorization since these LLMs are typically trained on data that contains Wikipedia. However, if

the hallucination issue was due to memorization, we would expect high hallucination rates for all

entities rather than just Asian entities since all entities are taken from Wikipedia. To further test this,

we sample additional non-Wikipedia entities for European and Asian countries, which we insert

into the same contexts used for Figure 3.2.6 Figure 3.3 shows the hallucination rates for this new

setup. We find that there is a similar biased pattern of hallucination, i.e. higher hallucination rates
6The entity names for each of the nationalities were sampled from https://github.com/d4em0n/nationality-classify.
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Figure 3.2: Hallucination rate for BART finetuned on XSUM. Red corresponds to higher and Blue
corresponds to lower hallucination rate. We observe that the hallucination rate is higher for Asian
nationalities.
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Figure 3.3: Hallucination rate for BART finetuned on XSUM for non-wikipedia entities. Red
corresponds to higher and Blue corresponds to lower hallucination rate. Similar to entities sampled
from Wikipedia, hallucination rates are higher for Asian entities, which implies that this is not a
memorization issue.

for Asian countries. For example, the hallucination rates for Germany and France are 4% and 2%

respectively, whereas, for China and Vietnam, the hallucination rates are 26% and 32%, respectively.

This provides further evidence that the hallucinations are not simply due to memorization of entities

from Wikipedia.

3.2.2 The Effect of Pretraining Models

In §3.2.1.3, we demonstrate that name-nationality hallucinations are predominant, especially for

the BART model and for Asian nationalities. This section will explore whether these hallucinations

are driven by stereotypes learned during pretraining. Prior work has shown that in addition to

learning linguistic knowledge such as syntax, grammar, and structure, pretrained LLMs can also

capture and store relational knowledge from their pretraining corpus (Petroni et al. 2019). While

encoding such relational knowledge can be helpful in certain downstream tasks, such as question

answering, some of these associations may propagate biases to downstream tasks. We explore

whether the name-nationality hallucinations may be attributed to the associations in pretraining

59



models.

3.2.2.1 Intrinsic Evaluation

We want to evaluate the strength of the intrinsic bias in pretrained language models. We will

use the term intrinsic bias to indicate stereotypical associations between names and their nationality

in pretrained models since names are not inherently associated with a particular nationality.

Although it may not be inherently harmful for pretrained models to associate specific names

with nationalities, we argue that these biases may lead to the hallucinations we observe in our

downstream summarization task. We hypothesize that systems that have stronger name-nationality

associations will have more hallucinations. We probe the LM for name-nationality pairs from

our WIKI-NATIONALITY dataset to see what nationality it would assign to the name. We use the

following prompt:

• [Name] is a citizen of [MASK].

We then measure the accuracy of pretrained models in predicting the corresponding nationality

of a named entity. Given the input prompt, we compute the score for all possible countries. A

model’s prediction is marked as correct if the correct country has the highest score. We further

experimented with different prompts such as "[Name] is from [MASK]" and "[Name]’s country

of origin is [MASK]" but did not find qualitatively different results.

American European Asian African

BART 14.33 54.50 71.20 35.33
PEGASUS 12.33 18.50 44.00 15.67

Table 3.12: Zero-shot accuracy for nationality prediction under the BART and PEGASUS models.
The model accuracy is significantly higher for Asian nationalities.

3.2.2.2 Results

We measure intrinsic bias by looking at the zero-shot accuracy of pretrained LMs in predicting

the nationality of a given name, as described above. The results in Table 3.12 show that BART attains
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BART PEGASUS

Japanese 89 45
Chinese 76 87
Korean 82 22

Vietnamese 92 54

Table 3.13: Zero-shot accuracy breakdown for Asian nationalities.

higher overall accuracy than PEGASUS, implying that the model has learned stronger associations

between names and nationalities. Though PEGASUS has relatively weaker associations, we see

that the trends are very similar to BART – the highest accuracies are obtained for Asian nationalities

and lower accuracies for countries in the Americas.

Table 3.13 further details the breakdown of the pretrained models’ accuracy in predicting name-

nationality association for Asian nationalities. We observe that BART achieves relatively high

accuracy for most Asian nationalities, whereas PEGASUS gets lower accuracy in general (except

Chinese). The zero-shot accuracies for the BART model line up perfectly with the hallucination rate

observed in Figure 3.2 – the model hallucinates more for countries where it achieves high zero-shot

accuracy, such as Vietnam and Japan.

3.2.2.3 Correlation between Intrinsic Bias and Extrinsic Hallucinations

Our earlier results suggest an association between per-nation extrinsic hallucination rate and

intrinsic bias. We now quantify this relationship and show that there is a close correlation between

intrinsic bias and extrinsic hallucination at the per-nation level.

We plot the relationship between the prediction accuracy from our intrinsic evaluation (intrinsic

bias) vs. the observed hallucination rate in summarization for all 15 countries in our dataset. As

shown in Figure 3.4, we find that there is a strong correlation between the intrinsic and extrinsic

evaluation for both Pegasus (Figure 3.4b) and BART (Figure 3.4a). While PEGASUS has fewer

hallucinations overall, its Spearman’s correlation with intrinsic bias is similar to BART (0.81 vs.

0.83 respectively).

We now study whether these correlations between intrinsic bias and extrinsic hallucination

61



0 20 40 60 80 100
intrinsic bias

10

0

10

20

30

ex
tri

ns
ic 

ha
llu

cin
at

io
n 

ra
te Spearman's : 0.80

BART

(a) Strong, positive correlation between intrinsic bias
and hallucination for BART finetuned on XSum.
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(b) Finetuning PEGASUS instead of BART leads
to fewer hallucinations, but the hallucination rate is
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(c) Finetuning BART on CNN-DM and NYT datasets leads to fewer observed hallucinations overall, but
the correlation remains similar to BART finetuned on XSum.

Figure 3.4: Correlation of intrinsic bias vs. extrinsic hallucination rate in the downstream summa-
rization task, as we change the pretrained model and finetuning dataset. There is a strong, positive
correlation across all settings.
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measures hold across a range of datasets and adaptation methods.

3.2.3 The Effect of Finetuning Dataset and Adaptation Method

We explore how certain design choices for finetuning such as the finetuning dataset and the

adaptation method, affect the propagation of bias for summarization. Our empirical findings suggest

that carefully considering these choices may be important in reducing the effect of pretraining biases

for the downstream task.

R-L Density American European Asian African Ovr

BART-finetune 36.38 2.05 2.83 13.08 27.10 3.66 12.87
BART-adapter 35.11 1.72 2.06 8.14 12.76 1.37 6.71
BART-last-layer 32.63 4.67 0.71 3.04 11.58 1.03 4.55

Table 3.14: Adaptation methods for BART on XSum. R-L is the ROUGE-L score on the XSum test
dataset. Ovr is the overall hallucination rate across all the nations. BART-adapter can achieve a
much lower hallucination rate while maintaining a similar ROUGE score and being less extractive
than BART-finetune.

3.2.3.1 Changing Finetuning Datasets

Our previous experiments show that BART has a strong intrinsic bias for zero-shot name-

nationality association, and when trained on XSum (Narayan et al. 2018), the prior manifests as

biased hallucinations in generated summaries. Prior work has shown that the XSum dataset is

especially noisy, and models trained on this dataset exhibit large amounts of hallucination (Maynez

et al. 2020). We investigate whether finetuning on cleaner datasets can reduce the amount of biased

hallucination we observe. To do this, we finetune BART on the CNN-DM (See et al. 2017; Hermann

et al. 2015) and NYT (Sandhaus 2008) datasets (BART-CNN and BART-NYT respectively). As

shown in Figure 3.4c, while the overall hallucination rates drop, the strong correlation between

intrinsic bias and hallucination rates persists.
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3.2.3.2 Changing Adaptation Methods

We explore different adaptation methods and their effect on the hallucination rate for BART

when trained on XSum. Prior work has shown that finetuning a smaller set of parameters can lead

to more robust models than standard finetuning (W. Han et al. 2021; Kirichenko et al. 2022). We

examine whether these approaches can also lead to reduced hallucinations in summarization. In

particular, we compare standard finetuning against adapter finetuning (Houlsby et al. 2019) and

finetuning the last layer of the decoder (while keeping the rest of the network fixed) for the XSum

dataset. For BART-adapter, we use the XSum-trained checkpoint from Pfeiffer et al. (2020), which

places an adapter after each feed-forward block in all transformer layers. For BART-last-layer,

we finetune the last layer for 10 epochs, with early stopping, with a learning rate of 1e-4, and an

effective batch size of 256. We report the ROUGE-L score on the XSum test set in order to see what

effect training a smaller number of parameters has on the summarization model’s overall quality.

Table 3.14 shows the results for how applying different adaptation methods changes the halluci-

nation rate. We see that adapter finetuning halves the overall hallucination rate while maintaining

a similar ROUGE score as standard finetuning. Finetuning the last layer only, leads to a model

that generates fewer hallucinations overall, albeit while being significantly more extractive than

the model trained using standard finetuning. Both adapter finetuning and last-layer finetuning lead

to drops in ROUGE scores, with the last-layer finetuned model having the larger drop. While

finetuning a smaller number of parameters does lead to fewer observed hallucinations, we see that

the distribution of errors across different countries/regions remains unchanged and largely mirrors

the intrinsic results. This provides further evidence that pretraining biases can propagate to the

downstream summarization task and affect model behavior.

3.3 Related Work

Prior work has shown that state-of-the-art summarization systems suffer from generating unfaith-

ful text (Z. Cao et al. 2018; Falke et al. 2019; Kryscinski, Keskar, et al. 2019; Maynez et al. 2020;
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Pagnoni et al. 2021; Kryscinski, McCann, et al. 2020). These studies mostly focused on evaluating

and improving the faithfulness of the summarization systems. Recent studies have also shown that

factors such as dataset quality (Maynez et al. 2020) and abstractiveness (Ladhak, Durmus, H. He,

et al. 2022; Durmus, H. He, et al. 2020) affect the faithfulness of systems. The work in this chapter

complements recent work in faithfulness literature by attempting to attribute the cause of observed

faithfulness errors in summarization systems to noise in the training data and biases in pretrained

language models.

Our work on attributing hallucinations to noise in the training data is closely related to the

literature on understanding how training data influences the behavior of models on test examples.

Influence function based methods (Koh and Liang 2017) are closest to ours, as they seek to

understand how removing data impacts model predictions, often in classification settings (X. Han et

al. 2020). While there have been substantial improvements upon the original Taylor approximation-

based method (Koh and Liang 2017) via the use of multiple checkpoints (Pruthi et al. 2020)

and modifications to the hessian approximation (Hara et al. 2019; Schioppa et al. 2022), they

can be brittle and recent work has shown that they can under-perform simple lexical similarity

baselines (Akyürek et al. 2022). Our work improves upon these methods by proposing a contrast-

based approach that substantially improves data error identification for natural language generation

tasks.

Other approaches to error tracing include embedding and similarity-based methods that seek to

find examples that are similar to a given test example or error (Rajani et al. 2020; W. Yuan et al.

2021). However, we find that although these methods often improve upon influence-based estimates

and are useful for interpreting errors, they still do not achieve high enough precision and recall

to substantially improve downstream properties such as hallucination rates. Besides error tracing,

there is a lot of work on the attribution of model outputs to input features (Simonyan et al. 2014;

Sundararajan et al. 2017) and model parameters (D. Dai et al. 2022; Mitchell et al. 2022; Tenney

et al. 2019). Our work on error tracing to the dataset is complementary to these approaches.

While there has been a lot of work looking at intrinsic biases in pretrained language models
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and hallucinations in downstream summarization systems built from these language models, there

has been no prior work analyzing how biases encoded in the pretraining models manifest as

hallucinations. We believe this is an important direction to study since intrinsic measures do not

always correlate with extrinsic measures. Furthermore, it is important to understand the factors that

play a role in bias propagation when adapting the pretrained language models for the summarization

task.

Recent work has shown that NLP models exhibit biases from their training datasets (Caliskan

et al. 2017; J. Zhao, T. Wang, Yatskar, Cotterell, et al. 2019; Kurita et al. 2019; Sun et al. 2019;

Bartl et al. 2020; Rae et al. 2021; Honnavalli et al. 2022). Most of the prior work has focused on

intrinsic evaluations of bias, i.e., probing the fairness of the model representations and showing

that these representations (e.g., word embeddings) encode societal biases (W. Guo and Caliskan

2021; Nangia et al. 2020; Sun et al. 2019). However, there have been mixed findings about how

the intrinsic evaluation reflects the bias propagation to downstream tasks. While Jin et al. (2021)

have shown that biases in LLMs significantly affect downstream task fairness, Y. Cao et al. (2022)

and Goldfarb-Tarrant et al. (2021) have found that intrinsic measures do not correlate with extrinsic

measures. They emphasize the need to focus on extrinsic measures and develop new challenge sets

to detect and mitigate biases for specific downstream applications.

Several recent approaches (Dhamala et al. 2021; De-Arteaga et al. 2019; J. Zhao, T. Wang,

Yatskar, Ordonez, and Kai-Wei Chang 2018) have studied the extrinsic evaluation of bias, i.e., they

evaluate the fairness of the system through downstream predictions. However, most of them focus

on classification tasks such as coreference resolution (J. Zhao, T. Wang, Yatskar, Ordonez, and

Kai-Wei Chang 2018) and hate speech detection (Blodgett et al. 2020). We extend this line of work

to study the propagation of pretraining biases to a downstream language generation task. To the

best of our knowledge, this is the first work studying the impact of adaptation methods, such as

finetuning to the propagation of biases for text summarization.

Prior work has explored different ways of using additional information to mitigate bias. These

approaches include designing data augmentation methods (J. Zhao, T. Wang, Yatskar, Ordonez,
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and Kai-Wei Chang 2018; K. Lee, L. He, Lewis, et al. 2017; K. Lee, L. He, and Zettlemoyer 2018;

J. Zhao, Y. Zhou, et al. 2018; Park et al. 2018), tagging training data with gender labels (Prates et al.

2018; Vanmassenhove et al. 2018), debiasing word embeddings (Bolukbasi et al. 2016; J. Zhao,

Y. Zhou, et al. 2018), and explicitly balancing gender ratios in model predictions (J. Zhao, T. Wang,

Yatskar, Ordonez, and Kai-Wei Chang 2017). Prior work has shown that some of these debiasing

techniques are not fully effective in eliminating intrinsic bias (Gonen and Goldberg 2019).

In contrast to this line of work, we specifically aim to understand the effect of different adaptation

methods on bias propagation. Selecting a suitable adaptation method is an important design decision

in adapting the pretrained language models for the task of interest. We suggest that the amount of

bias that is propagated by each of these adaptation methods should be accounted for in this decision.

For example, we find that simply adapting a smaller set of parameters (e.g., the last layer) can

significantly reduce downstream biases observed for summarization models.

3.4 Conclusion and Limitations

In §3.1, we explored error tracing as a way of attributing model hallucination back to noise in

the summarization training data. In order to do this, we first create a synthetic benchmark where

we inject noise in the training data that directly leads to hallucinations in the generated summaries.

We show that the existing state-of-the-art approaches for error tracing in classification settings, do

not work at all for our hallucination benchmark. We then propose a novel contrast-based method

that fixes the shortcomings of existing gradient-based approaches for error attribution and show

that our approach performs dramatically better at identifying the source of hallucinations. We

perform several ablations and show that our approach is fairly robust to hyperparameter choices,

but having the contrast is crucial for good performance in the attribution of text generations. We

demonstrate that our proposed fixes are broadly applicable, and when we incorporate our ideas of a

contrast-based measure and classifier distillation into an existing method (TracIn) we see a dramatic

improvement in performance.

In §3.2, we explored how pretraining biases can lead to hallucinations in downstream summa-
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rization systems. In particular, we introduced a new type of faithfulness error for text summarization,

namely name-nationality hallucinations. We then explored how these hallucinations can be traced

back to the distributional biases in pretrained language models. Furthermore, we demonstrated that

the strong presence of name-nationality biases in pretrained LMs can lead to a significant increase

in hallucination rates in downstream summarization tasks for Asian entities in particular. These

hallucinations aren’t simply due to memorization, as we demonstrate similarly biased behavior when

sampling additional non-Wikipedia entities. Design choices during the finetuning such as dataset

extractiveness and quality, as well as certain adaptation methods, can mitigate the magnitude of such

hallucinations. However, even while the overall hallucination rates drop with simple mitigations, the

observed hallucinations still closely mirror the intrinsic biases in the language models. To address

this biased distribution, we may need interventions at the pretraining stage, and we call on future

work to explore potential mitigations during pretraining that reduce bias propagation to downstream

tasks. Overall, this work highlights the need and urgency to bridge the gap between intrinsic and

extrinsic evaluations to understand when we observe distributional biases in downstream NLP tasks.

While our study offers new insights into how these biases may propagate, we leave for future

work an exploration of the sources of these name-nationality associations in large pretrained

language models. Several such sources should be investigated. For example, it may be that large

language models somehow encode a more essentialist model of the “Asianness" of people and their

names, perhaps because of implicit stereotyping in how Asians are described in pretraining data.

Alternatively, it may be that the languages spoken in some of the Asian countries we investigated

(e.g., Japan, Korea, Vietnam) are more strongly associated with a single country, leading to a strong

name-nationality association, while other languages like Swahili are spoken in many countries

(Swahili is the national language of both Tanzania and Kenya). Alternatively, it may simply be that

the orthographic form of certain groups of names is more identifiable than others. In addition to

understanding the source of this particular association, it’s important for future work to examine the

propagation of other kinds of intrinsic biases or associations to see whether the factors we identify

or others are of overall importance in influencing downstream propagation.
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3.4.1 Limitations

The error attribution work in §3.1 mostly relies on synthetic perturbations to inject noise into

the dataset. While this idea of noise injection to evaluate attribution methods is consistent with

prior work, we acknowledge that synthetic perturbations may not represent realistic hallucination

errors observed in summarization systems. Regardless of this limitation, our work demonstrates

substantial improvements and we consider the creation of better benchmarks for data cleaning

to be important future work. While our approach works well, it treats the influence of training

examples to be an independent scalar value, whereas it’s likely that the effects of training examples

may be dependent on factors such as similarity to other training examples and the order in which

the examples appeared in the training data. We encourage future work to account for interactions

between training instances in performing attribution in order to get more accurate attribution for

system generations.

In our study on how pretraining biases propagate to model hallucinations (§3.2), we only focus

on one type of hallucination — name-nationality hallucination — and aim to trace this hallucination

back to biases encoded in the pretraining data. It is a limitation that this study showcases only

one type of bias, and does not capture other types of biases from the pretraining models that may

also propagate to downstream summarization tasks. Our new evaluation dataset includes entities

that are represented in List of People by Nationality page on Wikipedia. This is by no means

a comprehensive list of entities or balanced in terms of representation of entities from different

demographics. We choose to crawl from Wikipedia since the data is publicly available and datasets

generated from Wikipedia are widely accepted in the NLP community. We used the information

from a person’s biography page to determine their nationality. We filtered the examples if there

was no explicit nationality information. Our assumption is that the nationality information of the

individuals on their biography pages is verified. However, we acknowledge that these pages may

include inaccurate information. Furthermore, our analysis does not take all possible nationalities

into account due to limitations in our evaluation dataset. We call on future work to build on our

study to understand why pretrained language models encode such biases, and most importantly,
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how to extend our preliminary investigations to develop methods for mitigating the effect of these

biases on downstream tasks.
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Chapter 4: Mitigating Faithfulness Errors

In this chapter, we build upon our findings from chapters 2 and 3 and explore how we can

mitigate faithfulness errors in summarization systems. In particular, we focus on two main avenues

for improving faithfulness – adaptively selecting the appropriate level of extractiveness for a given

input article and identifying and removing training instances that lead to faithfulness errors in model

generations.

In §2.2, we show that current state summarization systems tend to struggle when they are

generating more abstractive summaries – a larger fraction of abstractive summaries tend to contain

faithfulness errors. In contrast, when models generate more extractive summaries, they tend to

be consistent with the input article more often than not. Therefore, in §4.1, we explore whether

controlling the level of abstractiveness can be a viable method for improving overall faithfulness. In

particular, train an adaptive selector to select the appropriate level of abstractiveness from a set of

candidate summaries for the given input. This allows us to have a system that can fall back to a more

extractive summary whenever the model struggles to generate an abstractive and faithful summary.

We show that our proposed system is both more abstractive and more faithful than the baseline.

Moreover, we show that, unlike prior work, our proposed approach can consistently improve the

effective faithfulness measure we presented in §2.2, and is always above the control curve.

With our synthetic experiments in §3.1, we saw that inserting a relatively small amount of

noise into the training data can result in hallucinated outputs in our trained summarizer. This is

consistent with findings from prior work that show that noise in the training data contributes to

model hallucinations (Maynez et al. 2020; Kang and T. B. Hashimoto 2020). Therefore, in §4.2, we

explore whether the error attribution method we proposed in §3.1 can be used to identify the source

of observed faithfulness errors in real-word generation tasks. In particular, we use error attribution

to identify potentially noisy training instances and then remove those instances and retrain the
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model. We show that this approach can be an effective way to clean datasets and train models that

have fewer faithfulness errors in their generated outputs.

4.1 Improving Faithfulness by Adaptive Selection

This is based on Ladhak, Durmus, H. He, et al. (2022), which was work done in collaboration with

researchers from Cornell University and NYU.

From our experiments in § 2.2, we find that models cannot consistently generate abstractive

and faithful summaries. As the average extractiveness of a system increases, however, the outputs

tend to be more consistent (albeit more extractive). We hypothesize that we could build a better

overall summarization system by generating several summaries at different levels of extractiveness

and then designing a selector component that can select the most faithful and abstractive summary

from the set of candidates. We use the same quartile models from § 2.2 and first run some oracle

experiments to test the feasibility of this approach. We run these experiments on the same datasets

from subsection 2.2.1, namely Gigaword and WikiHow. Given promising results from the oracle

experiments, we then train a selector model and evaluate our proposed system against the systems

described in subsection 2.2.4, and show that our system can mitigate the faithfulness-abstractiveness

tradeoff and can produce systems that improve effective faithfulness over the control curve.

4.1.1 Experimental Setup

4.1.1.1 Datasets

We conduct our study on the same English abstractive summarization datasets as in subsec-

tion 2.2.1. We briefly describe them again below:

Wikihow. (Koupaee and W. Y. Wang 2018) is a dataset of how-to articles covering a diverse set of

topics collected from the wikihow.com website. Each article contains several paragraphs detailing

step-by-step instructions for a procedural task. There are about 12M such paragraphs in the dataset,

paired with a one-sentence summary.
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Gigaword. (Rush et al. 2015) is a headline generation dataset that contains around 4M examples

extracted from news articles that were collected as part of the Gigaword corpus (Graff et al. 2003).

The model is tasked with generating the headline of the article given the first sentence.

4.1.1.2 Baselines

MLE Baseline. For the simple MLE baseline, we train a BART model on the entire training

set, using the same hyperparameter settings from Lewis et al. (2020), without any mitigation for

improving faithfulness. We refer to this model as baseline.

Loss Truncation. Kang and T. B. Hashimoto (2020) have proposed a method to adaptively remove

high-loss examples to optimize the distinguishability of samples from the model and the reference.

They have shown that the samples generated by this Loss Truncation model achieve higher factuality

ratings compared to the baseline methods.

Dependency Arc Entailment (DAE). Goyal and Greg Durrett (2020) have proposed a factuality

evaluation metric (DAE) that evaluates whether each dependency arc in the generated output is

consistent with the input. They show that their proposed metric works better than existing factuality

metrics while also being able to localize the non-factual parts of the generated output. Goyal

and Greg Durrett (2021) take advantage of DAE’s ability to localize factuality errors and train a

summarization model only on the subset of tokens deemed factual according to the DAE metric.

We follow their methodology to train summarization models.

4.1.2 Oracle Experiments

In §2.2.4, we saw that the above baselines cannot reliably improve over the control in our

effective faithfulness framework. We first aim to understand whether it is possible to mitigate the

faithfulness-abstractiveness tradeoff by designing several oracle experiments where we have access

to human judgments. We describe the different oracles below:
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Dataset Cov. Faithfulness

Gigaword

Baseline 76.12 83.33
bf 77.74 89.57
bfe 61.87 90.67
qfe 63.55 98.00

Wikihow

Baseline 82.52 88.28
bf 83.95 92.20
bfe 70.52 91.32
qfe 72.58 98.61

Table 4.1: Oracle coverage and faithfulness values for Gigaword and Wikihow. The oracle analysis
suggests that controlling for extractiveness can allow us to build systems that mitigate the trade-off.

baseline + faithfulness (bf). We use the output from the baseline model if it is faithful (i.e., at

least two out of three annotators agree that the output is faithful). If the baseline output is not

faithful, we select the output from the quartile model that is more extractive than the baseline to see

whether we can have coverage similar to the baseline but preserve faithfulness.

baseline + faithfulness-extractiveness (bfe). This oracle system behaves similarly to the one

described above when the baseline output is unfaithful. However, rather than always selecting

the baseline output when it is faithful, we pick the output from the quartile model that is more

abstractive than the baseline whenever it is also faithful according to human judgment.

quartile + faithfulness-extractiveness (qfe). Amongst the outputs of all four quartile models, we

pick the most faithful output with the highest level of abstractiveness to understand whether it is

possible to generate abstractive output while remaining faithful.

4.1.2.1 Results

Table 4.1 shows the coverage and faithfulness of the baseline and each of these oracles for

Gigaword and Wikihow. We observe that it is possible to be more faithful than the baseline at a

similar level of abstractiveness (bf). Furthermore, we can be more abstractive than the baseline

while being more faithful (bfe). Selecting the most faithful and abstractive output from the quartile

models achieves a high faithfulness score (≈98%) while having significantly less coverage than the
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baseline. This oracle analysis suggests that controlling the level of extractiveness brings additional

benefits by allowing us to fall back on a more extractive and faithful output. Therefore, it should be

possible to build models that can mitigate the faithfulness-abstractiveness trade-off by controlling

the level of extractiveness. Given this, we further explore whether we can learn a selector that is

capable of doing this selection automatically to mitigate the faithfulness-abstractiveness trade-off.

4.1.3 Selector Model

The oracle experiments show that achieving substantial improvements in faithfulness is possible

without increasing overall extractiveness. Given these results, we seek to build a system that

achieves a better effective faithfulness than prior work by designing a selector that can identify the

most abstractive but faithful output to improve for any given input. We first generate four possible

candidate summaries using the quartile models (described in §2.2.3.1) for each example in the

validation set. This provides us with summaries of varying levels of extractiveness. For our selector,

we finetune a FactCC model (Kryscinski, McCann, et al. 2020) on the data we collected to generate

the trade-off curve, using 10-fold cross-validation to assign faithfulness scores to the generated

summaries (in the test folds).1

In addition, we learn a threshold for the faithfulness score that maximizes the area under the

ROC curve (Selector-ROC) (also using 10-fold cross-validation). For each example in the test fold,

we select the most abstractive candidate (amongst the four possible candidates from the quartile

models) that is considered faithful according to the finetuned FactCC model (i.e., the faithfulness

score is above the tuned threshold). Instead of maximizing for the area under the ROC curve, we

can also tune the faithfulness threshold to maximize Fβ scores (Selector-Fβ). Using Fβ score with

β < 1 allows us to assign a higher weight to the precision of our selector, which would result in

outputs with higher coverage and faithfulness. We find that finetuning FactCC is essential since the

pretrained FactCC model is trained on a different dataset and does not transfer well to our settings.

This is consistent with the findings of Goyal and Greg Durrett (2021).

1We collected annotations for 200 articles for each of the quartile models.
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Gigaword Wikihow
Coverage Faithfulness Coverage Faithfulness

Baseline 76.12 83.33 82.76 86.94
Loss Truncation 79.55 87.17 84.93 87.84
DAE 78.23 86.33 84.15 88.83
Selector-ROC (Ours) 64.58 84.17 78.67 87.84
Selector-Fβ (Ours)
β
0.5 54.77 76.83 64.24 79.82
0.4 59.79 81.67 67.81 81.71
0.3 60.72 82.00 68.53 83.15
0.2 68.38 86.00 78.67 87.84
0.1 79.92 88.00 84.72 89.19

Table 4.2: Coverage and faithfulness scores for the baselines and our proposed methods. We show
that with our method we are able to get models that are both more faithful and more abstractive
than the baseline.

4.1.4 Results

Table 4.2 shows the coverage and faithfulness results for the baseline, Loss Truncation, DAE,

and selectors. We observe that as we use smaller values for β for Selector-Fβ , we get more extractive

and more faithful outputs. This allows us to have a trade-off between faithfulness and abstractiveness.

Moreover, with both Selector-ROC and Selector-Fβ, we produce output with less coverage but

higher faithfulness scores than the baseline. For Wikihow, Selector-ROC produces outputs with

lower coverage but similar faithfulness scores to Loss Truncation. We can further obtain a higher

faithfulness score at a similar coverage level as DAE and Loss truncation with Selector-Fβ with

β = 0.1. For Gigaword, Select-ROC produces output with significantly lower coverage than Loss

Truncation and DAE. Selector-Fβ produces output with similar coverage to Loss Truncation with a

higher faithfulness score (β = 0.1).

It is important to understand whether models improve faithfulness by simply being more

extractive or if they are able to improve effective faithfulness. In order to understand this, we

measure whether the models get improvement in faithfulness over the control operating at the same

level of extractiveness, as described in §2.2. In Figure 4.1, we plot the faithfulness-abstractiveness
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(d) Selector-Fβ and the baseline trade-off on Wikihow.

Figure 4.1: Faithfulness-Abstractiveness trade-off curves. The blue dots represent the quartile
models used to generate the curve. The purple dot corresponds to the baseline. DAE and Loss
Truncation are depicted by the brown and orange dots respectively. The green dots correspond to
our proposed systems.

curve with the faithfulness and abstractiveness of the quartile models. If a model lies above this

curve, it improves the effective faithfulness. If the model is below this curve, it is not able to improve

the effective faithfulness and it has a worse trade-off than the control operating at the same level of

extractiveness.

For both Gigaword and Wikihow, Selector-ROC lies above the curve improving this trade-off.

However, both the baseline and Loss Truncation models get worse trade-offs than the control

operating at the same level of extractiveness. Similarly, we can obtain several models that lie above

the curve for both Gigaword and Wikihow using Selector-Fβ. The selector approach allows us to
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Article If applicable, the description of any people who take part in your study
should be extremely thorough. Each person should be identifiable within
the research. Further, how people join and leave the study should be
noted. If people were selected at random, or if they were family members,
is important to the study. Be sure to consider various ethical concerns
(e.g. risk and consent of participants) if people are involved in your
research.

Baseline
Describe who is involved in the study.

DAE
Identify the people who take part in the study.

Loss Truncation
Describe people who take part in your study.

Selector-ROC
(Ours) Describe all participants thoroughly and with care.

Article Because diarrhea frequently causes dehydration, it is crucial that patients
with IBD remain hydrated. Drink at least 8 glasses of water every day
(or 64 oz). Foods that have a high water content (like watermelon) can
also count toward this minimum. If you have a severe attack of diarrhea,
you are likely to lose electrolytes. In these cases, you might need to
consume beverages such as Pedialyte or Gatorade to help replenish them
[TRUNCATED] ...

Baseline Drink plenty of water to stay hydrated.
Loss Truncation Drink plenty of water.
DAE Drink plenty of water to stay hydrated.
Selector-ROC
(Ours)

Drink plenty of fluids to stay hydrated.

Table 4.3: Example summaries generated by the baseline, DAE, Loss Truncation, and our selector
model. We see that our system tends to result in summaries with more novel words than the baseline
systems.

get better effective faithfulness at different points in the abstractiveness-extractiveness spectrum.

The DAE-based model is able to improve effective faithfulness on the Wikihow dataset, but not on

the Gigaword dataset, indicating that the improvements are not consistent across datasets. Table 4.3

shows example summaries generated by the baseline, Loss Truncation, DAE, and the Selector-ROC

models. We observe that the selector model is able to generate summaries that are faithful to the

original article while having more novel words and phrases in the generated summaries.
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4.2 Data Cleaning for Improved Faithfulness

This is based on Ladhak, Durmus, and T. Hashimoto (2023), which was work done in collaboration

with researchers from Stanford University.

Prior work has shown that noise in the training dataset significantly contributes to observed

faithfulness issues (Maynez et al. 2020; Kang and T. B. Hashimoto 2020). Even with state-of-the-art

models, these faithfulness errors persist if the training data is noisy. For example, it has been shown

that models trained on the XSum dataset result in more hallucinations (Maynez et al. 2020). Recent

work has proposed mitigation strategies to improve the faithfulness of summarization systems, but

these methods may rely on increased extraction to improve faithfulness (as we showed in § 2.2).

Another possible mitigation is to instead train models on cleaner datasets. While some existing

datasets, such as CNN/DM, are relatively clean, they also result in significantly more extractive

output since the references in this dataset are more extractive (Durmus, H. He, et al. 2020). Devel-

oping efficient methods to construct a clean abstractive news summarization dataset remains an

open challenge. In our work, we explore using error attribution methods as a way to identify the

training instances that contribute to faithfulness errors in model generations.

In § 3.1, we proposed a novel method for error attribution and showed that our method performs

significantly better than prior work for tracing the cause of generation errors back to the training data,

using synthetic hallucination experiments. We will now use this method to trace faithfulness errors

of real-world generation tasks back to the training data, in order to clean the training datasets. We

hypothesize that by removing these erroneous training instances identified by our error attribution

method and training new systems on the cleaned version of the training data, we can produce

systems that contain fewer errors in their generations.
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Model Generation Contrast

Michael Mewshaw travel article on
Naples, Italy, describes sights and sounds
of city’s Spanish Quarter and Vomero, two
neighborhoods that have distinctly Euro-
pean flavor.

Travel article on Naples, Italy, describes
sights and sounds of city’s Spanish Quarter
and Vomero, two neighborhoods that have
distinctly European flavor.

Sleeping arrangements author Sarah Fer-
rell article on being bundled up in Arctic
winter gear to get to China to adopt baby
from orphanage.

Sleeping arrangements article on being
bundled up in Arctic winter gear to get
to China to adopt baby from orphanage.

Table 4.4: Examples of contrasts used for the NYT setup. Model generation containing PERSON
entity hallucinations, shown in red, are minimally edited to make them consistent with the original
input articles.

4.2.1 Extrinsic hallucinations in the NYT dataset.

4.2.1.1 Experimental Setup

While our synthetic hallucinations give us a precise way of measuring error tracing performance,

the errors we identify are highly artificial. Our ultimate goal is to develop an effective attribution

method for targeted hallucinations we observe in real-world summarization models. Therefore,

we next propose a real-world setting where we look at PERSON entity hallucinations of neural

summarization systems.

Prior work has shown that state-of-the-art models suffer from generating entities that are not in

the source article, especially when trained on noisy datasets (Nan, Nallapati, et al. 2021; Gunel et al.

2020). For this setup, we identify model generations with named entity hallucinations from a BART

model (Lewis et al. 2020) trained on the NYT dataset (Sandhaus 2008). In particular, we select

examples where the generation has an entity that is not included in the source article, as shown in

Table 4.4. We then study whether the existing attribution methods can map these errors back to

training examples with references with the same type of faithfulness error. We expect an accurate

attribution method to be able to attribute these generations to noisy training examples with named

entity errors in the references.
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We train a BART-large model until convergence on the NYT summarization dataset, saving

intermediate checkpoints at each epoch. We use a learning rate 1e− 4 and an effective batch size of

256. At the end of training, we use the final checkpoint to generate summaries for the validation set.

We then find 20 (random) generated summaries from the validation set that contain hallucinated

PERSON entities and use these examples as DErr for error attribution. In particular, for a given

summary, we find all PERSON entities using spaCy (Honnibal and Montani 2017). If for any of

these entities, all its tokens are missing from an article, we classify the summary as a hallucination.

We post-edit the model generations in DErr to fix hallucination errors, as shown in Table 4.4. We

update checkpoint 1 on DErr for five gradient steps with a learning rate of 1e − 5. For distilling

our contrastive influence estimates (Sc
grad), we take the top 500 scored training examples according

to Sc
grad as positive examples and the bottom 500 scored examples as negative examples, and we

finetune Electra (Clark et al. 2020) for 5 epochs with early stopping, with a learning rate of 2e-5

and a batch size of 8. Electra is an encoder-only language model that has been pretrained using a

discriminative loss, and shown to achieve remarkably improved results on the GLUE benchmark,

making it a suitable choice as the base model for our distilled classifier.

Method auPR auROC

Random 17.75 49.84

BM25 20.77 55.41

BartScore 21.98 60.07

TracIn 20.99 57.27

Our approach 44.72 74.89

Table 4.5: Retrieval results on the NYT dataset. We use spaCy’s NER tagger to get reference labels
to measure auPR and auROC. We see that our approach improves upon prior work by a substantial
margin.

We expect a successful error tracing method to reduce hallucinations when we remove the error

set D. Therefore, we finetune a BART-large model after removing D identified by each method and

run our automated evaluation for PERSON hallucinations. To evaluate a reasonable upper bound on

performance, we use the same spaCy pipeline used during evaluation to remove training data with
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Retrieved training examples by our method

Article: A REVIEWER’S lot is not always happy. A terrific restaurant is discovered,
praised and then kissed good-bye, usually forever. Another awaits. Five years ago, I
swooned over Villa Doria in Bellmore. Now, with the arrival of new owners, chef and staff,
another visit was called for. The place looks much as it did: a somewhat drab dining room
with a more inviting glassed-in porch, overlooking a canal ... [truncated]
Reference: Joanne Starkey reviews Villa Doria restaurant in Bellmore, Long Island (M)

Article: The band members wore uniforms and did some synchronized moves. Their
songs had snappy little hooks and robotic drumbeats. They even started their set with an
introductory video. But Devo was hardly a boy band when it played on Friday night at
Central Park SummerStage, in its first public New York concert since the 1980’s. Just in
time for the current new-wave revival, Devo, which got started in Ohio in 1972 and released
its first album in 1978, returned to prove that its songs still have some bite. Paradoxes have
always collected around Devo ... [truncated]
Reference: Jon Pareles reviews performance by Devo, part of Central Park SummerStage
series; photo (M)

Table 4.6: Training examples retrieved by our system. The hallucinated entity is marked in red.
SpaCy’s NER model is unable to recognize that Joanne Starkey and Jon Pareles are people, and
therefore, it does not count them as hallucinations. Our method is penalized for retrieving these
examples, even though they are correct.

hallucinated PERSON entities and call the resulting hallucination rate the Oracle rate.

4.2.1.2 Results

Table 4.5 shows the retrieval results for the different error attribution approaches. We use spaCy’s

NER tagger to identify the set of training instances that contain PERSON entity hallucinations

and treat that as the ground truth to measure the area under the precision-recall curve (auPR) and

area under the receiver operator characteristic curve (auROC). We see that our method performs

substantially better than prior work both in terms of auPR and auROC. We note that these results

are not as good as what we saw with the synthetic experiments in §3.1.4 since this is a harder task

and the gold labels are noisy (since we rely on an NER tagger).

Table 4.6 shows training instances that were flagged by our method as possible hallucinations but

were penalized according to our automated measure. In this case, the spaCy NER tagger does not

correctly identify the person entities present in the reference summaries, and therefore, our method is
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penalized for retrieving these, even though these are instances of entity hallucinations. Nevertheless,

using spaCy as the reference gives us some approximate measure of how error attribution methods

perform for this task, and even the worst error attribution method is significantly better than random.

Therefore, we should still expect to see improvements when retraining after cleaning the training

dataset.

Method # Rem % Halluc ROUGE-L

Baseline 0 18.05 44.54

Oracle 23K 7.14 44.94

BM25 20K 16.04 44.22
50K 14.81 43.67

BartScore 20K 15.00 44.28
50K 14.27 43.11

TracIn 20K 17.16 43.16
50K 17.86 41.16

Our 20K 11.90 43.82
approach 50K 5.24 42.51

Table 4.7: Hallucination rate for retrained models after removing erroneous examples identified by
each method. We see that our approach does considerably better than the baselines.

Table 4.7 shows the retraining results after removing various training instances using each error

attribution method. We see that when removing 20K examples, which is roughly similar to the

number removed by the oracle, our method can reduce the amount of observed hallucination by

around 34%, compared to 17% by the best baseline approach (BartScore). We are able to outperform

the oracle (70% reduction in hallucination vs 60%) at 50K examples (roughly twice the amount

removed by the oracle) at the cost of a slight decrease in the ROUGE score.

Table 4.8 shows some example systems outputs for the baseline, oracle, and our approach. We

can see that our approach is able to remove errors that an NER tagger can miss. As such, there

are cases where the retrained model based on the NER oracle can actually still generate entity

hallucinations, whereas our model does not. Overall, our results on NYT Summarization indicate

that contrast-based error tracing works well; as few as 20 samples are sufficient to identify a large

number of data errors and reduce hallucinations by 30% to 70%. This is particularly impressive
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as datasets used to train NER taggers tend to contain hundreds of thousands of training instances

(Al-Rfou et al. 2015).
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Examples Summaries

Article: Why are these people not smiling? Michael, Jonathan and Jenifer, the anxious trio
at the heart of ”Snakebit,” David Marshall Grant’s solid and savvy new yuppie melodrama
at the Grove Street Playhouse, should have found a measure of contentment by now. Bright,
good looking, capable, they present themselves as a group that is as likely as any in the
culture to attain full and rewarding lives ... [truncated]
Reference: Peter Marks reviews David Marshall Grant play Snakebit at Grove Street
Playhouse; Jace Alexander directs; photo (M)
Baseline: Ben Brantley reviews Naked Angels production of David Marshall Grant play
Snakebit, directed by Jace Alexander; Geoffrey Nauffts, Jodie Markell and David Alan
Basche star; photo (M)
Oracle: Stephen Holden reviews Naked Angels production of David Marshall Grant play
Snakebit; photo (M)
Our Approach: Review of David Marshall Grant’s new play Snakebit, which is presented
by Naked Angels theater company at Grove Street Playhouse; photo (M)

Article: HERE is a case of pathology with its utilitarian side. In this year’s Yankee media
guide, the ”Opponents” section begins with a photograph of a certain left-handed hitter
with a graceful swing and deceptive smile. Ken Griffey Jr., delights in tormenting the
Yankees, and he did it again last night with a first-inning single that drove in the first run
as the Seattle Mariners went on to beat the Yanks, 8-0. This opponent has a career .410
batting average against the Yankees with 25 home runs and 77 runs batted in ... [truncated]
Reference: George Vecsey Sports of The Times column discusses success Seattle
Mariners outfielder Ken Griffey Jr has had against New York Yankees (M)
Baseline: George Vecsey Sports of The Times column discusses Seattle Mariners
outfielder Ken Griffey Jr, who has career .410 batting average against New York Yankees;
photo (M)
Oracle: George Vecsey Sports of The Times column discusses Seattle Mariners out-
fielder Ken Griffey Jr, who has long-running vendetta against New York Yankees; photo
(M)
Our Approach: Article discusses Seattle Mariners outfielder Ken Griffey Jr’s lifelong
vendetta against New York Yankees; photo (M)

Table 4.8: Example outputs after removing training examples and retraining. Our method is able to
correct some instances that the NER tagger (oracle) approach misses.
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Original Output Contrast

There is a high-priced coffee shop in the
City centre. It is called Fitzbillies and it
is family friendly, but it does have a 1 out
of 5 rating.

There is a high-priced English coffee shop
in the riverside area. It is called Fitzbillies
and it is family friendly, but it does have a
1 out of 5 rating.

Browns Cambridge is coffee shop with
low customer rating. It serves Chinese
food. They are located in Riverside near
the Crowne Plaza Hotel.

Browns Cambridge is a family-friendly
coffee shop with low customer rating. It
serves Chinese food. They are located in
Riverside near the Crowne Plaza Hotel.

Table 4.9: Examples of contrasts used for the E2E setup. Semantic errors in the output are shown in
red. The first example contains a hallucinated location (City center) that is not consistent with the
location in the MR (riverside area). The second example shows a case where a slot that is present in
the MR is omitted from the output (family-friendly).

4.2.2 Semantic Errors in the E2E dataset

4.2.2.1 Experimental Setup

In order to show that our error attribution approach works beyond text summarization, we also

evaluate on the E2E dataset (Novikova et al. 2017), a popular benchmark for generating natural

language descriptions from structured meaning representations (MRs). Prior work has shown that up

to 40% of the E2E dataset contains some form of semantic noise, and models trained on this dataset

tend to generate output that is not faithful to the input MR. They tend to either omit information

in the MR or hallucinate new information that is not present in the MR (Dušek, Novikova, et al.

2020). In order to improve the semantic correctness of models trained on the E2E dataset, Dušek,

Howcroft, et al. (2019) handcrafted rules to fix errors in the dataset based on manual analysis of

hundreds of samples.

We study whether error attribution methods can be used to automatically identify noisy instances

in the E2E training data, given just a few examples of generations with semantic errors. In particular,

we select examples where the output contains a semantic error and then minimally edit the output

to make it consistent with the MR, as shown in Table 4.9. We treat the manually cleaned dataset

from Dušek, Howcroft, et al. (2019) as the oracle and measure how accurately error attribution
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methods are compared to this oracle. In particular, any training instances that were fixed by the

manual rules from Dušek, Howcroft, et al. (2019) are treated as errors that the attribution methods

should identify. We expect good attribution methods to reliably identify noisy training instances,

which, when removed, can lead to models with improved semantic correctness without a drop in

overall performance.

We train a BART-base model until convergence on the E2E dataset, saving intermediate check-

points at each epoch. We use a learning rate of 1e − 4 and an effective batch size of 128. We

then find 5 (random) descriptions from the validation set that contain semantic errors according

to handcrafted rules from Dušek, Howcroft, et al. (2019) and use these examples as DErr for error

attribution. We post-edit the descriptions in DErr to fix semantic errors for our contrast set, as

shown in Table 4.9.2 We update checkpoint 1 on DErr for five gradient steps with a learning rate

of 1e − 5. For distilling our contrastive influence estimates (Sc
grad), we take the top 500 scored

training examples according to Sc
grad as positive examples and the bottom 500 scored examples as

negative examples, and we finetune Electra (Clark et al. 2020) for 5 epochs with early stopping,

with a learning rate of 2e-5 and a batch size of 8.

We expect a successful error tracing method to improve semantic correctness when we remove

the error set D. Therefore, we finetune a BART-base model after removing D identified by each

method and compare the semantic error rate (SemErr) to the baseline. We use the scripts from

Dušek, Howcroft, et al. (2019) to compute SemErr. For the oracle upper bound, we remove all

training instances that would be corrected by the handcrafted rules from Dušek, Howcroft, et al.

(2019) and re-train a BART-base model on the remaining training set.

4.2.2.2 Results

Table 4.10 shows the retrieval results for the different approaches on the E2E dataset. We treat

the set of training instances for which the handcrafted rules from Dušek, Howcroft, et al. (2019)

fire as the ground truth to measure auPR and auROC. Among the error tracing approaches, we find

2Note that unlike Dušek, Howcroft, et al. (2019) who use handcrafted rules to fix input MRs such that they match
the description, we keep the MR unchanged and post-edit the description.
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Method AuPR AuROC

Random 50.49 50.39

BM25 53.11 54.80

BartScore 52.87 54.24

TracIn 65.79 62.54

Ours 71.60 65.34

Table 4.10: Retrieval results on the E2E dataset. We see that our approach substantially improves
upon prior work.

that BM25 and BartScore do not perform much better than the random baseline, while TracIn does

substantially better. We see that our method does drastically better than all other methods in terms

of auPR and auROC. Given these results, we perform the re-training experiments for only TracIn

and our approach, along with the baseline and oracle.

Method SemErr ROUGE-L BLEU

Baseline 6.08 53.42 33.81

Oracle 1.43 54.44 35.42

TracIn 5.08 54.10 34.90

Ours 2.76 54.19 35.19

Table 4.11: Semantic Error Rate (SemErr) for retrained models after removing erroneous examples
identified by each method. We see that our approach does considerably better than TracIn.

Table 4.11 shows the results of retraining after removing erroneous training instances identified

by each method. For a fairer comparison, we remove the same number of instances as identified

by the oracle. We see that our method reduces the relative SemErr of the baseline by almost 55%

compared to a more modest 16% reduction for TracIn. While the oracle achieves a 76% relative

reduction in SemErr, it relies on a lot of manual analysis to write rules, compared to our approach

which only requires 5 error examples. Furthermore, we see that the ROUGE-L and BLEU scores

for our approach are comparable to the oracle system.
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4.3 Related Work

Recent work in abstractive summarization has shown that state-of-the-art systems suffer from

generating information that is inconsistent with the source article, despite their improved success

in producing fluent summaries (Falke et al. 2019; Durmus, H. He, et al. 2020; Lux et al. 2020;

Wilber et al. 2021). Improving faithfulness of summarization systems is essential for deploying

these systems in real-world scenarios, as such recent work has studied methods to improve the

faithfulness of abstractive summarization systems (Matsumaru et al. 2020; Z. Zhao et al. 2020;

Y. Dong, S. Wang, et al. 2020; Goyal and Greg Durrett 2021; Xu et al. 2020; S. Chen et al. 2021;

Zhu et al. 2021). For example, Goyal and Greg Durrett (2021) train summarization systems by

modifying the training objective to maximize the likelihood of the subset of summary tokens that are

considered faithful according to their factuality detection model. Z. Zhao et al. (2020) specifically

target hallucination of quantities in generated summaries and train a verification model that they use

to re-rank summaries such that summaries containing quantities consistent with the source article

are up-ranked. Kang and T. B. Hashimoto (2020) propose a method to adaptively remove high

log loss examples and show that this method achieved better faithfulness scores compared to the

baseline. Although these methods have shown improvements over the compared baselines, unlike

our work, they do not take extractiveness of the generated outputs into account, and as we showed

in §2.2. In contrast, the faithfulness mitigation strategy that we propose in §4.1 shows that by taking

into account extractiveness of generated summaries, we can build a dynamic system that can fall

back to more extractive summaries when unsure leading to an overall mode faithful summarizer

that still improves the effective faithfulness measure that we proposed in §2.2.

Since prior work has shown that some of the faithfulness errors observed in generation systems

can be due to the noise in the dataset (Maynez et al. 2020; Kang and T. B. Hashimoto 2020), we

also explore how the error attribution method we proposed in §3.1 can be used to mitigate errors

in text generation systems. Influence function based methods Koh and Liang 2017 are closest to

our approach, as they seek to understand how removing data impacts model predictions, often in
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classification settings X. Han et al. 2020. While there have been substantial improvements upon

the original Taylor approximation-based method (Koh and Liang 2017) via the use of multiple

checkpoints (Pruthi et al. 2020) and modifications to the hessian approximation (Hara et al. 2019;

Schioppa et al. 2022), they can be brittle and recent work has shown that they can underperform

lexical similarity baselines (Akyürek et al. 2022). Our work improves upon these methods by

proposing a contrast-based approach that substantially improves data error identification for natural

language generation tasks. For error tracing, there are embedding and similarity-based methods that

seek to find examples that are similar to a given test example or error (Rajani et al. 2020; W. Yuan

et al. 2021). However, we find that although these methods often improve upon influence-based

estimates and are useful for interpreting errors, they still do not achieve high enough precision

and recall to substantially improve downstream properties such as hallucination rates. We show

in §4.2 that our approach outperforms all prior work in reducing faithfulness errors in generation

systems. We note that our approach of using error attribution for data cleaning can complement

other solutions to this problem, such as data augmentation via self-training (Kedzie and Mckeown

2019), or the growing literature on modeling-based solutions to this problem, including using

information extraction (Z. Cao et al. 2018) or a QA model (Nan, Nogueira dos Santos, et al. 2021).

4.4 Conclusion and Limitations

In §4.1 we explore controlling abstractiveness as a way of improving overall faithfulness. In

particular, we generate several summaries at different levels of abstractiveness and train a selector

model that can select the most abstractive and faithful summary from the set of candidate summaries.

We show that our approach can improve faithfulness over the baseline system while also being more

abstractive on average. Furthermore, we show that, unlike prior work that aims at improving the

faithfulness of summarization systems, our work does not simply rely on increased extractiveness

to improve faithfulness. We show that our work is able to consistently improve effective faithfulness

across datasets. Furthermore, we show that by adjusting the weight between the precision and

recall of our selector, we can get systems operating at different levels of extractiveness while still
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consistently improving effective faithfulness. Our work shows that building summarization systems

that are more aware of the faithfulness-abstractiveness trade-off can be a viable way to mitigate

faithfulness errors, and we encourage future work to explore this further.

In §4.2 we explore whether error attribution can be used to produce cleaner datasets that lead

to fewer faithfulness errors in model generation. In particular, we compare our proposed error

attribution method against prior work on two real-world generation tasks – summarization on the

NYT dataset and MR to text generation on the E2E dataset. We show that our method outperforms

prior error attribution approaches by a significant margin on both tasks and leads to substantial

reductions in faithfulness errors. On the NYT summarization task, our error attribution method leads

to a comparable reduction in entity hallucinations as a strong oracle system using a state-of-the-art

NER tagger (spaCy), despite only using a handful of error examples. Similarly, on the E2E dataset,

despite only using just a few error examples, the SemErr of our approach is not too far behind

the oracle system, which required a significant amount of manual analysis and handwritten rules.

Overall, our work shows that our error attribution method can be a useful tool to reduce dataset

noise and build better generation systems.

4.4.1 Limitations

Our adaptive selector approach to improving faithfulness relies on the ability to generate

summaries with varying levels of extractiveness. In our work, we actually used summarizers that

are trained on subsets of the dataset at different levels of extractiveness, which means that we

had to train several summarizers along with the selector model. Ideally, we would have a single

summarization system with controllable generation for the level of extractiveness. While we did try

to train a controllable generation model using the approach proposed by Keskar et al. (2019), we

were unable to get that model to reliably generate summaries of different levels of extractiveness.

However, we note that as the literature on controllable generation improves, we should be able to

make our approach more efficient by replacing the existing summarizers with a single model.

Our approach to improving faithfulness by cleaning datasets using error attribution methods
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is based on the premise that faithfulness errors observed in generation systems are due to noise in

the dataset. While there is substantial evidence for this from prior work, and our methods achieve

remarkable results in the datasets we used, it’s possible that the utility of our approach could drop

in cases where we have clean, curated datasets. It’s possible that certain faithfulness errors made by

the model could be due to spurious patterns learned by the model that do not generalize well. In

such cases, it’s unclear whether using our error attribution approach to remove training instances

would alleviate the problem. However, as most large-scale datasets in natural language generation

tend to be sourced from the internet, it’s inevitable that these datasets will likely contain at least a

few erroneous examples that could lead to undesirable model generations. Therefore, we believe

that our approach to using error attribution to clean datasets is still a valuable method to improve

the faithfulness of model generations.

92



Chapter 5: Benchmarking Large Language Models for Summarization

Our work thus far has focused on finetuned LMs since supervised finetuning of pretrained LMs

using large-scale summarization datasets has been the recipe for success for the current state-of-

the-art in text summarization (Yang Liu and Lapata 2019; Lewis et al. 2020; J. Zhang et al. 2020;

Yixin Liu, P. Liu, et al. 2022). Since language model pretraining has been such a huge component

for success in all areas of natural language processing, recent work has spent considerable effort

in scaling up language models both in terms of parameters and dataset size (Brown et al. 2020;

Chowdhery et al. 2022; Bommasani, Hudson, et al. 2021). Scaling up parameters and data to

produce this new generation of Large Language Models (LLMs) leads to a key distinctive quality

over the previous generation of pretrained language models. With some additional instruction

tuning, these models do not require task-specific finetuning and can be prompted in a zero-shot or

few-shot manner to solve a task (Brown et al. 2020; Chowdhery et al. 2022; Yushi Bai et al. 2022).

In the zero-shot setting, prompting presents the LLM with inputs (e.g., news articles) and a

natural language instruction (e.g., “summarize this news article in three sentences”) and solicits an

output by having the LLM generate a completion, representing the answer. When few-shot training

examples are provided, LLMs have the ability to learn "in context" from these examples (Brown

et al. 2020). In-context learning prepends training input-output pairs along with the same style

of instruction to the testing input. While initial LLMs produced dramatically good results using

zero-shot and few-shot prompting, their performance was still lagging behind the state-of-the-art

for many natural language processing tasks (Brown et al. 2020).

Recently, instruction-tuning has emerged as an effective way to improve LLM prompting

performance (Sanh et al. 2021; Y. Wang et al. 2022; Ouyang et al. 2022). In this approach, a diverse

set of natural language processing tasks are reformulated into the prompting format, and the LLM’s

parameters are updated for these tasks through supervised finetuning or reinforcement learning.
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This multi-task tuning of the model’s parameters allows it to generalize better to new instructions

at test time and leads to stronger zero-shot and few-shot performance across a variety of standard

natural language processing tasks.

In this chapter, we aim to benchmark LLMs for their ability to perform text summarization in

zero-shot and few-shot settings. In § 5.1. Recent work (Goyal, J. J. Li, and Greg Durrett 2022)

shows that the instruct-tuned GPT-3 Davinci model (Ouyang et al. 2022) is better than finetuned

LMs for new summarization but does not show the design decisions that contribute to the improved

performance. In our work, we carry out a more comprehensive benchmark on ten different LLMs to

understand the effect of model scale, in-context learning, and instruction tuning. In particular, we

carry out human evaluations, since automated metrics are unreliable (see §2.1), across two popular

news summarization benchmarks in order to assess what design decision of LLMs contributes

the most to their strong performance in news summarization. In addition, we also benchmark

LLMs against human writers to understand how far we are from human-level performance in news

summarization. Overall, we find that summaries generated by the best instruction-tuned LLM

perform as well as human-written summaries in faithfulness, coherence, and relevance, though they

differ stylistically.

In § 5.2, we explore whether the strong performance we observed in news summarization

translates to other summarization tasks. In particular, we explore whether state-of-the-art LLMs can

generate coherent and faithful summaries for narratives. Prior work has explored several different

types of narratives such as novel summarization (Mihalcea and Ceylan 2007; Ladhak, B. Li, et al.

2020; Kryściński, Rajani, et al. 2021), movie screenplay summarization (Papalampidi et al. 2020;

C. Zhao et al. 2022), and TV series screenplay summarization (M. Chen et al. 2022; C. Zhao et al.

2022). Finetuning LMs for these tasks has seen limited success due in part to the difficulty of

summarizing long documents, and current state-of-the-art systems for these tasks tend to generate

summaries of poor quality (Goyal, J. J. Li, and Greg Durrett 2022). In order to disentangle the

effects of difficulties in narrative understanding vs. long document comprehension, in our work,

we focus on the summarization of short stories. We first compile a new benchmark dataset of
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short stories collected from Reddit. We then benchmark three state-of-the-art LLMs for zero-shot

summarization on this dataset, asking experts in the field to rate these systems for faithfulness. We

find that unlike news summarization, where LLMs were almost perfect in terms of faithfulness,

LLMs are unable to generate faithful summaries for this task. We then show that getting reliable

evaluations via crowd-sourcing for this task is difficult, as annotators get very low agreements with

experts. We then present a model-in-the-loop approach to faithfulness evaluations, showing that it

leads to more reliable crowd-sourced annotations.

5.1 Benchmarking LLMs for News Summarization

This is based on T. Zhang, Ladhak, et al. (2023), which was work done in collaboration with researchers

from Stanford University. I was an equal contribution first author; ordering was decided via coin flip.

Large language models (LLMs) have shown promising results in zero-/few-shot tasks across

a wide range of domains (Chowdhery et al. 2022; Yushi Bai et al. 2022; Brown et al. 2020;

Susan Zhang et al. 2022) and raised significant interest in their potential for automatic summariza-

tion (Goyal, J. J. Li, and Greg Durrett 2022; Yixin Liu, Alexander R. Fabbri, et al. 2022). However,

the design decisions contributing to its success in summarization remain poorly understood. While

prior work has shown that LLMs outperform the previous state-of-the-art, it remains unclear whether

their outputs are comparable to human writers. Examining these questions is crucial for advancing

future research in automatic summarization.

To answer the first question, we perform a systematic human evaluation of ten diverse LLMs

on the news summarization task. Our evaluation identifies instruction tuning to be the key to

zero-shot summarization capability. In contrast, self-supervised learning alone cannot induce strong

summarization performance in the zero-shot setting (Figure 5.1). In fact, we find that even a 350M

parameter instruction-tuned GPT-3 can perform on par with the 175B parameter GPT-3.

To benchmark LLMs, we rely on the standard CNN/DM (Hermann et al. 2015) and XSUM

benchamrks (Narayan et al. 2018) but find that the poor quality of the existing reference summaries

causes several issues for our evaluation. The reference summaries in these benchmarks are of such
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Figure 5.1: Annotator ratings of summary coherence on a 1 to 5 Likert scale for a selected set of
models. We see that the instruct-tuned variant of GPT-3 performs on par with human writers.

a poor quality that human annotators judge them to be worse than the outputs of most automatic

summarization systems (Figure 5.1). Furthermore, when we use these references to evaluate systems

using automated evaluation metrics, the poor quality of the references leads to a low correlation

between metric scores and human judgment. Not only does this make evaluation difficult, but it

also means that systems that use these references for supervision, whether through finetuning or

few-shot prompting, will experience a degradation in performance, making a fair comparison across

these approaches more challenging. Furthermore, these poor-quality references do not represent

how humans would write summaries and, therefore, do not help us understand how close LLMs are

to producing human-quality summaries.

To address the quality issues of reference summaries and to better understand how LLMs

compare to human summary writers, we recruit freelance writers from Upwork1 to write summaries

100 random articles from the test set of CNN/DM and XSUM. Comparing the best performing LLM,

Instruct Davinci, to the freelance writers, we find that the Instruct Davinci summaries are much

more extractive. By manually annotating the summarization operations (Jing and K. McKeown

2000) used in these summaries, we find that Instruct Davinci paraphrases much less frequently than

1https://www.upwork.com
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the freelance writers, although it is able to combine copied segments from different sentences in a

coherent manner.

Given the stylistic differences between LLMs and human writers, we recruit annotators to

compare the Instruct Davinci summaries to those written by freelance writers. On aggregate, we find

that Instruct Davinci is rated as comparable to the freelance writers. However, analysis of individual

annotators reveals that each annotator has a varying and stable preference for either Instruct Davinci

or freelance writers.

Overall, our work makes the following key contributions. First, we identify instruction tuning

and Reinforcement Learning from Human Feedback (RLHF), rather than model scale, as the key to

LLMs’ summarization capability. Second, we show that humans judge the reference summaries

used in XSUM to be worse than model-generated summaries. Third, to address the issue of low-

quality references, we collect higher-quality summaries from freelance writers, and we show that

the best LLM is rated as comparable to freelance writers, according to human annotators. In

combination, these results call into question recent claims made about LLM summarization. In

particular, summarization progress cannot be measured using reference-based metrics applied on

XSUM. Furthermore, the question of whether finetuned, few-shot, or zero-shot models perform

better remains an open question due to the poor quality of references in the training data. To

encourage future work on improved evaluation, we release our high-quality reference summaries

written by freelance writers, along with the evaluation data across 18 models and two datasets.2

5.1.1 Human Evaluation on News Summarization Benchmarks

In this section, we use human evaluation to systematically benchmark a diverse set of 10

LLMs on the news summarization task. We observe that instruction tuning is the key to the strong

summarization capability of LLMs, and the low-quality reference summaries in current benchmarks

may underestimate few-shot or finetuning performance.

2https://github.com/Tiiiger/summ_dataset.
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5.1.1.1 Experimental Setup

Model Creator Size Instruction Tuning Reference

GPT-3 davinci v1
OpenAI

175B
✗ Brown et al. (2020)GPT-3 curie v1 6.7B

GPT-3 ada v1 350M

InstructGPT davinci v2
OpenAI

175B
✓ Ouyang et al. (2022)InstructGPT curie v1 6.7B

InstructGPT ada v1 350M

OPT 175B Meta 175B ✗ Susan Zhang et al. (2022)

GLM
University
Tsinghua

130B ✗ Du et al. (2021)

Cohere xlarge v20220609 Cohere 52.4B ✗ Cohere (2022)

Anthropic-LM v4-s3 Anthropic 52B ✓ Yushi Bai et al. (2022)

Table 5.1: The list of LLMs we benchmarked on CNN/DM and XSUM with human evaluation.

Data. We conduct our human evaluation on CNN/DM and XSUM by sampling 100 examples

from each validation set, respectively. For the few-shot in-context learning settings, we sample

five examples from the training set as demonstration examples. Due to the limited context window,

we sample five articles between 50 and 150 tokens in length according to the GPT-2 tokenizer.

For XSUM, we find that uniform sampling occasionally results in unreadable articles due to data

preprocessing, so we manually pick five samples from the training set.

Model Details. We consider 10 LLMs across different pretraining strategies and model scales.3

Table 5.1 lists the details of the LLMs we consider for our evaluation. Due to limited computational

resources and model access, we benchmark all models in the five-shot setting but only benchmark

the three OpenAI GPT-3 models and the three OpenAI instruction-tuned GPT-3 models in the

zero-shot setting. For CNN/DM, we solicit LLM summaries with the following prompt template:

3We note that the training details of instruction-tuned GPT-3 models may differ from those mentioned in the
publication and are inferred by us based on the API naming scheme.
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Article: [Article text]

Summarize the article in three sentences.

Summary:

For XSUM, we modify the prompt template to ask the model to summarize in a single sentence to

match the style of the reference summaries. We sample all LLMs with temperature 0.3 following

prior work J. Wu et al. 2021. To contextualize our LLM benchmarking results, we also evaluate two

state-of-the-art finetuned LMs: Pegasus (J. Zhang et al. 2020) and BRIO (Yixin Liu, P. Liu, et al.

2022).4 We decode the finetuned LMs using a beam size of 5 following prior work (Lewis et al.

2020). In addition, we also evaluate the existing reference summaries in the CNN/DM and XSUM

validation sets.

Human Evaluation Protocol. We recruit annotators from Amazon Mechanical Turk, compensat-

ing them at California minimum wage of $15.00/hr using conservative time estimates as recom-

mended by Whiting et al. (2019). Three annotators evaluated each model summary, and we took the

average across the three annotators as the overall score for each summary. Our annotators evaluate

each summary based on three criteria: faithfulness, coherence, and relevance. We define these

terms and collect data according to the guidelines in Alexander R Fabbri et al. (2020). Coherence

and relevance ratings are collected on a 1 to 5 Likert scale, while faithfulness ratings are collected

as binary ratings due to its binary nature. Unlike Alexander R Fabbri et al. (2020), we omit to

evaluate fluency because we find LLM outputs highly fluent. The complete annotation guidelines

are included in our code release.

5.1.1.2 Evaluation Results

Table 5.2 shows the human evaluation results for both benchmark datasets.5 We now discuss the

two main takeaways that we observe in our evaluation results.

4We use the trained checkpoints made available in the Hugging Face model hub.
5We note that the 350M GPT-3 model consistently generates empty outputs for XSUM, so we omit it from the

human evaluation.
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CNN/Daily Mail XSUM
Setting Models Faithfulness Coherence Relevance Faithfulness Coherence Relevance

Zero-shot language models

GPT-3 (350M) 0.29 1.92 1.84 0.26 2.03 1.90
GPT-3 (6.7B) 0.29 1.77 1.93 0.77 3.16 3.39
GPT-3 (175B) 0.76 2.65 3.50 0.80 2, .78 3.52
Ada Instruct v1 (350M*) 0.88 4.02 4.26 0.81 3.90 3.87
Curie Instruct v1 (6.7B*) 0.97 4.24 4.59 0.96 4.27 4.34
Davinci Instruct v2 (175B*) 0.99 4.15 4.60 0.97 4.41 4.28

Five-shot language models

Anthropic-LM (52B) 0.94 3.88 4.33 0.70 4.77 4.14
Cohere XL (52.4B) 0.99 3.42 4.48 0.63 4.79 4.00
GLM (130B) 0.94 3.69 4.24 0.74 4.72 4.12
OPT (175B) 0.96 3.64 4.33 0.67 4.80 4.01
GPT-3 (350M) 0.86 3.73 3.85 - - -
GPT-3 (6.7B) 0.97 3.87 4.17 0.75 4.19 3.36
GPT-3 (175B) 0.99 3.95 4.34 0.69 4.69 4.03
Ada Instruct v1 (350M*) 0.84 3.84 4.07 0.63 3.54 3.07
Curie Instruct v1 (6.7B*) 0.96 4.30 4.43 0.85 4.28 3.80
Davinci Instruct v2 (175B*) 0.98 4.13 4.49 0.77 4.83 4.33

Finetuned language models
Brio 0.94 3.94 4.40 0.58 4.68 3.89
Pegasus 0.97 3.93 4.38 0.57 4.73 3.85

Existing references - 0.84 3.20 3.94 0.37 4.13 3.00

Table 5.2: Human evaluation results for zero-shot and five-shot LLMs, finetuned LMs, and reference
summaries. We bold all entries that are statistically similar to the best numbers in each column.

Instruction-tuned models have strong summarization ability. Across the two datasets and the

three evaluation aspects, we find that the zero-shot instruction-tuned GPT-3 models perform the

best overall, especially Instruct Curie and Davinci. Compared to the finetuned LMs (e.g. Pegasus),

Instruct Davinci achieves higher coherence and relevance scores (4.15 vs. 3.93 and 4.60 vs. 4.40)

on CNN and higher faithfulness and relevance scores (0.97 vs. 0.57 and 4.28 vs. 3.85) on XSUM,

which is consistent with recent work (Goyal, J. J. Li, and Greg Durrett 2022). In contrast to

instruction tuning, we find model scale to be less important for summarization performance. Even

the largest 175B model often ignores the instruction and generates irrelevant content while being

outperformed on coherence and relevance by the much smaller Instruct Ada model.

In the five-shot setting, the non-instruction-tuned LLMs can improve their summarization

performance through in-context learning. For example, several non-instruction-tuned LLMs perform

on par with their instruction-tuned counterparts on faithfulness scores in CNN/DM and coherence

scores on XSUM. However, we still find the instruction-tuned LLMs perform better for other

evaluation aspects.
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Article: https://www.dailymail.co.uk/femail/article-3052124

Reference summary: 

Rare tote is so exclusive that it can't even be brought in store. Experts say it's an extremely good 
investment as only increases in value. Kim Kardashian and Victoria Beckham are both fans of Hermes.

0-shot GPT-3 Davinci summary: 

The most expensive handbag in the world is a pink Hermes Birkin bag, which has been put on sale for 
£140,000. The bag is so exclusive that it can't even be brought in store and experts say it's an extremely 
good investment. With the same amount of money that the handbag costs, you could splash out on an 
Aston Martin DB9 Volante. 



What is the main idea of the article?

0-shot Instruct Davinci summary: 

The article discusses a pink Hermes Birkin bag that is on sale for £140,000. The bag is made-to-
measure and embellished with rubies. The article also discusses how the bag is a collector's item and an 
investment.

Freelance writer summary: 

Hermes is a brand rich in history and value, so much so that experts are saying their new £140,000 
handbag is an extremely good investment. The bag, studded in rubies, is only the latest in Hermes 
Birkin's long line of highly expensive handbags for highly stylish women, which include celebrities 
and royalty.

Figure 5.2: Summaries generated by GPT-3 models (Section 5.1.1) compared to a summary written
by a freelance writer (Section 5.1.2) for an article from the CNN/DM dataset. We find that the
instruction-tuned GPT-3 model can generate a higher-quality summary than the non-instruction-
tuned variant. The reference summary from the CNN/DM dataset is not coherent, whereas the
freelance writer’s summary is both coherent and relevant.

Reference summaries in current benchmarks are extremely low quality. Our evaluation results

show that reference summaries in the CNN/DM and XSUM datasets are of poor quality. First,

we observe that most automatic summarization systems score better than the reference summaries

across all three evaluation aspects. Second, using these existing reference summaries as in-context

examples for the few-shot setting actually degrades the performance of instruction-tuned models,

leading them to generate summaries that are scored worse by human raters. For instance, on the

XSUM dataset, incorporating five reference summaries into the context leads to a large drop in the

faithfulness score of Instruct Davinci (from 0.97 to 0.77).

As a consequence, the low quality of existing reference summaries makes it difficult to reliably

compare LLMs to both finetuned models and humans. The poor performance of finetuned models

can be attributed to the low-quality references in the training data, and we may be underestimating the

finetuning performance. Similarly, these low-quality references do not represent human performance

101



on news summarization because they are created through heuristics. As a result, it’s likely that

the differences between instruction-tuned LLMs and human performance are likely overstated in

Table 5.2.

Qualitative Examples. Figure 5.2 compares summaries of zero-shot GPT-3 Davinci, instruction-

tuned GPT-3 Davinci, and the CNN/DM reference for an article from the CNN/DM validation set.

We note that the zero-shot GPT-3 model is unable to follow the instructions and generate a good

summary. After generating an initial summary, the model generates an additional question that is

completely irrelevant to the instruction. This tends to happen quite often for non-instruction-tuned

models. In addition to a failure to follow the instructions, the generated summary also contains

a factual error, stating that the handbag mentioned is the most expensive in the world, which

contradicts the original article. In contrast, the instruction-tuned GPT-3 model generates a summary

that is both faithful and coherent. We also observe that the reference summary in the CNN/DM

dataset is not coherent. The brand “Hermes” is not introduced until the end and its connection

to the rest of the story is unclear. This is unsurprising as reference summaries in the CNN/DM

dataset were originally bullet points accompanying the articles as opposed to a coherent summary

paragraph.

5.1.1.3 Understanding Automated Evaluation Metrics

We compute system-level correlations against human ratings for eight popular automated evalu-

ation metrics. For reference-based metrics we consider: Rouge-L (Lin 2004), METEOR (Banerjee

and Lavie 2005), BertScore (T. Zhang, Kishore, et al. 2019), BLEURT (Sellam et al. 2020), and

BARTScore (Hara et al. 2019). For reference-free metrics we consider: SummaC (Laban et al.

2022), QAFactEval (A. Fabbri et al. 2022), and BLANC (Vasilyev et al. 2020).

For CNN/DM, we observe that the reference-based automatic metrics have a moderate corre-

lation with some aspects of human judgments, e.g., Rouge-L has a 0.72 Kendall’s tau correlation

coefficient with relevance in Table 5.3. Such a level of correlation is comparable to that reported
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CNN/DailyMail XSUM
Metric Faithfulness Coherence Relevance Faithfulness Coherence Relevance

Rouge-L 0.54 0.48 0.72 -0.27 0.71 0.30
METEOR 0.58 0.37 0.66 -0.22 0.68 0.38
BertScore 0.54 0.47 0.70 -0.23 0.70 0.30
BARTScore 0.56 0.34 0.65 -0.22 0.70 0.35
BLEURT 0.56 0.62 0.81 -0.08 0.67 0.41

SummaC 0.54 0.11 0.26 0.26 -0.41 -0.29
QAFactEval 0.64 0.16 0.35 0.55 0.16 0.37
BLANC 0.54 0.31 0.50 0.50 0.10 0.32

Table 5.3: System-level kendall’s tau correlation of automated metrics with human scores across the
different evaluation aspects.

in Alexander R Fabbri et al. (2020), which measures the correlation of automated metrics on

evaluating finetuned LMs and even earlier neural summarization systems. Therefore, we conclude

that on CNN/DM, automated reference-based evaluation metrics can still provide useful signals for

relevance.

Table 5.3 shows Kendall’s tau rank correlations between automated metrics and human judg-

ments. We observe significantly different trends on CNN/DM and XSUM, so we will discuss them

separately in the following paragraphs.

Studying the result more closely, we find that Rouge-L and human evaluation are more correlated

when comparing within each model group. We plot Rouge-L over the relevance rating in Figure 5.3

as an example. First, we observe that Rouge-L still prefers finetuned LMs (green points on top of

the plots) to LLMs, consistent with prior work (Goyal, J. J. Li, and Greg Durrett 2022). Despite

this error, when only comparing LLMs with each other, we find that a larger than 0.05 Rouge-L

difference usually translates to improved human evaluation.

On XSUM, reference-based evaluation metrics have a very low correlation with faithfulness and

relevance since the reference summaries themselves are terrible for these aspects (Table 5.3; also see

Maynez et al. 2020). With such low-quality references, we do not expect reference-based evaluation

metrics to provide useful information about differences between the summarization systems.

In general, across both datasets, we find that reference-based evaluation metrics correlate better
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Figure 5.3: System-level Rouge-L vs. annotator rated relevance scores.

with human judgments on the aspects for which reference summaries also have better scores

(e.g. CNN/DM relevance, XSUM coherence). This points to the important role of the quality

reference summaries for reference-based evaluation metrics, as previously observed in machine

translation (Freitag et al. 2020). Reference-free evaluation metrics are less handicapped by the

low quality of existing references, but they are mostly geared toward measuring faithfulness. Even

BLANC, which is designed to measure overall summary quality, correlates best with faithfulness

and is much worse for relevance and coherence.

5.1.2 Comparing Summarization Systems to Freelance Writers.

In Section 5.1.1, we saw that the low-quality reference summaries in current news summarization

datasets make studying and benchmarking LLMs difficult. In this section, we address this by

recruiting freelance writers from Upwork to collect better-quality summaries for news articles. With

these newly collected references, we aim to answer two important questions. First, we would like to

know whether the best LLM has reached human-level performance for news summarization and

how the summaries written by the LLM differ from the ones written by humans. Second, we want

to understand how well reference-based evaluation metrics correlate with human judgments once
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we compute them using higher-quality reference summaries.

5.1.2.1 Experimental Setup

In this section, we describe the recruitment process and instructions for the summary writing

task.

Data. For the data used in our study, we select 50 articles from each of the CNN/DM and XSUM

evaluation sets described in Section 5.1.1.1 and assign each article to three writers. During the

XSUM dataset construction, the authors removed the first sentence of the article and used that as the

reference summary for the rest of the article. The articles without the first sentence are usually very

difficult to follow as key information that is crucial for understanding the article has been stripped.

Therefore, when collecting the new references, we take the original, unaltered article with the first

sentence intact. In order to have a fair comparison, we also prompt the LLM with the original,

unaltered article.

Writer recruitment. We recruit six writers with previous experience in writing blog posts,

landing page introductions, or product descriptions from the freelance work platform Upwork. After

conducting a qualification round by asking writers to summarize five articles, we selected the best

writers according to the faithfulness, coherence, and relevance of their summaries. Through an

initial pilot study, we estimate that the time required to summarize a CNN/DM or XSUM article

is around 12 to 15 minutes. Therefore, we pay our writers $4 for every article they summarize to

following the recommended practice (Whiting et al. 2019). We based the assignments on writers’

availability, with the most prolific writer summarizing 100 articles and the least prolific writer

summarizing 35 articles.

Summary writing instructions. For the summary writing instruction, we instruct our writers to

summarize each article in around 50 words.6 To provide some grounding for the summary writing

6We conducted an initial study to pilot instructions and found that instructing writers with a sentence limit often
resulted in summaries that differ significantly in length.
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Model Faithfulness Coherence Relevance

Freelance Writer 0.93 4.39 4.26

Instruct Davinci
Zero-shot

0.98 4.26 4.40

Reference Summaries 0.64 3.59 3.45

Table 5.4: Amazon Mechanical Turk evaluation results of the freelance writer summaries. Results
of zero-shot Instruct Davinci and reference summaries are taken from Table 5.2 after averaging the
corresponding ratings.

task, we ask the writers to summarize as if they are writing a newsletter to update their readers on

the news.

LLM Summaries Generation. Recently, Yixin Liu, Alexander R. Fabbri, et al. (2022) showed

that length is a confounding factor in summarization human evaluation. To control for this potential

length confound, we modify the zero-shot prompt in Section 5.1.1.1 to elicit summaries that are

around 50 words, which is the same word limit provided to the freelance writers. Through initial

pilots, we found that the Instruct Davinci model does a poor job of following length constraints

and consistently produces summaries that exceed the given word limit. Therefore, we intentionally

prompt the Instruct Davinci model with a 25 word limit to produce summaries with an average length

of 50 words. With this new prompt, we generate the summaries using the same hyperparameters

described in Section 5.1.1.1.

Quality Control. To verify the quality of the summaries written by freelance writers, we evaluate

a random subset of 100 summaries using the same annotation scheme in Section 5.1.1.1 on Amazon

Mechanical Turk. Table 5.4 shows the results of this evaluation. We see that the freelance writer

summaries are of a much higher quality than the original reference summaries in CNN/DM and

XSUM. In addition, we see that the difference between the freelance writers and Instruct Davinci in

this evaluation is small. Next, we perform more targeted evaluations to compare summaries written

by freelance writers and Instruct Davinci.
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5.1.2.2 Paired Comparison between LLM and Freelance Writers.

Using this higher-quality set of human-written summaries, we benchmark the best LLM (Instruct

Davinci) by having annotators directly compare the model-generated summaries against the human-

written summaries.

Comparing Stylistic Differences. Despite the similar performance in our quality control study,

we find that LLM summaries and freelance writer summaries have distinctive styles. Figure 5.2

shows an example summary written by the freelance writer. Compared to the LLM-generated

summary, we find the freelance writer summary often contains more paraphrasing and copies less

from the article.

To illustrate this stylistic difference, we measure two extractiveness measures, coverage and

density, following Grusky et al. (2018). Coverage is defined as the percentage of words in the

summary that are also present in the article; density is defined as the average length of the continuous

text spans in the summary that are copied from the article. Our analysis shows that the coverage

and density for summaries generated by Instruct Davinci are 0.92 and 12.1, whereas those for the

writers’ written summaries are 0.81 and 2.07. These measures show that the summaries generated

by Instruct Davinci are highly extractive, whereas the summaries written by freelance writers are

much more abstractive.

To have a fine-grained understanding of these stylistic differences, we manually analyze the

distribution of “cut and paste operations” in these two sets of summaries. Jing and K. McKeown

(2000) identify a set of “cut and paste” operations for reusing text from the article, including sentence

reduction, sentence combination, syntactic transformation, lexical paraphrasing, and generalization

or specification. On top of these operations, we additionally include a sentence copy operation

to account for summary sentences that are directly copied from the article. Using this guideline,

we manually annotate 10 randomly sampled summary pairs written by Instruct Davinci and the

freelance writers.

Figure 5.4 reports the distribution of the cut-and-paste operations, showing the fraction of
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sentences that contain each operation. First, we observe that the freelance writer summaries use

lexical paraphrasing and generalization/specification much more frequently than the Instruct Davinci

generated summaries. Because both operations often involve using novel words that are not present

in the article, this matches with the fact that the freelance writer summaries have lower coverage

(0.81 vs. 0.92) than the Instruct Davinci summaries. Second, we find that sentence combination

is a common strategy used by both the freelance writers and Instruct Davinci. Third, we find

that freelance writers never copy an entire sentence directly from the article, but Instruct Davinci

does this more frequently. Similarly, the Instruct Davinci model does not attempt to produce

generalizations/specifications, whereas human writers do this more frequently.

In conclusion, we find that Instruct Davinci summarizes in a very different style than human

writers. We emphasize here that the freelance writers write in an abstractive style despite the fact

that we have not explicitly instructed them to do so. We also observe similarly abstractive styles

across the six freelance writers.

Comparing Human Preference. We now return to our original goal of understanding whether

the quality of LLM-generated summaries is on par with the human-written ones. Since we saw in

the previous section that human-written and LLM-generated summaries have very distinctive styles,

we would now like to understand whether or not human readers have a preference for a particular

style of summary. In the following paragraphs, we describe our annotation design and recruitment

process.

We conduct a blinded pairwise comparison between the best LLM (Instruct Davinci) and

freelance writers, similar to the evaluation in Goyal and Greg Durrett (2020). The annotators have

the option of selecting either of the two summaries if they judge one to be better than the other or

selecting that both summaries are equally good. We release the full annotation instructions along

with the code release for this project.

In order to compare the best LLM with the freelance writers, we focus on two aspects. First, we

solicit annotators’ overall preference, which balances the multiple quality aspects such as faithful-
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ness, coherence, and relevance. Second, we solicit a more targeted measure of informativeness by

asking the annotators to compare the number of facts in each summary. For the informativeness

measure, we are motivated by the hypothesis that a more abstractive writing style could allow

writers to pack more information into the summary with the same length constraint. While it is also

interesting to compare summary coherence and relevance, we omit them because annotators were

unable to differentiate these aspects from the overall preference in a pilot study.

For our recruitment process, we recruit five additional annotators through Upwork and retain

one writer who participated in the previous round of summary writing.7 We carry out a qualification

round and reject annotators whose ratings differ significantly from the authors’ on a set of control

questions for informativeness. We give each annotator the same set of 100 summary pairs, where

the average length of the freelance writer summaries and the Instruct Davinci summaries are 53.2

and 52.0respectively.

Figure 5.5 shows the results of the paired comparison. While we hypothesized that the more

abstractive writing style could lead to more informative summaries, we did not find a significant

effect in our annotator pool, who rate the more abstractive summaries to be more informative only

51.1% of the time. On the informative question, our annotators reached a moderate agreement (Krip-

pendorff’s alpha is 0.32), validating our annotation instruction and recruitment process. Moving

onto the more subjective overall preference, we find that our annotators equally prefer the freelance

writer summaries and the Instruct Davinci summaries. However, a closer analysis shows that there

is significant variability in individual annotators’ preferences, and the inter-annotator agreement

is low (Krippendorff’s alpha is 0.07). This suggests that in terms of quality, the LLM-generated

summaries are similar to those written by freelance writers and that the differences we observe

between annotators come down to individual stylistic preferences.

One example of such a stylistic preference is seen in the results from annotator 1, who also

participated in the first round of summary writing. Like other writers, annotator 1 summarizes in an

abstractive style (2.5 density and 0.86 coverage). However, annotator 1 prefers Instruct Davinci

7Other annotators unfortunately had to drop out after the initial summary writing study due to changes in their
freelance work schedules.
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57% of the time, even though it generated much more extractive summaries. These results suggest

an intriguing gap between annotator preferences when writing and evaluating summaries.

5.1.2.3 Re-evaluating Reference-based Evaluation Metrics.

In section 5.1.1.3, we saw that the performance of automated reference-based evaluation metrics

may depend heavily on the quality of reference summaries. With our newly collected freelance

writer summaries, we now conduct an initial study on the effect of using higher-quality reference

summaries. We focus on using Rouge-L for faithfulness evaluation on the XSUM dataset because

current reference summaries are known to be highly unfaithful (Maynez et al. 2020).

In Figure 5.6, we plot the system-level Rouge-L against the human ratings for faithfulness. The

left plot shows the results of computing Rouge-L with existing reference summaries from XSUM,

which has a negative correlation with human ratings. This result matches our expectations because

the existing reference summaries are highly unfaithful. On the right, we see the results of computing

Rouge-L with the freelance writer summaries, which leads to a much more positive correlation.

Hence, we see that the usefulness of reference-based evaluation is closely linked to the quality of

the references, and we can improve metric correlation by using higher-quality reference summaries.

In summary, we benchmark several LLMs for news summarization across the two most popular

news benchmarks. Through our experiments, we find that state-of-the-art LLMs can generate

zero-shot summaries that are on par with human-written ones, with instruction tuning and RLHF

being the key factors to success. We show that the existing references in these benchmarks are

not suitable for summarization, and human evaluators find them to be poor summaries for the

input articles. Unless the reference quality issue is addressed, comparing zero-shot, few-shot, and

finetuning performance will remain an open question.

5.2 Benchmarking LLMs for Narrative Summarization.

News summarization has been the barometer for progress in the field of automatic text summa-

rization (Radev, Hovy, et al. 2002; Rush et al. 2015; Nallapati et al. 2016; See et al. 2017; Y.-C.
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Chen and Bansal 2018; L. Dong et al. 2019). In recent years, large-scale summarization datasets

(Hermann et al. 2015; Narayan et al. 2018) along with pretrained language models (Devlin et al.

2019; Lewis et al. 2020; J. Zhang et al. 2020) have been the key ingredients to success, as supervised

finetuning of these language models led to state-of-the-art performance for news summarization

(Yang Liu and Lapata 2019; Lewis et al. 2020; J. Zhang et al. 2020; Yixin Liu, P. Liu, et al. 2022).

Prior work has shown that while these models can produce incredibly fluent, human-like abstractive

summaries, they tend to generate information that is inconsistent with the input article (Falke et al.

2019; Durmus, H. He, et al. 2020; Lux et al. 2020; Wilber et al. 2021). However, as we saw in §5.1,

zero-shot, instruction-tuned LLMs can generate highly fluent, coherent, and faithful summaries that

are on par with human-written ones.

While the progress on news summarization is impressive, prior work has shown that news

articles tend to have a very particular writing structure, such as front-loading the most crucial

information, and summarization systems exploit these structural cues to produce summaries (Kedzie,

K. McKeown, et al. 2018; Zhong et al. 2019). Also, as we saw in §5.1, the biggest driver for the

faithfulness issue of supervised news summarization systems has been the poor quality of existing

references in the training data. Furthermore, learning from human feedback has been a key driver

for the success of LLMs, and it’s likely that these models receive higher quality signals for the

summarization task (Ziegler et al. 2019; Stiennon et al. 2020; Ouyang et al. 2022). This suggests that

the predictable structure of news articles and not being encumbered by poor-quality references might

explain why LLMs can produce good, faithful summaries for news articles. However, this raises

the question of whether LLMs are actually effective general-purpose summarizers and whether

they would perform similarly well in more difficult settings where it’s harder to take advantage of

structural cues to produce good summaries. Therefore, in this work, we benchmark the state-of-the-

art LLMs on the task of narrative summarization in order to understand whether LLMs can produce

good, faithful summaries of narratives.

The goal of narrative summarization is to produce a condensed representation of the key events

and characters that are central to the narrative while omitting peripheral details (Lehnert 1981).
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Since narratives can have vastly differing structures, summarizers cannot simply exploit structural

cues to produce good, faithful summaries – they need to understand the entire narrative and construct

a good global representation of key plot points and characters along with their temporal and causal

relationships (Lehnert 1981; C. Zhao et al. 2022). This makes narrative summarization an ideal

benchmark for measuring progress in automatic text summarization. Prior work has explored several

different types of narratives such as novel summarization (Mihalcea and Ceylan 2007; Ladhak,

B. Li, et al. 2020; Kryściński, Rajani, et al. 2021), movie screenplay summarization (Papalampidi

et al. 2020; C. Zhao et al. 2022), and TV series screenplay summarization (M. Chen et al. 2022;

C. Zhao et al. 2022). However, on average, the inputs for these datasets are much longer than the

typical token limit of existing LLMs. While recent work has explored recursive summarization as

a way to mitigate this, the generated summaries tend to be lists of events rather than a coherent

summary (J. Wu et al. 2021).

Therefore, in our work, to disentangle the difficulties of encoding long inputs from the challenges

in understanding narratives, we instead focus on the summarization of short stories. We first collect

a dataset of short stories from Reddit and generate summaries from state-of-the-art LLMs. We

then ask experts to annotate these generated summaries for their faithfulness. We show that unlike

with news summarization where LLMs are almost perfectly faithful, we find that the summaries

generated for short stories tend to contain a lot of faithfulness errors. We then elicit faithfulness

judgments from crowd-workers from Amazon Mechanical Turk for the same summaries and show

that crowd-workers are unable to spot these faithfulness errors and get very low agreements with

experts. Even the freelance writers and editors we hired on Upwork, albeit better than Turkers, do

not get a high agreement with experts on faithfulness annotation for this task. We then explore a

model-assisted annotation framework for faithfulness and show that this leads to higher agreement

with expert annotators for the task. These results show that not only are LLMs not very faithful

summarizers for narratives but that simply relying on crowd-sourcing to evaluate LLM outputs may

be an unreliable measure of faithfulness.
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5.2.1 Experimental Setup

5.2.1.1 Dataset

While there are several existing datasets for narrative summarization (Mihalcea and Ceylan

2007; Ladhak, B. Li, et al. 2020; Kryściński, Rajani, et al. 2021; Papalampidi et al. 2020; M.

Chen et al. 2022; C. Zhao et al. 2022), they are ill-suited for our goals of benchmarking LLMs for

narrative summarization for two main reasons. First, the average length of the input documents in

some of these datasets tends to be much larger than the token limit of current LLMs. For instance,

the token limit for Instruct Davinci is 4096, whereas the average length of a book chapter from

Ladhak, B. Li, et al. (2020)’s dataset is 5165. Besides the issue of token limit, long narrative

summarization combines challenges of narrative understanding with long document understanding

and long sequence generation, which are all active areas of research on their own. Therefore, in our

work, we opt for shorter narratives since we are interested in benchmarking the LLM’s ability to

understand and summarize narratives.

Second, and perhaps more crucially, most prior datasets for narrative summarization have

sourced their target summaries from the internet. For instance, Ladhak, B. Li, et al. (2020) source

their summaries from study-guide websites such as CliffNotes, M. Chen et al. (2022) source

their summaries from TV recap websites such as TVMaze, and C. Zhao et al. (2022) source

their summaries from websites such as Wikipedia and IMDB. Since LLMs are trained on data

crawled from the internet (Brown et al. 2020; Chowdhery et al. 2022), there’s a question of data

contamination with existing narrative summarization benchmarks, and it’s likely that the language

model has seen the summaries for these narratives during training. In fact, since prior narrative

summarization benchmarks contain popular books, movies, and TV series, it’s possible that the

LLM has seen multiple versions of summaries/recaps for these during training.

Given these two issues, we instead opt to collect a dataset of short stories from Reddit. In

particular, we collect posts from two popular subreddits where community users can submit their
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Dataset Domain Avg Doc Len

CNN/DM (Hermann et al. 2015) News 781
XSUM (Narayan et al. 2018) News 431

ScriptBase Papalampidi et al. 2020 Movies 24106
SUMMSCREEN (M. Chen et al. 2022) TV Series 6612
NARRASUMM (C. Zhao et al. 2022) Movies/TV Series 786

NovelChapters (Ladhak, B. Li, et al. 2020) Books 5165
BookSumm (Kryściński, Rajani, et al. 2021) Books 5102

Ours Short Stories 850

Table 5.5: Input length for narrative summarization datasets, compared to news.

original short stories for other users to enjoy and comment on.8 We filter our posts that are marked

as NSFW and also posts that have fewer than three up-votes. This results in a collection of

approximately 3000 short stories. We note that users do not write summaries for their stories, and

since these stories are not popular, they’re unlikely to be summarized elsewhere; therefore, there is

little concern about data contamination with LLMs. Table 5.5 shows the average input length of

our dataset compared to other narrative datasets and the popular news benchmarks. We see that our

dataset of short stories is closer in length to news articles compared to most other narrative datasets,

which tend to have much longer inputs.

5.2.1.2 Models.

We benchmark the following models for our narrative summarization:

Instruct Davinci. Ouyang et al. (2022) used instruction tuning to further improve GPT-3 and

show that it leads to improved zero-shot and few-shot performance. We further show in §5.1 that

this model beats the prior state-of-the-art for news summarization and produces summaries that are

on par with human-written ones.

ChatGPT. This model is a successor of Instruct Davinci with a chat interface and has been further

refined using RLHF (Christiano et al. 2017). Recent work has shown that this model outperforms

8The two subreddits we used were r/shortstories and r/shortscarystories.
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its predecessor and achieves state-of-the-art zero-shot performance on a variety of NLP tasks (Bang

et al. 2023).

Claude. This is the successor of the model from Yushi Bai et al. (2022) with a chat interface and

has been further refined using Constituional AI (Yuntao Bai et al. 2022). This process replaces

the costly process of collecting human preference for RLHF with preference labels from an AI,

with human guidance coming from a set of principles for the AI to follow in making preference

judgments.

We prompt all LLMs for zero-shot summarization to generate summaries for the stories. We use

the following prompt for Instruct Davinci:

Story: [story text]

Summarize the above story.

Summary:

For ChatGPT and Claude, since they are chat-based LLMs, we modify the prompt to “Summarize

the following story: [story text]”.

5.2.2 Human Annotations.

In our initial analysis of generated summaries, we found that LLMs tend to generate fluent and

coherent summaries, but tend to have very subtle faithfulness errors. Table 5.6 shows an example

of a story along with a summary generated by the Instruct Davinci model. While the generated

summary is fluent and coherent and does a pretty reasonable job of summarizing the events of the

narrative, there’s a faithfulness error highlighted in red. The summary depicts Daniel as agreeing

to go to rehab after waking up for the first time in the hospital, whereas in the story, he keeps

drifting in and out of sleep, and doesn’t agree to go to rehab until the last time he wakes up. Given

the subtleties of faithfulness errors we observed, we were unsure whether non-expert annotators

would be able to reliably evaluate LLMs generated summaries. Similar concerns are echoed in
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Example LLM Summary

Story: There’s a beach on the Southern coast of California where the sky is pink and
orange and palm trees in the view. The ocean is lightly roaring and crashing on the sand.
The sound of traffic is muted by a beautiful voice. A song calling from just beyond vision’s
reach. Daniel searched for the source. The song continued. Daniel walked closer to the
water and peered out into the deep. Then, in the moment he saw her, the sky went black
and time came to a stand still; A mermaid was sitting on a rock... [TRUNCATED]

Instruct Davinci: Daniel is a young man who finds himself on a beach on the Southern
California coast, where the sky is pink and orange and palm trees are in view. He hears a
beautiful song coming from just beyond what he can see and goes to investigate. He finds a
mermaid sitting on a rock, but the sky suddenly goes black and time stands still. He runs to
the marina to find a boat so he can get to the rock, but bumps into another boat and knocks
a frozen person overboard. He jumps in to rescue them and eventually finds himself on the
rock with the mermaid, but she has suddenly changed from a beautiful creature into a gray
seal. He panics and crashes the boat, knocking himself unconscious. When he wakes up
he is in a hospital and his parents are discussing sending him to rehab. Daniel agrees, and
then falls back asleep. He wakes up again on the beach and the seal is there, singing the
same song. He jumps into the water and the seal bites him, but his skin breaks the teeth.
Daniel smiles and brings them back to the beach, and when he wakes up in the hospital
again he tells his father rehab is a good idea.

Table 5.6: Example of a summary generated by Instruct Davinci. The overall summary is very
fluent and mostly correct, except for a subtle error shown in red.

recent work, which shows that existing human evaluation approaches are not very robust (Yixin Liu,

Alexander R. Fabbri, et al. 2022).

Given these concerns, we recruit three NLP experts who are working on text summarization

and collect a set of gold standard labels for faithfulness evaluation. In particular, we ask the

annotators to annotate a set of 33 LLM summaries for faithfulness, followed by an adjudication

round to resolve any disagreements in the annotation. Table 5.7 shows the percentage of generated

summaries considered faithful according to expert annotators for each of the LLMs. We observe

that a majority (60 − 70%) of LLM-generated summaries contain faithfulness errors. This is in

stark contrast to prior work on news summarization, which showed that LLMs are almost perfectly

faithful when generating zero-shot summaries for news articles (see §5.1; Goyal, J. J. Li, and Greg

Durrett 2022). This suggests that LLMs may not be reliable general-purpose summarizers beyond

news summarization.
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We then collect annotations for faithfulness from non-experts using crowd-sourcing via Amazon

Mechanical Turk (MTurk). We also enlist freelance writers and editors from Upwork since they

tend to be more reliable than Turkers. Figure 5.7 shows the task description shown to the annotators

for the annotation task, and Figure 5.8 shows the detailed instructions along with an example of how

to annotate for faithfulness errors. In some instances, LLMs can add some additional commentary

to the end of the summary, and for this task, we ask annotators to ignore the commentary. We ask

the crowdworkers to annotate the same set of 33 summaries that were annotated by experts, and

we elicit 3 independent annotations per summary. We take the majority label for each summary

as the faithfulness annotation for the summary. We are interested in understanding how well the

crowdworker consensus matches up with expert annotators for faithfulness evaluation.

Table 5.7 shows the percentage of summaries considered faithful according to non-experts.

We see that annotators on MTurk generally find LLMs to be relatively faithful and only find

4− 15% of the summaries to be unfaithful, depending on the LLM. In particular, the most effective

LLM, according to Turkers (ChatGPT), is actually the one deemed least faithful according to

expert annotators. While the annotators on Upwork find LLM-generated summaries less reliable

than Turkers, they still annotate a larger percentage of summaries as faithful compared to expert

annotators (70% vs. 33%, respectively). Overall, we find that non-experts really struggle to identify

subtle faithfulness errors when summaries are generally fluent and coherent. This suggests that

standard human evaluation on crowd-sourcing platforms may not be a reliable way to evaluate

models as they become increasingly better.

5.2.3 Model-Assisted Human Evaluation.

Given the difficulties that non-experts face in identifying faithfulness errors for narrative sum-

marization, we investigate whether an AI model can help improve the quality of crowd-sourced

annotations. Specifically, we examine whether providing model-generated critiques and comments

can lead crowd workers to agree more with expert annotators. Prior work has shown that LLM

critiques can help annotators identify errors they may otherwise miss (Saunders et al. 2022). We
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Model Experts MTurk Upwork

Instruct Davinci 0.36 0.88 0.70
ChatGPT 0.27 0.96 0.68
Claude 0.36 0.85 0.73

Table 5.7: Faithfulness scores assigned by experts vs crowd workers for LLMs on our narrative
summarization dataset. We find that even for the best LLMs, around 70% of the generated sum-
maries, contain faithfulness errors, according to experts, however, non-experts struggle to identify
these errors.

adopt a similar approach and ask Claude to pinpoint any inconsistent details between a summary

and the source text. We then provide these critiques to crowd workers when asking them to assess

how faithful the summary is to the original text. Table 5.8 shows Claude’s critique for the summary

in Table 5.6. While Claude incorrectly concludes that the summary is faithful overall, it does

correctly identify a subtle yet important faithfulness error. We hypothesize that even imperfect

model critiques can make crowd workers more attentive to potential issues, helping them better

identify faithfulness errors.

To further evaluate the reliability of the crowd-sourced annotations, we conduct an additional

study using a second group of freelance writers and editors recruited through Upwork, and ask them

to perform the faithfulness annotation on the same set of summaries. This new group is provided

with Claude’s faithfulness critiques for each summary but is explicitly informed that the model’s

comments may contain errors and that they should use their own best judgment. Figure 5.9 shows

the modified task description that is shown to this group of annotators. We then quantitatively

compare the level of agreement with expert annotators between the two groups - those who received

Claude’s potentially flawed critiques versus those who did not. Interestingly, the group exposed

to Claude’s critiques exhibits markedly higher raw agreement with the experts (58% vs. 45% for

the unexposed group). In terms of Cohen’s Kappa, the 58% agreement translates to a kappa score

of 0.22 for the group with critiques (vs. 0.12 without critiques), which can be interpreted as fair

agreement according to the guidelines provided by Landis and Koch (1977). This indicates that
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Example LLM Critique

Here are the key details summarized:
Daniel finds a mermaid on a rock who turns into a gray seal.
He crashes his boat trying to get to the rock and knocks himself unconscious.
He wakes up in a hospital and agrees to go to rehab.
He has another dream where the seal bites him but his skin breaks the seal’s teeth.
He wakes up again and agrees rehab is a good idea.

The only inconsistent detail I identify is that the summary says Daniel agrees to go to
rehab after waking up in the hospital the first time, but in the story he actually agrees after
waking up in the hospital the second time.

Other than that, the summary is consistent with the key events and details in the story. The
summary may be missing some details but it accurately captures the core parts of Daniel’s
experiences, dreams, and decision to go to rehab.
So overall, aside from the minor inconsistency regarding when Daniel agrees to rehab, the
summary is consistent with the story.

Table 5.8: LLM generated critique for the example summary shown in Table 5.6. Even though the
model arrives at the wrong conclusion for overall faithfulness, it is correctly able to identify the
faithfulness issue in the summary, shown in green.

presenting crowd workers with AI-generated critiques, even imperfect ones, can improve their

ability to correctly identify faithfulness issues in the summaries. The resulting crowd-sourced

annotations are substantially closer to expert judgments. We note, however, that a 58% agreement

rate (0.22 kappa score) with experts is still far from ideal. This preliminary approach of simply

showing Claude’s raw critiques to workers does not yet provide a sufficiently reliable mechanism to

completely replace expert evaluation. Further iterations on how to best leverage AI assistance in the

crowd-sourcing process is needed.

5.2.4 Qualitative Analysis of Narrative Summaries

While the summaries generated by LLMs for the narratives tend to appear really good, they

usually 1-2 errors that distort key points of the narrative. For example Table 5.9 shows an example

of a summary generated by ChatGPT. While at the surface level the summary looks good, the part

highlighted in red is incorrect and distorts a pivotal part of the narrative. In the story, the team
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Example LLM Summary

ChatGPT: A rescue team goes into a narrow cave to find a participant who had fallen
down a blocked-off section. They drop a radio down to him and start a multiple day rescue
operation, during which they take turns speaking with the man who remains surprisingly
calm. When they finally extract him, he apologizes for losing their radio, but before they
can say anything, the radio flares to life with the same voice asking when they will come to
get him. The team realizes that the man they rescued was not the one who had fallen
down the shaft, and they wonder who they had actually been talking to.

Table 5.9: Example of a summary generated by ChatGPT. The overall summary is very fluent and
mostly correct, except for the error shown in red, which changes a key part of the story.

realizes that the man they rescued was the one who had actually fallen down the shaft, but he wasn’t

the person they had been talking to on the radio. Table 5.10 shows another example, where all

three LLMs make the same error. Their summaries portray a pleasant reminiscing conversation

between the narrator and mother about the past. In truth, the original exchange was unpleasant and

implied a history of abuse by the mother. Though easy to miss by non-experts, these types of factual

distortions misrepresent critical narrative elements, making the summary unfaithful to the source.

While superficially smooth, closer inspection reveals that the LLMs often alter key details in their

summaries.

While a majority of the summaries contain faithfulness errors, these models do exhibit strengths

that can be built upon in an AI-assisted summary writing system. Most notably, the summaries

generated tend to have good structural coherence and identify the main themes and narrative arcs

well, even if some of the details are incorrect. This provides a strong skeleton that humans can

then flesh out and correct to build good summaries. In addition, as evidenced by Claude’s ability

to provide high-level commentary on its own summaries in Table 5.11, LLMs show promising

capabilities for abstractive summarization. The commentary generated by Claude (shown in green)

effectively captures the overall point or meaning of the narrative, correctly identifying the main

goals, tensions, and resolutions even when the summary contains faithfulness errors (shown in

red). This demonstrates that LLMs are capable of higher-order comprehension of themes, motives,

and general messaging. These strengths of structural coherence and high-level abstraction suggest
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Example LLM Summaries

Story: [TRUNCATED] ... While standing there, I feel numb. My fingers grip the bouquet
tight. I remember Mom, a sweet woman. Her smile, her strong hands, and witty humor . . .
After several minutes, I gather the courage to speak to her. “How’s it going, mom?” I feel
strong emotions coming. Mom’s voice answers me in return: You brat! I took care of you
and your brother! I gave you your own closet. But you scratched it like a cat! You! You
didn’t know how to wash in the tub, so I showed you how! I laugh at the whisper. “You’re
telling a different story, mom.” I smile. “At least you won’t hurt me or Hector anymore.”

Instruct Davinci: The narrator is visiting a cemetery, and has a strange gift where they
can hear the voices of the dead. As they explore, they come across several graves that
are speaking to them, including one belonging to a baby, a man who was prejudiced
against people of color, and a beloved mother. The narrator talks to their mother’s grave
and reminisces, and finds that even in death, their mother still has plenty of wit and
humor.

ChatGPT: The protagonist hates going to cemeteries because they have the ability to hear
the dead and the dead can hear them too. They walk through the cemetery and hear various
voices and stories from the graves. They eventually make it to their mother’s grave and
have a conversation with her, reminiscing about their past. The story ends with the
protagonist feeling comforted by their mother’s voice.

Claude: The narrator has the unusual ability to hear the voices of the dead when visiting
cemeteries. The narrator finds cemeteries unpleasant to visit because of this ability. While
walking through a cemetery and hearing various voices from graves, the narrator arrives at
the grave of the narrator’s mother, marked by an angel statue. The narrator speaks to the
mother’s spirit and reminisces about memories of her. Despite the strange ability, the
narrator finds comfort communicating with the mother’s spirit. The story suggests the
narrator has a complex relationship with the supernatural ability to hear the dead.

Table 5.10: Summaries for one of the stories in our dataset. We see that all three LLMs make the
same error in understanding a key part of the narrative.

LLMs can serve as AI assistants that provide a first draft for humans to refine and fact-check. The

human can verify and fill in details while benefiting from the summarization and high-level analysis

provided by the LLM. This allows humans to focus their efforts on where they add the most value -

nuanced reasoning and fact-checking. Such a collaborative system would combine the strengths of

both humans and AI. Overall, while work remains to improve faithfulness, LLMs exhibit abilities in

abstraction and coherence that can pave the way for hybrid AI-assisted summarization.
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Example LLM Summary

Claude: The goddess Aphrodite is upset that a poll shows Athena, the goddess of war, is
considered fairer than her. This threatens Aphrodite’s power as the goddess of love and
beauty, which comes from worship and interest in her domain. Aphrodite asks her son
Cupid to shoot all of Earth with an arrow of love directed at her to fix the problem, but
Cupid says he does not have the power to do that and it would not be effective. Aphrodite
then decides to travel to the mortal realm herself for the first time in a long while to better
understand how human attraction and flirting work nowadays. After being turned down
by a gay man, she meets another man who gives her a cell phone after a one night stand.
The story suggests that Aphrodite must learn how modern human attraction and
relationships work if she wants to maintain her power as the goddess of love.

Claude: Destiny goes to visit her best friend Heaven at her house. Heaven’s father
lets Destiny into the house and leads her down to the basement, claiming Heaven has
been playing down there all week. Once Destiny reaches the bottom of the stairs,
she discovers Heaven’s dead body in the dark basement. Heaven’s ghost then whispers
to Destiny that now they can play together in the basement. The story suggests that
Heaven’s father was responsible for her death and lured Destiny into the basement to
harm or kill her as well.

Table 5.11: Example summaries showing Claude’s ability to generate commentary in addition to
the story (highlighted in green).

5.3 Related Work

News summarization has been the key task that has been used to measure progress in the field

of automatic summarization (Radev, Hovy, et al. 2002; Rush et al. 2015; Nallapati et al. 2016;

See et al. 2017; Y.-C. Chen and Bansal 2018; L. Dong et al. 2019). In recent years, supervised

finetuning of language models with large-scale news summarization datasets has emerged as the

main paradigm for building state-of-the-art summarization systems (Yang Liu and Lapata 2019;

Lewis et al. 2020; J. Zhang et al. 2020; Yixin Liu, P. Liu, et al. 2022). While these systems tend

to produce highly fluent, human-like summaries, recent work has shown that they suffer from

generating information that is inconsistent with the source article (Falke et al. 2019; Durmus, H. He,

et al. 2020; Lux et al. 2020; Wilber et al. 2021). As such, there has been increased attention in the

literature towards improving faithfulness of summarization systems, as it is an essential requirement

in order to deploy these systems in real-world scenarios (see chapter 4; Matsumaru et al. 2020;
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Z. Zhao et al. 2020; Y. Dong, S. Wang, et al. 2020; Goyal and Greg Durrett 2021; Xu et al. 2020;

S. Chen et al. 2021; Zhu et al. 2021). In our work, we benchmark LLMs for news summarization

and show that instruct-tuned LLMs outperform the prior state-of-the-art and perform on par with

humans. We also show that faithfulness in news summarization is no longer a major concern with

these LLMs and that faithfulness issues plaguing prior models were mainly stemming from noisy

references in the training data, as also alluded in prior work (Maynez et al. 2020; Kang and T. B.

Hashimoto 2020).

In addition to all the work at improving news summarization systems, there is also a large body

of work looking at improving the evaluation of summarization; many automated evaluation metrics

have been proposed over the years (Lin 2004; Papineni et al. 2002; T. Zhang, Kishore, et al. 2019;

Sellam et al. 2020; Durmus, H. He, et al. 2020; Kryscinski, McCann, et al. 2020). Recent work,

however has shown that these evaluation metrics do not correlate well with human judgments (see

§2.1; Durmus, H. He, et al. 2020; Alexander R Fabbri et al. 2020; Durmus, Ladhak, et al. 2022). In

this work, we evaluate the effectiveness of automatic metrics for evaluating LLMs and show that

the usefulness of reference-based evaluation is closely linked to the quality of the references, which

is consistent with prior work in machine translation (Freitag et al. 2020). In addition, we show that

improved references can lead to improved correlation with human evaluation of summarization.

While the majority of the work in improving and evaluating summarization systems has focused

on news summarization, there is a significant body of work that looks at summarizing documents

beyond news articles, such as scientific articles (Cohan et al. 2018; Yasunaga et al. 2019), dialogues

(Gliwa et al. 2019; Y. Chen et al. 2021), novels (Mihalcea and Ceylan 2007; Ladhak, B. Li, et al.

2020; Kryściński, Rajani, et al. 2021), and screenplays (Papalampidi et al. 2020; C. Zhao et al.

2022; M. Chen et al. 2022; C. Zhao et al. 2022). These tasks aim to understand whether automated

summarization systems can understand and summarize inputs with broader narrative and discourse

structures than typically seen in news articles. Similarly, in our work, we aim to understand whether

the recent success of LLMs in zero-shot news summarization transfers to narrative summarization.

While prior work on narrative summarization has focused on chapter-level (Ladhak, B. Li, et al.
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2020; Kryściński, Rajani, et al. 2021) and book-level (Mihalcea and Ceylan 2007; Kryściński,

Rajani, et al. 2021) summarization of novels, our work instead chooses to focus on short stories from

Reddit. There are several reasons for this decision: 1) novels typically contain input lengths that are

much longer than LLM context windows 2) summaries for popular novels are readily available on

the web, which contaminates the evaluation, and 3) we did not want to conflate challenges with

processing long context with the LLM’s ability to understand and summarize narratives.

Recent years have seen an increase in human-AI collaboration, particularly with using AI to

augment human decision-making (Lai et al. 2021) in high-stakes domains such as medical diagnoses

(Lakkaraju et al. 2016) and credit risk prediction (Chromik et al. 2021). Several recent works have

shown that AI can augment the human ability to complete natural language tasks more accurately.

Fan et al. (2020) use AI to generate natural language briefs that assist humans in fact-checking

claims both faster and more accurately. Gehrmann, Strobelt, et al. (2019) use language models to

help improve human accuracy in detecting AI-generated text from human-written text. Most closely

related to our work is the work by Saunders et al. (2022), which showed that using model-generated

critiques can help humans identify errors in generated summaries that they might otherwise miss.

Similarly, in our work, we show that model critiques can help humans identify faithfulness errors

that they might otherwise miss.

5.4 Conclusion and limitations

In §5.1, we conducted a comprehensive human evaluation of 10 LLMs across the two most

popular news summarization benchmarks. Through our experiments, we find that the state-of-the-art

LLM performs on par with summaries written by freelance writers, with instruction tuning being the

key factor for success. Beyond these findings, our work highlights the crucial role of good reference

summaries in both summarization model development and evaluation. Unless the reference quality

issue is addressed, comparing zero-shot, few-shot, and finetuning performance will remain an open

question, and the current benchmarks will provide limited value when used with reference-based

evaluation. Even when we address the quality issue and conduct a human evaluation with high-
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quality references, we observe a significant amount of individual variation from annotators. Due to

these factors, evaluations for single document news summarization may be reaching their limits.

The same, however, cannot be said for the summarization in general – as we show in §5.2, LLMs

still struggle to produce faithful summaries of narratives, unlike news articles. This suggests that

while instruction-tuning may have improved summarization capability for news, it does not lead to

improved summarization in general. A possible explanation is that news summarization is typically

included as one of the tasks during instruction tuning Ouyang et al. 2022.

We believe that there is much research beyond our benchmarking effort that needs to be done to

better understand the effect of instruction tuning. Here, we hypothesize three aspects that could

account for the success of instruction tuning. First, the quality of the summarization data used in

instruction tuning can serve an important role. Our findings in §5.1.1 show that currently, we are

finetuning language models on low-quality training data, which can account for their ineffectiveness.

At this point, we cannot rule out the possibility that when finetuned on a higher-quality dataset,

finetuned LMs may perform much better. Second, the learning algorithm used for instruction tuning

can be important (Ouyang et al. 2022). While the exact training details are unknown, the success of

Instruct Davinci might be credited to “learning from human feedback” (LHF; Stiennon et al. 2020;

Ziegler et al. 2019). Contrary to supervised finetuning that trains systems on written summaries,

learning from human feedback trains systems from binary labels of human preferences. As we

observe in §5.1.2.2, there is a discrepancy in how annotators write and rate summaries. While it is

possible that LHF has merits over the supervised learning/finetuning approach in exploiting this

discrepancy, more analysis is needed to validate this hypothesis. Third, multi-task learning could be

an important factor in the success of LLMs. Instruct Davinci is trained on a diverse distribution of

inputs, and many previous studies have confirmed the effectiveness of multi-task learning. We need

need further work to understand how summarization benefits from learning on other tasks and what

tasks are helpful vs. harmful for summarization performance. Furthermore, we need to understand

whether instruction tuning on more difficult summarization tasks, such as narrative summarization,

can lead to improved general summarization capability.
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Our work also highlights the difficulties in evaluating high-performing LLMs. Recent work

advocates for using fine-grained semantic units to match with reference summaries Yixin Liu,

Alexander R. Fabbri, et al. (2022) in order to get a more reliable human evaluation. However, as our

evaluation points out, not only are the existing reference summaries unreliable, but the summaries

written by well-paid freelance writers also may not significantly outperform LLM summaries.

Therefore, defining reference summaries as the ground truth may be overly restrictive as LLMs

are approaching or even exceeding average human-level performance. Furthermore, we show

that simply asking crowd-workers to evaluate LLM outputs may no longer be reliable as LLMs

become increasingly fluent and coherent. We note a large gap in the ability of crowd workers to

identify deficiencies in LLM-generated summaries compared to experts for narrative summarization.

However, relying on expert evaluations is not scalable, and we show that investing in AI-assisted

human evaluations may offer a viable avenue to scaling up evaluation. For instance, one possible

avenue would be to allow evaluators to interact with models through clarification dialogues to elicit

information to make more informed judgments. We leave this exploration for future work.
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Figure 5.4: Distribution of cut and paste operations in the summaries written by freelance writers and
by Instruct Davinci. By comparison, human written summaries contain more lexical paraphrasing
and sentence reduction, whereas the Instruct Davinci model has more direct copying from the
article.
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Total
Annotator 1
Annotator 2
Annotator 3
Annotator 4
Annotator 5
Annotator 6

50.4% 49.6%
43.0% 57.0%
45.2% 54.8%
49.4% 50.6%
54.7% 45.3%
55.1% 44.9%
56.9% 43.1%

Freelance writers 
 summaries are better

Instruct Davinci 
summaries are better

Overall Preference
Agreement : 0.07

Total
Annotator 1
Annotator 2
Annotator 3
Annotator 4
Annotator 5
Annotator 6

51.2% 48.8%
44.1% 55.9%
45.4% 54.6%
47.5% 52.5%
58.5% 41.5%
55.1% 44.9%
59.3% 40.7%

Freelance writers 
 summaries are better

Instruct Davinci 
summaries are better

Informative Preference
Agreement : 0.32

Figure 5.5: Human evaluation results comparing summaries written by freelance writers and
summaries generated by Instruct GPT-3 Davinci. On aggregate, annotators equally prefer freelance
writers and Instruct Davinci. However, there is high variability in individual annotators’ preferences.
Notably, annotator, 1 writes abstractive summaries but prefers the more extractive Instruct Davinci
summaries.
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Figure 5.6: System-level Rouge-L vs. annotator rating of faithfulness. The left plot is computed
with XSUM references, where the correlation is weak, and the right plot is computed with the
freelance writer summaries, where the correlation is much improved.

Figure 5.7: Task description shown to the crowdworkers for the annotation task.
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Figure 5.8: Detailed instructions for the task along with an example of how to annotate for
faithfulness.
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Figure 5.9: Task description shown to the crowd workers who receive AI assistance. They are told
that the critiques may not be accurate, and are instructed to ultimately rely on their own judgments.
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Conclusion and limitations

In this thesis, we explore the problem of faithfulness in abstractive summarization. In chapter 2,

we make significant contributions to advancing faithfulness evaluation in summarization. We

demonstrate substantial flaws with existing evaluation approaches, including both automated metrics

and human evaluation. To address the deficiencies of current automated metrics, we develop a novel

method for training reference-free evaluation metrics that are more robust to distributional shifts.

Our proposed approach leads to a metric that outperforms prior work at ranking state-of-the-art

summarization systems. Similarly, to improve upon current approaches to human evaluation, we

propose a new evaluation framework that enables a more holistic assessment of faithfulness by

accounting for the abstractiveness of systems. Through advances in both automated and human

evaluation, this chapter enables a more rigorous and meaningful evaluation of faithfulness in

summarization.

In chapter 3, we make key contributions towards explaining the cause of faithfulness issues

in modern summarization systems. First, we propose a novel contrast-based method for error

attribution that dramatically outperforms prior work at identifying the origins of hallucination

in generated summaries. Moreover, we demonstrate the broad applicability of our approach by

incorporating its ideas into an existing method, TracIn, yielding substantial improvements. Second,

we reveal the effect of distributional biases in pretrained language models, showing that strong

associations learned during pretraining can cause summarization models to hallucinate information

in a biased manner. We further explore mitigation strategies during finetuning, demonstrating

that while they can reduce overall hallucination rates, the remaining hallucinations still closely
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reflect intrinsic biases in the pretrained models. Through advanced error attribution and analysis of

pretrained model biases, this chapter provides critical insights into the roots of faithfulness issues in

modern abstractive summarization.

Building on the findings from previous chapters, chapter 4 develops effective methods for

improving faithfulness in summarization systems. First, we propose a novel approach that adapts

the level of abstractiveness for each input to enhance overall faithfulness. Our method yields systems

that are both more faithful and more abstractive compared to baselines. Second, we leverage our

proposed error attribution technique to clean existing datasets, enabling the training of models with

reduced hallucination. Models trained on datasets cleaned with our approach generate markedly

fewer hallucinations than both baseline systems and models trained using other data cleaning

techniques. Through adaptive abstractiveness and targeted data cleaning, this chapter provides

impactful techniques for mitigating faithfulness issues in state-of-the-art abstractive summarization.

Finally, chapter 5 focuses on characterizing the summarization capabilities of LLMs and assess-

ing the extent of the faithfulness problem for these models. First, we demonstrate that instruction-

tuning and RLHF are key for enabling LLMs to achieve high-quality zero-shot summarization in the

news domain, with state-of-the-art LLMs generating summaries comparable to human-written ones.

However, this capability does not extend to narrative summarization, where even advanced LLMs

struggle to consistently produce faithful summaries. Finally, we highlight the difficulty in evaluating

high-performing LLMs, showing that simply crowdsourcing evaluations of LLM outputs may no

longer be reliable as fluency and coherence improve. We observe a substantial gap between crowd

workers and experts in identifying deficiencies in LLM-generated narrative summaries. Through

rigorous analysis, this chapter provides important insights into the summarization capabilities and

limitations of LLMs.

5.5 Takeaways

Current benchmark datasets, especially for news summarization, are inadequate. Rather

than carefully constructing datasets grounded in real-world use cases, prior benchmarks have relied
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on the ability to source large-scale datasets from the web using simple heuristics to create target

summaries (Hermann et al. 2015; Rush et al. 2015; Narayan et al. 2018). While performance on

these datasets has steadily improved over the years, this progress has not translated into improved

summarization capabilities. This is unsurprising, as our work shows humans do not find these

references to be good summaries. As we show in subsubsection 5.1.1.3, our human evaluators

find only 37% of the reference summaries in the XSum dataset are faithful – optimizing for these

references means building a summarizer that frequently hallucinates information. Indeed, our work

in §3.1 shows how introducing a small amount of noise (perturbations) into the training data can

result in hallucinations in generated outputs. We propose a novel contrast-based attribution method

that can be used to identify noisy instances in the dataset that can lead to undesirable generated

outputs. In §4.2, we use our error attribution method to clean existing datasets and show that

removing noisy instances from training leads to reduced hallucinations in the generated output.

Even incorporating a few of these noisy instances as in-context examples leads to a dramatic drop

in the summarization performance of LLMs, as we show in §5.1. We should stop using these

flawed datasets as benchmarks for summarization capability and work towards carefully constructed

datasets grounded in real-world use cases to make meaningful progress on summarization.

Improving faithfulness evaluation metrics requires improving evaluation benchmarks. Re-

cent advancements in abstractive text summarization have primarily been evaluated using ROUGE,

which fails to capture critical summarization aspects like faithfulness. While recent work has

proposed new faithfulness metrics with remarkably improved performance, our analysis in §2.1

indicates that these improvements stem primarily from flaws in benchmark construction rather than

actual improvements in evaluating faithfulness. Specifically, current benchmarks allow metrics

to exploit simple spurious correlations – when we control for these spurious measures, we see a

dramatic drop in performance. We propose a method to reduce reliance on spurious correlations and

demonstrate improved performance on existing benchmarks. In particular, we show that our metric

is more robust to distribution shits and does remarkably better than prior work at ranking systems

that are close to the state-of-the-art. The benchmarks themselves, however, may not represent
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faithfulness errors of current state-of-the-art systems, as they contain summaries from systems

trained on noisy datasets like XSum and CNN/DM. The resulting errors likely differ from systems

not trained on these datasets. Indeed, in §5.1.1.3, we find that top-performing metrics on existing

benchmarks achieve poor system-level correlation with human scores when ranking zero-shot

and few-shot LLM summarizers. To build better faithfulness evaluation metrics, we must first

design better benchmarks containing more realistic errors made by current state-of-the-art LLMs.

Furthermore, constructing benchmarks using models exposed to high-quality supervision would

better represent the types of errors we need to detect. With improved benchmarks, we can develop

metrics that reliably identify salient faithfulness issues. Progress in both benchmark design and

metric development is key to properly evaluating summarization faithfulness.

Simply performing human evaluation does not guarantee reliable comparisons. Recent

work has increasingly relied on human evaluation as a more reliable measure of summarization

capability. However, simply performing human evaluation does not necessarily lead to a reliable

measure of summarization performance. As discussed in §2.2, naively comparing human faithfulness

scores of summarization systems can lead to misleading conclusions, potentially at the cost of

improving abstraction. While we propose an improved framework that can more holistically

measure faithfulness and abstraction, this approach still depends on reliable human evaluation of the

generated summaries. As we show in § 5.2, this cannot be taken for granted with LLM-generated

summaries. We find that crowdworkers struggle to accurately identify faithfulness errors in LLM-

generated summaries for narratives. Furthermore, in §5.1.2, when comparing LLM summaries

to human-written ones with qualitatively better abstraction, we show that it is hard to get high

inter-annotator agreement and there’s a large variability in individual stylistic preferences. While

we show some initial promising results using AI-assisted human evaluation (§5.2) to alleviate these

issues, substantial work is needed to develop robust human evaluation protocols to obtain reliable

assessments, especially as the capacities of LLMs continue improving.
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5.6 Limitations

While this dissertation makes several contributions toward advancing the understanding and

improvement of faithfulness in abstractive summarization systems, there are some overarching

limitations that provide opportunities for future work.

One fundamental limitation is that most of the analysis focuses on a single domain – news

summarization. While news articles are a popular choice for studying summarization systems,

they have relatively predictable discourse structures compared to other domains like conversational

dialogue or narratives. An interesting direction would be to investigate whether the findings around

faithfulness evaluation, error attribution, and mitigation strategies hold up when applied to other

domains beyond news. Expanding the scope could reveal new challenges and opportunities. For

instance, our preliminary work on narrative summarization suggests that LLM-generated summaries

for narratives introduce more subtle inaccuracies that are difficult for non-experts to detect, unlike

news summarization. Further characterization of the types of faithfulness errors arising in narrative

summarization could enable more tailored detection and mitigation techniques. More broadly,

expanding the range of summarization tasks studied would likely uncover new error modalities

and test the limitations of current evaluation methods. This could drive further research into more

robust frameworks for faithfulness assessment, attribution, and improvement that generalize across

different genres. Tackling a more comprehensive range of summarization tasks would ultimately

lead to more versatile techniques and substantial progress in developing truly faithful summarization

systems.

Second, our work examines faithfulness in the context of summarizing individual, relatively

short documents. However, summarizing longer documents or multiple documents raises additional

challenges for faithfulness that we do not address. Summarizing a long document like a book

involves more complexity in ensuring that a concise summary accurately captures the full scope

of concepts, relationships, and development arc within the source text. Maintaining faithfulness

for multi-document summarization poses difficulties in reconciling contradictions across sources
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and representing different perspectives accurately. Generating summaries of longer or multiple

documents likely requires a more nuanced approach to evaluating faithfulness. New methods may

be needed to assess faithfulness for capturing the overarching narrative or themes in a long text.

Similarly, new techniques could help check that a multi-document summary faithfully represents the

diversity of viewpoints and inconsistencies across different sources. Our current work focuses solely

on individual short documents, but expanding the study of faithfulness to longer and multi-document

summarization remains an important direction for future work. Open research questions exist around

defining and measuring faithfulness in these more complex summarization tasks.

Third, our work focuses on faithfulness, which aims to ensure that the information in the

generated summary is consistent with the input document. While faithfulness is an important

objective for many summarization tasks, it has limitations. Faithfulness only verifies that the

facts in the summary match the facts in the source document but does not evaluate whether the

summary provides sufficient context or background information to enable understanding. For

instance, we may want summarization systems that can augment an input document with relevant

contextual details that are factually accurate, even if not present in the original text. Providing

such factual background information raises new challenges beyond faithfulness. The system must

synthesize and integrate contextual details that enrich comprehension of the summary rather than

simply reproducing content from the input. Furthermore, the system must ensure the accuracy of

synthesized background facts, which requires additional capabilities beyond verifying consistency

with an input text. Developing summarization systems that can provide factual background details

beyond what is stated in an input document may necessitate new methods to fact-check, verify, and

validate generated content. Overall, faithfulness provides a starting point, but richer summarization

requires capabilities to synthesize and validate new factual information that provides helpful context

beyond what is stated in the original document.

Finally, all our experiments and analyses have focused solely on the English language, and

it remains to be seen to what extent the findings will transfer to other languages. Comparative

studies across languages can shed light on the language-specific intricacies involved in abstractive
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summarization. For instance, the syntactic and morphological complexity of a language could

impact the difficulty of summary generation. Languages with freer word order and rich morphology

like Finnish and Turkish may present distinct challenges not present in English summarization,

and could therefore have different types of faithfulness errors. Further cross-lingual research is

needed to determine the extent to which our conclusions generalize and to reveal language-specific

summarization issues.

In summary, this dissertation makes valuable contributions to advancing faithfulness in abstrac-

tive summarization but has limitations in scope that provide opportunities for future work. Broader

investigations across genres, tasks, and languages will be important to gain a comprehensive under-

standing of faithfulness in abstractive summarization more generally. Nonetheless, the dissertation

provides a strong foundation and valuable insights to build upon in future work.

5.7 Future Work

While we have highlighted several fruitful avenues for future work in the limitations section, we

provide some additional promising directions that could further advance this research area.

Current benchmarks for evaluating summarization models have some critical shortcomings that

need to be addressed in future work. Many existing datasets rely on web-scraped data and use

heuristics to generate target summaries. This process inevitably introduces noise and a lack of

quality control into the datasets, leading to issues with summary faithfulness. As the field shifts

towards leveraging LLMs for summarization, using datasets with loosely curated web-sourced

summaries also raises the risk of test set contamination, resulting in inflated metrics that do

not accurately measure progress. Going forward, the summarization community should focus

efforts on constructing new datasets that better represent real-world applications and use cases.

With the representational power of LLMs, researchers need not depend on massive datasets of

questionable quality. Smaller, carefully curated benchmarks that evaluate precise capabilities and

model behaviors will be more insightful. Potential directions include datasets that test summarizing

longer documents, summarizing complex reasoning, summarizing opinions, summarizing dialogue,
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and summarizing collections of documents. The end goal should be benchmarks that encourage

building summarization systems that are useful, safe, and reliable when deployed in the real world.

By better evaluating summarization methods against real-world criteria, we can produce more

rigorous and meaningful assessments of progress in the field.

Similarly, current benchmarks for evaluating the faithfulness of summarization models also

have significant limitations that restrict their utility. These benchmarks do not accurately reflect

the types of faithfulness errors made by modern state-of-the-art summarization systems. As

a result, developing new evaluation metrics against these flawed benchmarks fails to produce

metrics that can reliably assess faithfulness for real-world summarizers. This is a critical gap

that needs to be addressed in future work. New benchmark datasets must be constructed to better

represent faithfulness issues in current summarization systems. Furthermore, benchmarks must

evolve as systems improve, ensuring evaluation metrics remain robust to new error modalities and

distributions. Static benchmarks risk becoming outdated and ineffective. Ideally, new benchmarks

should test faithfulness across axes like factual consistency, stance agreement, logical entailment,

and more at both system and summary levels. As summarization expands into sensitive domains

like medicine, developing rigorous faithfulness benchmarks is crucial for preventing misinformation

and evaluating real-world reliability. We can produce faithfulness metrics that track progress in this

critical dimension by continuously improving the evaluation benchmarks to keep pace with systems.

Our work also highlighted some challenges with human evaluation as text summarization

systems become more capable. As summarizers improve in fluency and coherence, it becomes

increasingly difficult for non-experts to identify faithfulness errors in the generated summaries.

While current systems can produce superficially convincing summaries, they may distort key

information from the source text. This underscores the need for more robust evaluation protocols

beyond simple rating tasks by non-experts. Our study presented a preliminary attempt at model-

assisted evaluation by providing system critiques to check summary faithfulness. However, more

research is still needed to develop reliable evaluation protocols that elicit better judgments from

non-expert humans with the assistance of models. For instance, future work could allow evaluators
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to interact with models through clarification dialogues to elicit information to make better-informed

judgments. Models could highlight possible factual discrepancies or provide justifications for their

summaries to assist in evaluation. Eliciting more reliable evaluation from non-expert humans via

model assistance is an open area of research and is vital to improving LLM capabilities (Bowman

et al. 2022).

Our LLM benchmarking work found that instruction tuning and RLHF can substantially improve

performance on news summarization. However, improvements in this narrow domain do not

automatically confer stronger generalized summarization capabilities, as evidenced by state-of-

the-art models still struggling with faithfulness when summarizing narratives. Further research is

imperative to determine the key factors for advancing broad summarization skills beyond specialized

domains. One promising direction is expanding the diversity of tasks used for instruction tuning

and RLHF training beyond just news articles. Incorporating datasets covering scientific papers,

meetings, dialogues, narratives, and other domains could lead to more robust models. Additionally,

RLHF could be leveraged to directly optimize for summary faithfulness by rewarding faithful

summaries and penalizing summaries containing factual distortions. Focusing RLHF optimization

on minimizing faithfulness errors may produce more trustworthy summarizers across domains.

Another potential direction is exploring high-quality in-context examples for improving capabilities

across tasks. Systematically assessing the impact of in-context demonstrations on unfamiliar

summarization tasks could reveal their potential for bolstering generalization. Overall, progress will

require analyzing model capabilities across varied datasets, combined with specialized techniques

like instruction tuning, RLHF, and few-shot learning to improve generalization.
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