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Abstract: Medical imaging serves a significant role in medical diagnosis & therapy. Also plays a role in medical 

applications. The motivation of this work to research the most difficult topic in medical image processing nowadays is 

locating an ROI (Region of Interest) that can be retrieved automatically or semi-automatically.The goal of the suggested 

concept is to facilitate a step-up in the preprocessing of radiology pictures to locate regions of interest (ROI) in diagnosing 

respiratory illness using Machine Learning approaches. In addition, the generalizability of the methods is challenged when 

a single dataset is used. Different datasets often include images of differing quality, which may originate from various 

machine kinds and represent the circumstances of the nations and locations from where they originate. In this study, it is 

proposed RDD_ROI (Respiratory Disease Detection_Region Of Interest) algorithm using a GLCM features & unsupervised 

K-means clustering technique to identify region of interest in the detection of respiratory disease like COVID, Pneumonia 

etc.Two large COVID-19 datasets (X-ray & CT scan image analysis with a patient) are used to evaluate the method. The 

analysis of images has been done based on seven different GLCM features like homogeneity, correlation, dissimilarity, 

contrast, entropy, energy. The results of features found that energy and correlation achieved 100%. These findings 

emphasized the importance of techniques designed to improve picture quality during COVID-19 identification in both image 

datasets, which would ultimately aid in the classification & detection of respiratory disease COVID based on analysis of the 

disease effect. 
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I. Introduction 

Respiratory disease is also known as a lung problem. The 

main aspect is that this disease can be diagnosed, evaluated 

in several patterns, and assessed in different types of lung 

disease. The main examples of lung disease are pneumonia, 

COVID-19 and tuberculosis. In many countries, this disease, 

the main problem is the lack of radiologists [1]. The 

classification, identification and quantification of medical 

images can be made via DL (Deep Learning) & ML 

(Machine Learning) [2]. CXR (Chest X-Ray) images & 

chest radiography are processed for the medical image 

system for respiratory disease. Machine learning methods 

are achieving new trends to detect respiratory disease and 

set new parameters in the area of medical images. The 

computer aid diagnosis for respiratory disease contains 

many chest radiographs with large volumes of this type of 

image [3]. ML techniques for medical image application for 

respiratory disease detection have reached tremendous 

heights. In lung disease, interstitial and infiltrates changes is 

very predictive and limited [4]. There are several modern x-

ray tools, mobile and fixed. The latest scanners have 

different techniques and two types of tube voltage, i.e., 

distribution of iodine. 

 

Fig. 1. Computed Tomography (CT), Chronic Obstructive 

Pulmonary Disease (COPD), Magnetic Resonance Imaging 

(MRI) and Positron Emission Tomography/CT (PET/CT)  

[5] 

CT, MRI, PET/CT, & COPD are shown in Figure 1. 

Different types of medical photos may be mined for their 

numeric information. Main uses of machine learning 

algorithms for lung diseases called pulmonary nodule 

disease. Moreover, examining different machine learning 

with image processing and classification is based on several 

attributes [6]. The medical images dataset has different 

perspectives and uses CAD with machine learning 

algorithms like magnetic resonance imagining, chronic 

obstructive pulmonary disease and computed tomography. 
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These images analyzed with modest data with a machine 

learning algorithm can be more accurate than existing 

algorithms in the presence of unstructured data. The 

unstructured data can be classified into pdf, documents, 

images, videos, csv etc. The existing scholars have got chest 

x-ray images to deliver significant knowledge regarding 

covid-19 from CXR images which should come from every 

remote location in different countries. If it talks about covid-

19, symptoms are cough, fatigue and fever. 

On the other hand, headache, diarrhea, and sputum for 

excess [7]. In multiple cases, pneumonia that is leading to 

deprivation of oxygen. However, these symptoms lead to the 

body’s kidney failure, heart attack and other serious 

diseases. Many reported cases demonstrate only mild 

symptoms, and existing studies show different symptoms of 

covid-19. 

 

Fig. 2. Number of COVID-19 Cases across the Globe 

 The above figure 2 demonstrates different no. of covid cases 

across the world. This disease strikes lockdown, and social 

distancing steps were assessed in each affected country. This 

figure presents some cases with large distributions. The chest 

radiography requires periodic illness diagnosis and defining 

the significant outcomes in medical images, as it is a crucial 

step. 

 A lot of people are considering using machine learning 

(ML) in the medical imaging field. Potential uses include an 

entire range of medical imaging, from picture capture to 

analysis & prediction. Lack of access to adequate high-quality 

training data that has been meticulously curated and represents 

the problem space, with labels applied by experts, is a major 

barrier to the research, development, & clinical use of ML 

algorithms (for example, annotations). To train, verify, and 

test algorithms effectively, data curation is required for both 

supervised & unsupervised ML approach for picture 

segmentation to get a region of interest. Most research groups 

& businesses only have access to data from very small 

geographically focused samples. Algorithms with low utility 

and poor generalization result from the time-consuming and 

expensive data preparation procedure. In this article, the 

researchers discuss current limitations or research gaps in data 

preparation, describe the basic steps for preparing medical 

imaging data of CT scans & x-rays for further development in 

machine learning algorithm development, and investigate 

potential solutions to this issue. 

The novel contribution of this work is outlined as follows: 

 Identification of appropriate radiology image datasets is 

useful in studying the spread of respiratory disease 

infection. 

 To investigate preprocessing techniques of radiology 

image data samples to obtain enhanced images in the 

medical field. 

 To investigate and analyze the impact of radiological 

image data processing in detecting respiratory disease 

and fill the research gaps. 

 Provide an unsupervised clustering approach to segment 

regions by locating ROI (Region of Interest) in detecting 

respiratory disease. 

 To calculate the number of features of image datasets for 

each class. 

 This study provides an overview of lung cancer radiography 

pictures, a scan of the relevant literature, a definition of the 

problem, and a dataset utilized to solve this issue. Experiment 

results are presented, and a final remark & road map for the 

future is provided. 

II. Related Work 

In early 2020, different studies reported several 

shortcomings with RTPCR testing, incorporating a high 

false negative rate for detection purposes. The infected 

person involves several threats. Some public health datasets 

and methods identify accuracy, precision and number of 

treatments. This part shows a state-of-the-art method for 

existing methods on lung cancer via machine learning. This 

work provides a clear image of this approach's key method. 

A. Respiratory Diseases 

In  2022, N. Phukkaphan et al. [8] presented the 

worldwide health catastrophe brought on by the coronavirus 

COVID-19 epidemic that has spread to practically all 

nations. The fast spread of COVID-19 may be slowed down 

by using a diagnostic process that can rapidly & precisely 

identify the presence of infection. This work discusses our 

early investigation into using E-Nose (Electronic Nose) 

technology for COVID-19 infection detection. In this study, 

it reports on collecting and measuring human exhaled 

breaths for five minutes using commercial face masks from 

healthy volunteers, symptomatic COVID-19 patients, 

and asymptomatic COVID-19 patients in the closed system 

of an e-nose machine. The RT-PCR technique was used to 

validate the COVID-19 positive. According to the 

experiment, the total sensory response value may be used to 

define the strength of a human exhaled breath. 

S. N. Syed Nor et al. [9] presented some technical 

suggestions to enhance the SPR sensor's accuracy, 

sensitivity, time response, & cost-saving techniques. 

Particular attention was paid to sensitivity enhancement 

elements such as a prism, support layer, nanomaterials, and 

type & form of optical fibres for early, rapid, & ultra-
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sensitive viral infection detection. Therefore, a time-

consuming molecular method is now the gold standard for 

diagnosing viral diseases. Detection of analyses and study of 

biomolecular interactions have extensively used the surface 

Plasmon resonance (SPR) phenomenon, which is also being 

researched as a rapid diagnostic technique for various viral 

illnesses. 

S. Devaraj and M. N. Madian [10] presented the other 

pneumonia medical images and detected infection for 

multiple detection techniques. Data augmentation was 

employed in one of the investigations. Although it has been 

claimed that data augmentation improved classification 

accuracy, most works lacked data mining algorithms. 

Additional screening methods include X-rays and CT scans 

to identify an illness in the respiratory system. Due to 

COVID, pneumonitis, or other respiratory conditions, the 

categorization for visual evaluation in X-ray and CT 

pictures is complicated. 

R. Anand et al. [11] explained persons and their 

cardiovascular sickness properly and made appropriate 

actions to avert heart absconds ahead of time. Alternate 

biological & real limits, such as age, sex, cholesterol level, 

blood pressure, pulse, and the location of the chest pain, 

may be used to estimate. The preparation & examination 

dataset was acquired from kaggle.com and consisted of 

fourteen different ascribes. AI-managed calculations often 

center on information, and the results demonstrate how well 

the suggested calculation approach compares to other 

options in terms of accuracy and precision. 

X. Aggelides et al. [12] presented identifying and 

categorizing gestures connected to allergic rhinitis, and 

researchers propose a multidisciplinary Gesture Recognition 

case study. Among the most prevalent illnesses in the globe, 

allergic disorders, particularly allergic rhinitis, are largely 

unappreciated and significantly hinder everyday activities, 

including productivity at work. 

B. Radiology Images Datasets 

Data collected by medical imaging scanners like CT & MRI 

is referred to as "medical image data" & provides the 

foundation for a wide variety of medical visualization 

techniques & applications. There are nearly 1.35 million 

radiologic pictures in RadImageNet (RIN) collection, which 

span CT, MRI, & US modalities &11 anatomic areas also 

have been annotated by fellowship-trained & board-certified 

radiologists. This study aims to prove that pretraining with 

millions of radiologic photos is superior to ImageNet 

pictures for use in subsequent medical applications that rely 

on transfer learning. Patients who had a radiologic 

evaluation performed at an outpatient imaging facility 

between 2005 & 2020 were included in a retrospective 

analysis described in [13]. The study used the original 

research interpretation to backtrack and pull out the most 

important images & their labels. RIN models were trained 

using these photos and a random weight initiation. Using 

AUC for eight classification tasks & Dice scores for two 

segmentation challenges, RIN models were compared 

against ImageNet models. 1.35 million annotated medical 

pictures from 131 872 individuals who underwent CT, MRI, 

& the US for neurologic, musculoskeletal, gastrointestinal, 

oncologic, abdominal, endocrine, and pulmonary pathologic 

diseases comprise the RIN database. For TL (Transfer 

Learning) tasks on small datasets, including breast masses 

(US), thyroid nodules (US), meniscal tears (MRI), as well as 

anterior cruciate ligament injuries (MRI), RIN models 

outperformed ImageNet models significantly (P<.001) 

(9.4%, 4.0%, 4.8%, & 4.5% AUC improvements, 

respectively). RIN models demonstrated increased AUC 

(P<0.001) for bigger datasets, including pneumonia (chest 

radiography), intracranial hemorrhage (CT), COVID-19 

(CT), and SARS-CoV-2 (CT), by 1.9 percent, 6.1 percent, 

1.7 percent, and 0.9 percent, respectively. In addition, lesion 

localizations of the RIN models were enhanced by 64.6 

percent & 16.4 percent, respectively, on thyroid and breast 

US datasets. Pretrained RIN models exhibited superior 

interpretability compared to ImageNet models, particularly 

for smaller radiologic datasets 

C. .Machine Learning Approaches for 

Medical Imaging 

 The current AI revolution is based on ML, which has 

great potential for the clinical use of medical pictures 

[14][15][16]. It has been shown that ML performs 

comparably to medical specialists when diagnosing different 

illnesses using medical images [17]. Software applications 

are beginning to be approved for clinical usage [18][19]. 

ML might be key to attaining AI in medicine vision 

envisioned decades ago. Robert et al. [20] looked at 62 

papers on ML for COVID but found none with practical use 

in the clinic. 

DL is the most effective approach of ML, providing 

valuable analysis to examine a huge no. of CXR pictures 

that may have a significant influence on Covid-19 

screening. In this study, R. Jain et al. [21] have adopted the 

PA perspective of CXR scans for covid-19 afflicted and 

healthy individuals. After cleaning the photos & augmenting 

the data, they compared the performance of CNN models 

depending on DL. They have compared the accuracy of 

Inception V3, ResNet, and Xception models. To evaluate 

the model's performance, 6432 CXR images were obtained 

from the Kaggle repository; 5467 were utilized for training 

& 965 for validation. In the result analysis, the Xception 

model detects CXR pictures with the best accuracy (97.97 

percent) compared to other models.  

This study focuses only on potential classification 

approaches for covid-19-infected individuals and makes no 

claim to medical accuracy. 

Different datasets often include pictures of differing 

quality, which can originate from various CT scans that 

reflect the circumstances of nations and places from which 

they originate. P. Silva et al. [22] suggested an Efficient DL 

approach for screening COVID-19 via a voting-based 

method to overcome these two issues. Using a voting 

mechanism, images of certain patients are categorized as a 
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group in this method. The method is evaluated on two major 

patient-based COVID-19 CT analysis datasets. A cross-

dataset analysis is also provided to assess models' resilience 

in a more realistic situation when data originates from 

various distributions. Cross-dataset study demonstrates that 

the generalization ability of DL models is insufficient for 

the task, as accuracy reduces from 87.68 percent to 56.16 

percent under the best assessment scenario. These findings 

demonstrated that COVID-19 detection techniques in CT 

images must be greatly improved before they can be 

considered clinical alternatives and also that bigger & more 

varied dataset are required to test approaches in a realistic 

scenario 

III. Research Gaps  

Computer analysis of medical pictures research has great 

potential for improving patient health. Nonetheless, several 

systemic obstacles impede the advancement of the area, 

including data restrictions, biases, and research incentives, 

like optimizing for publication. This study examines 

obstacles to designing and evaluating techniques. By basing 

our research on evidence from literature & data difficulties, 

It demonstrates that possible biases might manifest at every 

stage. Computer analysis of medical pictures research has 

great potential for improving patient health. 

Nonetheless, some systematic obstacles impede the 

advancement of the area, including data limitations, biases, 

and research incentives, like optimizing for publication. 

This study examines obstacles to designing & evaluating 

methods. By basing our research on evidence from scholarly 

literature & data difficulties, It demonstrates that possible 

biases might arise at every stage. The stakes are enormous, 

and there is an astounding amount of study on medical 

imaging ML. However, this expansion does not always 

result in clinical progress. The increased research output 

might be aligned with academic motivations rather than 

physicians' & patients' requirements. For instance, there may 

be an abundance of articles demonstrating advanced 

performance on benchmark data, nonetheless little progress 

in clinical problems.  

Big labelled datasets, which might include millions of 

photos, have made it possible to solve difficult ML 

problems like natural image recognition in computer vision. 

Therefore, there is broad optimism that comparable 

advancements would be made in medical applications; 

algorithm development must address clinical issues 

expressed as discriminating challenges. DL has shown 

promise for nature image enhancement and has exceeded 

standard ML techniques in some applications. Deep learning 

applications in medical imaging include disease screening, 

such as analysing retinal fundus images and classifying 

brain cancer states and lung disease. Deep learning's ability 

to automatically extract the most relevant features for data 

interpretation and inference directly from annotated data has 

aided its rapid growth and widespread application in a 

variety of fields. However, this comes at the expense of 

necessitating a massive amount of data with expert 

annotations in order to train the DL model. 

In practise, obtaining a large number of expert-annotated 

datasets in the medical image domain is difficult. To obtain 

annotation from medical images, experts such as physicians 

or radiologists who are busy with clinical duties must 

accurately label the medical images. Furthermore, unlike 

raw image analysis, where images can be easily captured 

using a standard camera, medical images such as CT, MRI, 

PET, and others are difficult and expensive to capture. As a 

result, the requirement for DL in medical image applications 

to generate generalizable learning from small datasets is 

becoming increasingly important. 

It hopes to collect various research papers on ML in 

medical imaging with limited datasets in this Research 

Topic. Preprocessing data is critical for obtaining enhanced 

and segmented image datasets. We eagerly await reviews 

and research on advanced technology in the field.  

IV. Material and Methods 

Data availability and different methods used to perform 

preprocessing are explained in this section. 

A. Dataset Availability 

For this study, two medical imaging datasets are taken, 

and a brief detail about these two datasets, namely, CXR 

images & CT images dataset, are given below.  

1) CXR images dataset 

CXR (Covid-19 & Pneumonia) collection includes 

CXR pictures of Covid-19, Pneumonia, & normal patients. 

Dataset is arranged into two directories (train & test), and 

each folder has three subfolders (COVID19, PNEUMONIA, 

NORMAL). Figure 3 displays the sample pictures for 

Covid-19, Pneumonia, & normal.  

 
(a) Covid19 images 



 

ADBU-Journal of Engineering Technology 

 

 

 Patil,  AJET, ISSN:2348-7305, Volume 13, Issue1, January, 2024, 0130104103(15PP) 5 

 

 
(b) Pneumonia images             (c) Normal images 

Fig. 3. Sample images of X-ray images 

The dataset comprises 6432 X-ray pictures, with test data 

being 20 percent of the total images. This data set may be 

found at 

“https://www.kaggle.com/datasets/prashant268/chest-xray-

covid19-pneumonia.” Data distribution information for all 

three classes is shown below in table 1. 

Table 1. Data Information of Chest X-Ray 

Data Covid19 Pneumonia Normal Total 

Training 460 3418 1266 5144 

Testing 116 855 317 1288 
 

2) CT images dataset 

Two datasets, namely, the SARS-CoV-2 and the CT-

Scan datasets, have been considered. The first data is the 

CT-Scan dataset, which may be employed to classify and 

automatically detect COVID-19 on CT scans. COVID-19 

Lung CT Scans CT Scan Dataset pertaining to COVID-19 

and pictures were gathered from COVID19-related articles 

published on bioRxiv, medRxiv, JAMA, Lancet, NEJM, etc. 

CTs with COVID-19 abnormalities are chosen by reading 

the captions of the figure in published studies. The dataset 

contains a total of 746 CT scan total images. A CT-Scan 

dataset is available at: 

(https://www.kaggle.com/datasets/luisblanche/covidct?selec

t=CT_COVID). Figure 4 shows a sample image of a CT 

scan. 

The SARS-CoV-2 CT-scan dataset includes 2482 scans 

from 120 patients: 1252 scans from 60 SARS-CoV-2-

infected patients (28 females and 32 males) and 1230 scan 

images from 60 patients were not infected with SARS-CoV-

2 but were afflicted with other pulmonary diseases. The 

hospitals in Sao Paulo, Brazil, provided the data. The 

SARS-CoV-2 data set may be seen at 

“https://www.kaggle.com/datasets/plameneduardo/sarscov2-

ctscan-dataset.” 

 
(a) Covid19 images       (b) Non-Covid19 images 

Fig. 4. Sample images of CT images 

Table 2 represents the data distribution information for two 

datasets, including two classes. 

Table 2. CT image data information 

Dataset Name Covid 
images 

Non-covid 
images 

Total 
images 

COVID-CT dataset 349 397 746 

SARS-COV-2 1252 1229 2481 
 

B. Used Techniques 

There are two techniques used for the proposed 

methodology of data preprocessing architecture. These are 

described one by one in this part. 

1) Image Enhancement and Feature Extraction 

Image enhancement increases the raw data's quality and 

informational content before processing. Several levels of 

compression were utilized to store digitized pictures in this 

method. GLCM is an excellent discriminator when 

comparing various images, although this cannot be said for 

image quality.  

Feature Extraction (FE) is vital in any pattern 

recognition work, particularly in categorizing ultrasonic 

liver tissues. Ultrasound pictures often exhibit many 

granular features like texture, and the study of ultrasound 

images is akin to the challenge of texture analysis. However, 

the image's textural properties include qualities like 

smoothness, fitness, & coarseness of a particular pattern. 

There are several texture feature analysis approaches 

available. GLCM is employed in this study to extract 

textural information. GLCM [23] is a second-order 

statistical approach that relies on (local) information on the 

gray level between pixels. The matrix is defined over the 

picture with a specific offset for the distribution of co-

occurring values. 

From every GLCM, distinct features are retrieved. 

Consequently, there are seven features for each picture. 

Before providing features to classifiers, each feature is 

normalized to fall between 0 & 1, and each classifier gets an 

identical set of features. 

 GLCM (Gray-Level Co-occurrence Matrix) 

It is a typical technique for defining texture by 

https://www.kaggle.com/datasets/luisblanche/covidct?select=CT_COVID
https://www.kaggle.com/datasets/luisblanche/covidct?select=CT_COVID
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analyzing spatial correlation properties of grayscale. Due to 

the repetitive occurrence of grey distribution in spatial 

position, there would be a special gray connection among 2 

pixels at a given distance, i.e., spatial correlation features of 

grey in the image. A grayscale histogram is a statistical 

outcome of a single pixel on the image having a given 

grayscale; however, GLCM is formed by statistically 

establishing a state in which 2 pixels divided by a specified 

distance on the image each have particular grayscale [24]. 

Take each point (x, y) in the picture (N × N) as well as 

the point that deviates from it (x + a, y + b) & set the gray 

value of the point pair to (g1, g2). When a point (x, y) is 

moved throughout the image, many (g1, g2) values are 

acquired. K-square describes the sequence of grayscale 

values and the combination (g1, g2). Count no. of 

occurrences of each (g1, g2) value & assemble them in a 

square matrix; next, normalize total no. of (g1, g2) to 

occurrence probability P (g1, g2); this is referred to as 

GLCM. Under certain conditions, distance difference values 

(a, b) may be combined with other variables to produce a 

joint probability matrix. The texture's periodic distribution 

defines values (a, b). Finer textures use small difference 

values like (1, 0), (1, 1), as well as (2, 0); when a = 1 and b 

= 0, a pixel pair is horizontal, which corresponds to 0° 

scanning. When a = 0 and b = 1, a pixel pair is vertical, 

known as 90° scanning. When a = 1 and b = 1, the pixel pair 

is right diagonal, sometimes referred to as 45-degree 

scanning. The left diagonal pixel pair corresponds to 135° of 

scanning when a = -1 and b = 1. This approach transforms 

(x, y) spatial coordinates to the description of a "gray pair" 

(g1, g2) based on the likelihood of simultaneous occurrence 

of two gray levels per pixel, so producing GLCM. 

The following is an approach for normalizing GLCM: 

         
        

 
                                (1) 

The calculation process of R is: 

  {
                             

                           
                      (2)                   

If the picture consists of blocks of pixels with comparable 

gray values, the diagonal elements of GLCM would have 

relatively large values; if grey values of image pixels vary 

locally, the elements that deviate from the diagonal can have 

larger values. 

2) Image Segmentation (IS) 

It separates the digital image into distinct regions 

comprising pixels (also called superpixels) with appropriate 

attributes. IS aims to transform an image's representation 

into something more meaningful & easier to study. 

Typically, IS is utilized to identify objects & boundaries 

(lines, & curves, etc.) in a picture. IS is a procedure of 

labelling each pixel in an image such that pixels with the 

similar label have similar properties. IS is a low-level image 

processing task aiming to split an image into homogenous 

regions [25]. Segmentation algorithms depend upon either 

intensity or discontinuity, or similarity. The first category is 

to split images depending upon tiny variations in intensity, 

like edges. 2
nd

 category depends upon splitting the picture 

into comparable sections depending on a predetermined 

criterion. 

Image segmentation categorizes images into distinct 

groups [26][27]. Numerous types of research have been 

performed in image segmentation utilizing clustering. K-

Means clustering technique is the most well-known 

approach. 

 K-means clustering 

The clustering of a picture is the most effective image 

segmentation method. After extracting features, they are 

grouped into well-separated clusters depending on each 

image class. The objective of the clustering method is to 

generate partitioning decisions depending upon an initial set 

of clusters that is updated after every iteration. [28]. 

K-means is an effective approach for clustering. Based 

on initial cluster centroids, it is utilized to split related data 

into groups. This algorithm first selects k data values as 

initial cluster centres, then calculates the distance among 

every cluster center & every data value and assigns it to the 

nearest cluster, updates averages of each cluster, and repeats 

until the condition is no longer satisfied. K-means clustering 

aims to split data into k clusters where every data value 

belongs to the cluster with the closest mean [29]. 

The algorithm for k-means (see in algorithm1), where 

every cluster’s center is denoted by the mean value of 

objects in a cluster [30].  

Algorithm1: K-Means Algorithm 

Input: k: No. of clusters.  

D: Dataset containing n objects.  

Output: A set of k clusters.  

Method:  

Step 1. Select at random k objects from D to serve as first 

cluster centers.  

Step 2. Repeat  

Step 3. Re (assign) every object to the cluster to which it is 

most closely related depends upon the mean value 

of objects in the cluster, using the following 

formula.  

Step 4. Determine the average value of every cluster's 

objects and update cluster means.  

Step 5. Until no change.  

  ∑ ∑ ‖  
   

   ‖
 

 
   

 
                       (3) 

Where, ‖  
   

   ‖
 
is a calculated distance (intra) between 

data point    m as well as the cluster center   , it indicates 

the distance between the cluster center and their n data 

points. 

Intra term is employed to quantify the density of clusters. 
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Inter-term represents a minimal distance between cluster 

centroids. 

V. Methodology 

The problem definition and technique are presented in 

detail in the next sections. 

A. Problem Specification 

Pre-processing [31] is essential due to noisy, inconsistent, 

and incomplete data. It is one of the preliminary procedures 

required to achieve high step precision. In the case of 

radiology images, extraneous features or picture regions 

degrade the model's performance. As a result, determining 

ROI (Region of Interest) is the most significant step before 

the training stage.  

B. Proposed Methodology 

To achieve the objective of preprocessing medical 

imaging data for better classification and detection of 

respiratory disease infection in the human body before 

applying the Machine learning approaches. This work uses a 

preprocessing architecture to perform radiological image 

preprocessing to get enhanced images. At first of this, data 

acquisition is performed in which two different x-ray & CT 

scan image datasets are gathered from Kaggle sources. 

These images are then converted into grayscale images, and 

the Requantiziation of grey level pixels is used, which is 

necessary to speed up the computation of feature extraction. 

These images are resized to get uniformity in the dataset 

because each image has its dimensions. After this process, 

an image enhancement technique is applied to speed up the 

preprocessing of radiology images and locate the Region of 

Interest (ROI), which is considered pixel association, 

distance, and direction between pixels. In the automation of 

radiology image processing, Feature extraction and 

grouping of extracted feature values improvise the 

identification of ROI. Thus, GLCM is utilized in the 

medical industry for feature extraction. These GLMC 

methods extract from the GLCM matrix properties like 

Energy, Contrast, Homogeneity, Correlation, Variance, and 

Entropy. The next task is to apply the k-means clustering 

approach to photos to conduct segmentation. K-means 

clustering makes two clusters, one for Foreground Bright 

Area and the other one for Background Dark Area. Images 

are segmented by the processing of the k-means clustering 

technique. Finally, enhanced and segmented images are 

obtained due to preprocessing mechanism.  

 

Fig. 5. Proposed flow diagram of preprocessing of radiology 

images 

Figure 5 displays the proposed flow diagram for 

preprocessing of radiology images. The preprocessing 

architecture mainly consists of two phases: image 

enhancement and image segmentation, followed by color 

conversion and image resizing.  The steps for the 

preprocessing architecture are described below: 

Step 1: Image Acquisition Phase 

It is an initial step in gathering radiology images. 1
st
 stage 

of the methodology begins with taking a set of X-ray images 

& CT images (infected & non-infected) from the available 

database at [32][33]. Table 3 represents the total images for 

both datasets. 

Table 3. Total images 

Radiology images Instances 

X-ray images 6432 

CT images 2481 
 

The picture obtained is in its raw format. An abundance 

of noise is detected in the acquired picture. It must be 

preprocessed to enhance contrast transparency and 

background noise separation. 

Step 2: Grayscale color conversion and image resizing 

However, the collected images are in a Grayscale image. 

Still, these images are considered RGB color images when 

processed, so Grayscale color conversion performs on these 

images to change the color.   

Image Acquisition 

Grayscale conversion and Image resize into 

256x256 

Image enhancement and feature extraction 

of radiology image 

Image segmentation using Machine 

Learning of radiology images 

Enhanced and 

segmented Images 
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In the gathered dataset, the pictures comprise digital 

scans of printed CT exams & x-ray images; also, there is no 

standard for the size of the image (the smallest image in the 

collection has dimensions of 104 by 153 pixels, while the 

biggest image has dimensions of 484 by 416 pixels). In 

addition, this dataset lacks standards for image contrast. So, 

there was a need to resize the images. Therefore, image 

resizing is performed to standardize the dataset and images 

are resized into 256x256 pixels. 

Step 3: Image enhancement and feature extraction of 

radiology images 

The proposed method depends upon the concept of 

association between adjacent pixels. Linear dependency is 

the most basic type of dependency, and the proposed 

method considers linear dependency of neighboring pixels 

of a given kernel window size. Features are extracted for 

important pixels and given to all pixels in their surrounding 

using a weight matrix, reducing the overall computation 

time during the image feature extraction. In this case, the 

feature vector for each non-key pixel is the weighted sum of 

the feature vectors for all weighting kernel windows that 

include that pixel. To put it another way, we calculate 

GLCM features for key pixels & estimate GLCM features 

for the other pixels using interpolation, which speeds up the 

calculation & minimizes computation time. 

 

Fig. 6. Four Lk×Lk weighting kernel windows 

Figure 6 depicted 4 Lk×Lk weighted kernel windows 

(Kwi) with a Lo-length overlap. Here, pixel p's features are 

the weighted sum of those of pixel xi. 

     ∑            
                                 (4) 

where, 

f(p)= feature vector of non-key pixel p 

xi = is the key pixel located at the center of each of the 

overlapping weighting windows, which include p; 

ai(p) = weight associated with pixel p in the weighting 

window centered at xi 

Step 4: Unsupervised segmentation and clustering of 

radiology images  

Unsupervised Machine Learning is then used to segment 

the extracted features. For this purpose, perform clustering 

using K-means and segment the images. Image 

segmentation aims to transform an image's representation 

into something more expressive and simpler to analyze. 

These pixels with similar properties are clustered together in 

image segmentation. 

Inputs consist of k & training data of various classes, 

where k is no. of clusters. Find centroids of various classes 

independently; that is, if a collection of points consists of 

x1, x2,..., xn, then  

               
 

 
∑                            (5)   

Find the nearest centroid to every point xi via Euclidean 

Distance (ED). ED: If p = (p1, p2,..., pn) & q = (q1, q2,..., 

qn) is 2 points in euclidean space, then distance (d) from p 

to q, or from q to p, may be calculated as follows:  

             

 √                             

 √∑          
                                   (6) 

Every point is assigned to the cluster whose mean has 

Least Squared Euclidean Distance (LSED), the closest 

mean. A repeat of a similar procedure until clusters are 

created for every iteration. 
Allocate every point to a cluster whose mean has the 

LSED; this is a cluster with the closest mean [34]. Repeat 

the same technique until clusters are generated for each 

iteration. IS in computer vision is segmenting a digital 

image into several parts (collection of pixels, also 

called superpixels). The purpose of segmentation is to 

reduce and/or modify an image's representation to make it 

more meaningful and accessible for further analysis. The 

most common use of IS is detecting boundaries 

(lines, curves, etc.) and objects in images. Image labelling 

for IS ensures that similarly labelled pixels have similar 

features. IS creates a set of image-spanning segments or a 

collection of extracted image contours. Each pixel inside an 

area has a similar feature or calculated property, like color, 

intensity, or texture. Significant differences exist across 

neighbouring areas about the same feature. Clustering is the 

process of organizing samples such that samples within 

every group are comparable. 

C. Proposed Algorithm 

The proposed implementation strategy for the proposed 

model is described in algorithm 2 below. 

Algorithm : RDD_ROI 

Input: Radiology images datasets (X-ray images & CT 

images) 

Output: Enhanced and segmented radiology Images 

Steps: 
Step 1. Input radiology images datasets 

Step 2. Transform the input image into a grayscale image 
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Step 3. Requantize Grayscale Image 

Step 4. Image resizing into 256X256 

Step 5. Characterize texture of picture using the GLCM 

method  

Step 6. Generate Feature Matrices for the key pixel value 

of specified Kernel Windows size 

Step 7. Extract features like Correlation, Contrast, 

Homogeneity, Energy, Variance, & Entropy, are 

features extracted from GLCM matrices 

Step 8. Repeat steps 3 to 5 for remaining neighboring key 

pixels at a distance L 

Step 9. Calculate weight associated with non-key pixels 

Step 10. Select no. of clusters that correspond to k. For the 

proposed algorithm, K=2 is considered. 

a. Cluster 1=Foreground Bright Area 

b. Cluster 2= Background Dark Area 

Step 11. Allocate data points at random to any of the k 

clusters. 

Step 12. Next, compute the clusters' centers. 

Step 13. Compute the distance between every data point and 

the cluster's center. 

Step 14. Based on the distance between every data point and 

cluster, reassign data points to clusters closest to 

them. 

Step 15. Calculate the new center of the cluster once again. 

Step 16. Repeat steps 9, 10, & 11 until data points no longer 

alter clusters or until the allotted number of 

iterations has been reached. 

Output: Enhanced and segmented radiology images.  

VI. Results and Analysis 

The experiments have been done using python 

programming.  In result analysis, typical CT scans & CXR 

images have been compared for Covid-19 affected people. 

This section has displayed the results of preprocessed image 

data for each class of different collected image data. 

A. Statistics Features  

This study retrieved homogeneity, correlation, 

dissimilarity, contrast, entropy, energy, and ASM from X-

ray & CT images. These statistics give information on an 

image's texture [35][36]. The statistics are shown in table 1 

below. 

Table 4. Features of Statistics 

Statistic Description 

Contrast Determines the local variances of GLCM. 

Correlation Determine the joint probability of the 
supplied pixel pair occurrence. 

Energy Offers sum of squared GLCM elements. 
Additionally, named uniformity & 2

nd
 instant 

of angle. 

Dissimilarity Distance between object pairs (pixels) in ROI. 

Homogeneity Determines the proximity of GLCM element 
distribution to GLCM diagonal. 

ASM Image homogeneity measurement 

Entropy Randomness statistics may be employed to 
define an image's texture. 

 

1) Contrast: It is a measurement of the contrast in 

intensity between a pixel and its neighbour 

throughout the whole picture. The contrast is 0 for 

a "constant" picture (one with no changes). 

          ∑ ∑ |   |                            (7) 

2) Homogeneity: Local homogeneity evaluates the 

proximity of GLCM element distribution to the 

GLCM diagonal. Homogeneity is 1 for diagonal 

GLCM. 

             ∑ ∑
  

  |   |                       (8) 

3) Correlation: It measures how closely connected 

each pixel is to its neighbour throughout the whole 

picture. It's -1 or 1 for an image, i.e., entirely 

positively or negatively correlated, and infinity for 

a constant image. 

             ∑ ∑
      (    )       

    
               (9) 

4) Dissimilarity: Distance between pairs of objects 

(pixels) in ROI is measured by dissimilarity. 

              ∑ ∑ |   |                       (10) 

5) Entropy: It is a statistical measure of randomness 

that may be employed to describe an image's 

texture. 

        ∑ ∑                                     (11) 

6) Energy: In the GLCM, energy represents the sum 

of squared components. Its values range from 0 to 

1. 

       ∑                                        (12) 

7) ASM (Angular Second Moment): It indicates the 

uniformity of grey level distribution in a picture. 

    ∑ ∑                                         (13) 

ASM varies from 1/G
2 

and 1. A value of 1 

represents a constant picture. 

 

 

B. Results 

This section illustrates the various experimental outcomes 

for the improved and segmented x-ray and CT scan image 

datasets. These results contain several graphs and tables to 

present the features in the output image compared to the 

original image concerning Covid effects from both types of 

image datasets. 

1) Results of X-ray images 

This subsection is talked about the results for 

preprocessing results after applying the proposed technique 

to X-ray images.  
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(a) Pneumonia 

 
(b) Covid 

 
(c) Normal 

Fig. 7. GLCM features representations for X-ray images 

Figure 7 shows the bar graph for feature value 

representation in the GLCM method, including pneumonia, 

covid and normal images. This representation shows that 

energy, homogeneity and ASM have obtained 100% results. 

Here, homogeneity is evident. 100% closeness of 

distribution of elements in GLCM & 100 percent ASM 

indicates the most uniform grey level distribution in the 

picture. Also, energy is highest, but the correlation is 

slightly minimized value. Apart from these, contrast and 

similarity features have very minimal values in GLCM for 

all three classes of images.    

 
(a) Covid images(b) Pneumonia images 

 
(c) Normal images 

Fig. 8. Enhanced image after GLCM feature extraction on 

x-ray images 

Figure 8 displays the enhanced images after applying the 

image resizing in gray-level images and the GLCM method 

on x-ray images. In this dataset, pictures comprise digital 

scans of printed x-ray exams with better image size and 

quality (every image in the dataset has consistent 

dimensions of 256 by 256 pixels). Fig. 8 shows some 

examples of all three classes for enhanced images. 

 
(a) Pneumonia 



 

ADBU-Journal of Engineering Technology 

 

 

 Patil,  AJET, ISSN:2348-7305, Volume 13, Issue1, January, 2024, 0130104103(15PP) 11 

 

 
(b) Covid 

 
(c) Normal 

Fig. 9. GLCM & K-means feature representations for X-ray 

images 

Figure 9 shows the bar graph for feature value 

representation in proposed techniques, including GLCM & 

k-means clustering method, pneumonia, covid and normal 

images for x-ray images. This graphical representation 

found that energy, homogeneity, correlation and ASM 

obtained 100% results. These 100% results for all four 

features show highly distributed closeness in elements, 

uniform distribution with the highest energy and correlation 

between pixel to its neighbour over the whole image in 

GLCM for all three classes of images. But the contrast and 

dissimilarity have no value in the present contrast intensity 

of pixels and no distance between pairs of pixels in RoI. 

 
(a) Covid images(b) Pneumonia images 

 
           (c) 

Normal images 

Fig. 10. Segmented image after GLCM & K-means 

clustering feature extraction on x-ray images 

Figure 10 displays the segmented images after applying 

the proposed preprocessing mechanism, including GLCM 

and K-means clustering method in gray-level x-ray images, 

including Covid, pneumonia & normal images. These 

images display the segmented area based on two clusters for 

the bright foreground area (cluster 1) and background dark 

area (cluster 2). In this figure, a bright area displays the 

chest area, and a dark area displays the background of x-ray 

images for covid detection out of three classes. 

Table 5. Comparative analysis of input image with other 

techniques for pneumoniaX-ray images 

Image 
Feature 

Original 
Image 

GLCM 
Image 

Proposed 
Technique Image 

Contrast 7.1431 1.1459 0.0 

Energy 39.9964 96.4990 100.0 

Homogeneity 96.5361 99.4270 100.0 

Correlation 98.7512 80.0595 100.0 

Dissimilarity 6.9533 1.1459 0.0 

ASM 15.9972 93.1205 100.0 

Entropy 3.0117 0.2640   -0.0 

 

Table 5 represents the comparative analysis for the 

pneumonia class of the X-ray images dataset based on 

different image features. This comparison has been put up 

among original image features after the GLCM method, and 

the last proposed technique (GLCM and K-mean clustering) 

image features results. The original image has the highest 

features value than the GLCM image features. But proposed 

technique-based image features having 100% results in 

Energy, Homogeneity, Correlation and ASM features. 

Table 6. Comparative analysis of input image with other 

techniques for COVID X-ray images 

Image 
Feature 

Original 
Image 

GLCM 
Image 

Proposed 
Technique Image 

Contrast 7.6852 1.7826 0.0 

Energy 45.6089 94.9608 100.0 

Homogeneity 96.2712 99.1087 100.0 

Correlation 97.0754 77.9210 100.0 
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Dissimilarity 7.4911 1.7826 0.0 

ASM 20.8016 90.1756 100.0 

Entropy 2.6279 0.3563 -0.0 

 

Similarly, table 6 represents the comparative analysis for 

the Covid class of X-ray images dataset based on different 

image features. This table shows that GLCM image features 

have the lowest value of contrast, correlation, dissimilarity 

and entropy than original image features. In contrast, 

energy, homogeneity and ASM feature value are high and 

also, using proposed techniques, these features achieved 

100% results for covid images effects on the x-ray image.  

Table 7. Comparative analysis of input image with other 

techniques for normal X-ray images 

Image 
Feature 

Original 
Image 

GLCM 
Image 

Proposed 
Technique Image 

Contrast 10.9675 1.6722 0.0 

Energy 36.6909 96.6993 100.0 

Homogeneity 94.6477 99.1639 100.0 

Correlation 98.2611 65.5072 100.0 

Dissimilarity 10.7339 1.6722 0.0 

ASM 13.4622 93.5077 100.0 

Entropy 3.3035 0.2602 -0.0 

 

Similarly, table 7 represents the comparative analysis for 

the normal class of X-ray images dataset based on different 

image features. This table shows that GLCM image features 

have the lowest value of contrast, correlation, dissimilarity 

and entropy than original image features. In contrast, 

energy, homogeneity and ASM feature value are high, 

achieving 96.69%, 99.16% and 93.50%, respectively, and 

also using the proposed technique, these features (energy, 

homogeneity, correlation and ASM) achieved 100% results 

for normal images effects on the x-ray image.  

Table 8.Final results of an input image with output image 

forX-ray images of covid 

Image 
Feature 

Original 
Image 

Output 
Image 

Contrast 7.1431 0.0 

Energy 39.9964 100.0 

Homogeneity 96.5361 100.0 

Correlation 98.7512 100.0 

Dissimilarity 6.9533 0.0 

ASM 15.9972 100.0 

Entropy 3.0117 -0.0 
 

Table 8 represents the final resulting feature values for 

the Covid effect analysis on covid x-ray images between the 

original image & output enhanced segmented image based 

on different image features. These results found that original 

image features values varied from 3% to 99%, where 

correlation features have the highest feature value, i.e., 

98.75%, which shows us the highest relation of pixels with 

its neighbor. When seeing output image features, then found 

that energy, homogeneity, Correlation and ASM features 

value achieved 100% results using the proposed techniques. 

These features will be useful to feed into the classification 

model, so these features are important for covid images' 

effects on x-ray images.  

2) Results of CT scan images 

This section discusses the preprocessing results after 

applying the proposed technique to CT scan images.  

 
(a) Covid 

 
(b) Non-Covid 

Fig. 11. GLCM features representations for CT scan images 

Figure 11 displays the bar graph plot for feature value 

representation in the GLCM method, including Covid and 

non-covid images. This representation shows that energy, 

homogeneity and ASM have obtained 100% results. The 

homogeneity shows that 100% closeness of distribution of 

elements in GLCM and 100% ASM means having the 

highest uniformity distribution of grey level in the image 

with 100% energy. But the contrast, correlation and 

dissimilarity features have no values in GLCM for all two 

classes of images, which means there is no high contrast in 

the pixels, no correlation among pixels, and no distance 

between pairs of pixels in images. 

 
(a) Covid images            (b) Non-Covid images 

Fig. 12. Enhanced image after GLCM feature extraction on 
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CT scan image 

Figure 12 displays the enhanced images after applying 

the GLCM method in gray-level images on CT scan images, 

including non-covid & covid images. In this dataset, images 

comprise digital scans of printed CT scans and enhanced 

image quality. Fig. 12 shows some examples of both classes 

for enhanced images. 

 
(a) Covid 

 
(b) Non-Covid 

Fig. 13. GLCM & K-means feature representations for CT 

scan images 

Figure 13 shows the bar graph for representing the feature 

value in proposed techniques, including GLCM & k-means 

clustering method for covid & non-covid images for CT 

scan images. This representation found that energy, 

homogeneity, correlation and ASM obtained 100% results. 

This 100% result for all four features shows highly 

distributed closeness between elements, highly uniform 

distribution with 100% energy and correlation between pixel 

to its neighbour over the entire image in GLCM for all three 

classes of images. But the contrast and dissimilarity have no 

value representation to present pixels' contrast intensity and 

not much distance between pairs of pixels in ROI. 

 
(a) Covid images          (b) Non-Covid images 

Fig. 14. Segmented image after GLCM & K-means 

clustering feature extraction on CT scan image 

Figure 14 displays the segmented images after applying 

the GLCM and K-means clustering method in gray-level 

images on CT scan images, including covid & non-covid 

images. These images are generated based on two clusters 

for the bright foreground area (cluster 1) and background 

dark area (cluster 2). In this figure, a bright area displays the 

chest area, and a dark area displays the background of CT 

images for covid & non-covid detection. The segmented 

area of chest images is visible in this figure. 

Table 9. Comparative analysis of input image with other 

techniques for Covid CT images 

Image 

Feature 

Original 

Image 

GLCM 

Image 

Proposed 

Technique Image 

Contrast 31.3704 0.0022 0.0 

Energy 51.5728 99.9978 100.0 

Homogeneity 88.4653 99.9989 100.0 

Correlation 96.4297 -0.0011 100.0 

Dissimilarity 24.4273 0.0022 0.0 

ASM 26.5976 99.9955 100.0 

Entropy 2.7149 0.0004 -0.0 

 

Table 9 represents the comparative analysis for the Covid 

class of CT images dataset based on different image 

features. This table shows that GLCM image features have 

the lowest value of contrast, correlation (in the negative), 

dissimilarity and entropy than original image features. In 

contrast, energy, homogeneity and ASM feature value are 

high, achieving more than 99% results. Still, using proposed 

techniques, these features achieved 100% results for covid 

images effects on CT images.  

Table 10. Comparative analysis of input image with other 

techniques for Non-Covid CT images 

Image 

Feature 

Original 

Image 

GLCM 

Image 

Proposed 

Technique Image 

Contrast 24.5361 0.0050 0.0 

Energy 49.2557 99.9950 100.0 

Homogeneity 90.6547 99.9975 100.0 

Correlation 97.6214 -0.0024 100.0 

Dissimilarity 19.6488 0.0050 0.0 

ASM 24.2612 99.9900 100.0 

Entropy 2.7065 0.0008 -0.0 

 

Also, Table 10 represents the comparative analysis for the 

non-Covid class of CT images dataset based on seven 

different image features in GLCM and k-means clustering. 

From this table, it can be seen that GLCM image features 

have less than 0.5% features value of contrast, correlation 

(in negative value), dissimilarity and entropy than original 

image features. In contrast, energy, homogeneity and ASM 

feature value are high, achieving 99.99% results. Still, when 

applying proposed preprocessing techniques on these 

features, this achieved 100% results of energy, 

homogeneity, correlation and ASM features for non-covid 
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images effects on CT images.  

Table 11.Final results of an input image with output image 

forCT images for covid 

Image 

Feature 

Original 

Image 

Output 

Image 

Contrast 31.3704 0.0 

Energy 51.5728 100.0 

Homogeneity 88.4653 100.0 

Correlation 96.4297 100.0 

Dissimilarity 24.4273 0.0 

ASM 26.5976 100.0 

Entropy 2.7149 -0.0 

 

Table 11 represents the final results for the Covid effect 

on the covid CT images dataset between the original image 

& output enhanced segmented image based on different 

image features. These results found that original image 

features values varied from 2% to 97% before applying 

image enhancement and segmentation methods where 

correlation features have the highest feature value, i.e., 

96.43%, which shows us the relation between pixels and 

their neighbor. When seeing output image features, it is then 

found that energy, homogeneity and ASM feature value 

achieved 100% results using proposed techniques (GLCM 

and k-mean clustering). These features achieved 100% 

results for covid images effects on CT images.  

VII. Conclusions & Future Work 

This study has designed and processed new preprocessing  

RDD_ROI architecture to enhance image quality. This 

architecture consists of image acquisitions, enhancement, 

feature extraction, and segmentation methods. GLCM 

method was used to capture features values in a gray level 

image and texture features from the matrix. Unsupervised 

Learning K-mean clustering method to extract foreground 

and background regions. Here, several features in GLCM 

were calculated to measure the image quality and the feature 

values were calculated after the proposed architecture for a 

segmented image. The experiments have been analyzed on 

the two radiology images datasets of covid (x-ray & CT 

scan images). The resulting correlation is 100%, which 

means the images are highly correlated, and dissimilarity is 

0, so there are no images that do not have a similarity. Also, 

the homogeneity and ASM obtained 100% results. The 

proposed work and experimental results focused on 

improving the preprocessing of radiology images to detect 

the spread of respiratory disease. Further, the preprocessed 

image will be trained to develop an effective technical 

model for early detection of the spread of respiratory disease 

infection by using machine learning approaches to benefit 

society. 

Some future research contributions are outlines that can 

be further implemented to achieve a prediction model of 

respiratory disease: 

1) Analysis and performance measure of the proposed 

model with proposed  preprocessing technique.  

2) Creation of a technological model for training a 

processed radiological picture dataset. 

3) Improvised prediction results in the detection of 

respiratory disease infection. 

4) Single technical tool in detecting respiratory 

disease at an early stage and benefit society. 

5) Analysis of respiratory diseases using machine 

learning techniques. 
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