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Abstract

This article explores the impact of artificial intelligence (Al) on written compositions in education. Participants’
accuracy in distinguishing between texts generated by humans and those produced by generative Al (GenAl) was
examined. The study challenges the assumption that the listed author of a paper is the one who wrote it, which
has implications for formal educational systems. If GenAl text becomes indistinguishable from human-generated
text to a human instructor, marker, or grader, it raises concerns about the authenticity of the submitted work. This
is particularly relevant in postsecondary education, where academic papers are crucial in assessing students’
learning, application, and reflection. The study had 135 participants who were randomly presented with two
passages in one session. The passages were on the topic of “How will technology change education?” and
were placed into one of three pools based on the source of origin: written by researchers, generated by Al, and
searched and copied from the Internet. The study found that participants were able to identify human-generated
texts with an accuracy rate of 63% and with an accuracy of only 24% when the composition was Al-generated.
Despite its limitations, such as limited sample size and an older predecessor of the current GenAl software, this
study highlights the potential impact of Al on education and the need for further research to evaluate comparisons

between Al-generated and human-generated text.
Keywords

' Brock University
*Corresponding author: rkumar@brocku.ca

academic integrity, artificial intelligence, Canada, detection, GenAl, generative Al, KMR

Introduction

Recent developments in and availability of artificial intelli-
gence (Al) tools have sparked an unprecedented interest in
the field. A question has emerged regarding whether such
Al tools can replicate the written compositions of humans,
particularly students, in education. This issue of detection is
further complicated because generative Al (GenAl) is particu-
larly good at generating previously unseen (i.e., new) text of
high quality (Lund & Wang, 2023; Mindzak & Eaton, 2021).
This pilot study aims to evaluate the robustness of current text-
generating software compared to human-generated composi-
tions by examining participants’ accuracy in distinguishing
human versus GenAl texts.

Our investigation is an essential undertaking because there
is an implied assumption in formal educational systems that
when someone submits a paper, that person wrote it. If that
assumption is false because GenAl text is indistinguishable
from human-generated text, then the listed author might not
have produced the text. This is problematic because cur-
rent postsecondary education (PSE) practices, especially in
disciplines such as education, require students to write nu-
merous academic papers to successfully complete program re-
quirements—a practice that assumes students’ writing demon-

strates their learning, application, reflection, and creativity
while integrating course material into their papers. Yet, there
is a long-standing tendency for some students to take shortcuts
and submit papers they purport to have written when in fact
they were written by someone else or copied from elsewhere
(Drake, 1941; Jordan, 2001). Many systems are sought and
implemented in PSE to detect and subsequently thwart the
undesirable practice of misrepresenting authorship (Dawson
& Sutherland-Smith, 2018a). Popular strategies include aca-
demic integrity workshops, reminders of the importance of
academic integrity, posters, honour pledges, and subscription-
based text-matching detection software to incline students to
uphold academic integrity. And on the detection side, training
graders and markers (Dawson & Sutherland-Smith, 2018b)
is advocated. Policies to guide action when breaches occur
are also a staple method at almost all PSE institutions. The
prevalence of Al tools in generating new text will continue
to complicate detection efforts if the quality of writing pro-
duced by GenAl tools and large language models (LLMs) is
comparable to human-generated texts.

Literature Review
Plagiarism is a persistent phenomenon at all levels of for-
mal schooling (Drake, 1941; Vrbanec & Mestrovi¢, 2021),
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which continues to undermine academic integrity. PSE has
adopted various commercial text-matching software programs
that detect plagiarized work since the early 2000s (Brinkman,
2013). However, the increasing sophistication of artificially
intelligent writing software poses significant challenges if it
can evade detection by conventional techniques (Perkins et al.,
2023). This is precisely what is happening with the advance-
ment and integration of Al tools in education (Kerr, 2020;
Selwyn, 2019), propelled by the fast-paced development of
Al technology (Gray, 2022). As these GenAl tools continue
to improve with each iteration, they will likely perform many
facets of educational work (Kumar, 2023; McMurtrie, 2023a;
Williamson, 2020; Williamson & Enyon, 2020), increasing
students’ ability to take shortcuts and impinging on academic
integrity.

The perspicacity of Al use has varied from doom and gloom
predictions to pronouncements of changing teaching and learn-
ing practices (Feldstein, 2022; McMurtrie, 2023b; Warner,
2023). Consequently, technological developments have rapidly
reshaped our traditional understanding of plagiarism, aca-
demic integrity, and authorship (Mindzak & Eaton, 2021).
For example, varying degrees of school closures during the
COVID-19 pandemic have further accelerated and exacer-
bated the expansion of technological integration into educa-
tional spheres (Teris et al., 2020). In short, the proliferation
of educational technology like GenAl has increased because
it can produce human-like quality text in seconds via natural
language generation. Urgent questions have arisen about the
nature and purpose of teaching writing and requiring it in
courses and programs when it only marginally meets learn-
ing outcomes (McKnight, 2021). GenAl is reaching such
advanced levels that humans do not need to provide as much
input in the writing process.

There is a marked increase in the number of products that use
machine learning (Kerr, 2020) and equally significant growth
in software and services for essays, research papers, and ar-
ticle generation (Abd-Elaal et al., 2019). With powerhouse
companies like Google and Microsoft striving to produce and
refine human-like text, algorithmic and non-algorithmic writ-
ing software, tools, and platforms continue to gain broad reach
and popularity (Abd-Elaal et al., 2019; Marche, 2021). Most
notable in this field has been the development of tools released
by OpenAl, particularly ChatGPT'. The sophistication of this
powerful Al based on LLM is becoming increasingly difficult
to differentiate from human writing (Dehouche, 2021; Luitse
& Denkena, 2021). Currently, a version of ChatGPT is avail-
able to anyone with an internet connection and a compatible
web browser.

With the release of ChatGPT, there has been polemic debate
surrounding the use of GenAl in education—including its
ability to take on writing tasks previously limited to humans
(Haman & Skolnik, 2023). With rapid successive releases

'While this article references ChatGPT, which has expanded significantly
in 2023, the study itself utilized a previous version called GPT-2.

of GenAl tools and significant improvements in quality, the
empirical research in the field concerning both the efficacy
as well as detectability of GenAl has not been able to keep
pace. Yet the detection of unauthorized work continues to
occupy university resources to prevent misconduct (Dawson
& Sutherland-Smith, 2018a; Eaton, 2021). The availability
of GenAlI has raised the stakes of how universities and K-
12 schools will gauge what constitutes academic misconduct
(Mindzak & Eaton, 2021). This study provides empirical
evidence regarding participants’ ability to determine whether
a text composition was GenAl or human-generated.

Methodology

To investigate the capability of an Al text generator compared
to human writing composition, we created a survey instrument
to collect data from volunteers affiliated with the education
faculty at an Ontario university. Ethics clearance was obtained
prior to the commencement of the research.

The Survey Tool
We created a survey tool, named KMR, with which we col-
lected the following demographic data from participants:

gender

age range

ethnicity

highest level of education degree/certification
faculty association

6. role

Dk e =

Participants were given the option to not provide the data
above, but all questions corresponding to the data collection
were compulsory; participants could not proceed if they omit-
ted any of the demographic questions. After collecting de-
mographics, participants were randomly presented with com-
positions of (at most) 260 words on the topic of “How will
technology change education?”

One of the study’s objectives was to determine the accuracy
of predicting the composition source (i.e., whether a human
being or AI composed it). We also wanted to investigate
which of the demographics correlated with the accuracy of
the prediction. Before the study, we could not predict which
demographics would be best correlated; hence, all the demo-
graphic items shown above were solicited from participants.

After reading the composition, participants were presented
with the following instructions:

1. Rate the writing level of the composition.

2. Assign a mark to the composition (between 0 and 100).

3. Determine whether the composition is human-generated
or computer-generated.

4. Determine whether the text composition was obtained
from the Internet or not.

5. Provide any qualitative comments.
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After evaluating the first composition, participants were pre-
sented with a second composition with the same instructions.
The survey completion time ranged between 9 and 12 minutes
per participant.

Compositions were randomly presented to participants that
had been categorized into one of the following pools based on
the source of origin: (a) written by researchers, (b) generated
by Al and (c) searched and copied from the internet. Each
pool contained two passages. Although passages were ran-
domly presented to participants, they were controlled so that
no singular passage appeared inordinately more than others;
that is, the passage presentation was distributed equally.

Research team members wrote the passages that were part
of the first pool. One of the team members ensured there
were no grammatical errors. The second pool consisted of
Al-generated passages using OpenAI’'s GPT-2. We used a
commercial service through InferKit, developed by Adam
Daniel King?. The text was generated using the settings shown
in Table 1.

Table 1. Settings Used for Generating Al Passages

Criteria Setting

Prompt How will technology change education?
Attempts 3

Platform InferKit

1,500 characters

Education, technology, research, students
Category Any

Start at the beginning Yes

Length to generate
Words to include

No text smoothing was performed on the generated text. The
third pool consisted of found text on the Internet using a
Google search with the prompt: How will technology change
education? We copied two paragraphs from the Google search.

Recruitment and Participants

Participants were recruited via an email sent to Faculty of Ed-
ucation instructors, staff, and students. The email contained
a link to the survey. Participation in the study was voluntary,
and participants could withdraw at any time. Participants were
not compensated monetarily or otherwise for their participa-
tion. Only the completed survey results were included in the
analysis.

Analysis and Findings

The data were collected between February and June 2022,
and 135 responses were recorded, which included 17 par-
tial responses. Thirty-six (26.7%) of the respondents were
self-identified males and 98 (72.6%) respondents were self-
identified females. The age ranges into which respondents fell
are shown in Table 2.

Zhttps://inferkit.com/

Table 2. Age Ranges of Participants

Age range Number Percent
18-24 74 54.8
25-34 25 18.5
35-44 13 9.6
45-54 17 12.6
55-64 4 3.0
65-74 2 1.5
Total 135 100.0

Participants’ education levels varied, ranging from high school
certificates to PhDs. The distribution is shown in Figure 1.
The roles that participants most identified with are illustrated
in Figure 2.
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Figure 1. Distribution of the Highest Degrees of Participants
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Figure 2. Distribution of the Primary Role of Participants

The survey design was such that each participant was pre-
sented with only two passages. Hence, the sample sizes for
each passage available for analysis were smaller than the to-
tal number of participants in the study (n = 135). The low
numbers in each of these categories resulted in the inability to
run many inferential statistical tests to determine whether any
demographics interacted or correlated with the determination
of the correct authorship or origin of the composition. Never-
theless, base models revealed interesting observations that are
presented in Table 4.
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Table 3. Estimates of the Passage-Specific Intercept-Only
Models

Passage ~ Correct Percent Wald B b )4
source correct
1 Human 66.7 4.164  0.693 2.000 0.041
2 Human 64.9 3.170  0.613 1.846 0.075
3 Human 55.0 0399  0.201 1222 0.528
4 Al 20.0 10762  -1.386  0.250  0.001
5 Al 27.0 7.199  -0.993 0370 0.007
6 Human 66.7 4.164  0.693 2.000 0.041

Note. Percent correct = proportion of guesses that correctly identified the authorship of
a given passage out of the total attempts to identify that message.; e® = odds of correct
guesses about the authorship of each passage, calculated by dividing the percentage of
correct guesses by the percentage of incorrect guesses.

Intercept-only logistic regression was performed for each type
of passage to examine if the proportion of correct guesses to
the authorship of the passages was significantly different from
the proportion of incorrect guesses. As per the odds values
in Table 3, for human-generated passages, participants were
1.2 to 2 times as likely (i.e., 20% to 100% more likely) to
provide correct responses than incorrect ones. This increased
likelihood of correct responses (vs. incorrect responses) was
statistically significant for two out of four human-generated
messages. In contrast, for Al-generated passages, partici-
pants were 0.25 to 0.37 times as likely (i.e., 63% to 75%
less likely) to provide correct over incorrect guesses of the
authorship. This compromised likelihood of correct responses
(vs. incorrect responses) was statistically significant for the
two Al-generated messages. This observation demonstrates
that participants are better at identifying the authorship of a
human-generated passage than an Al-generated passage.

Another way to report findings is to determine “true positives”
and “true negatives” for text passages that were Al-generated
and human-written. In turn, these would permit calculating
the true positive and the true negative rates. This is shown in
Table 4.

Table 4. Cross-Tabulation of Participants’ Guesses on
Authorship and True Authorship

Authorship of Passages
Al Human Total
Guesses about Al 17 57 74
passage Human 55 99 154
authorship Total 72 156 228

Note. Authorship of passages was determined by adding the correct entries of Al and
human guesses. The incorrect responses included those identified incorrectly and the
participants were unsure about.

Using the numbers in Table 4, formulas (1) to (4) were used
to calculate the numbers shown in Table 5. The calculation of
true positive rates (TPR), true negative rates (TNR), positive
predictive value (PPV), and negative predictive value (NPV)
annuls the variance associated with only a few participants

having assessed each passage.

TPR— ' 'Tmepositive(TP) ' )
(Truepositive(TP) + Falsenegative(FN))

Truenegative(TN)

TNR = - —
(Truenegative(TN) 4 Falsepositive(FP))

©))

PPV — ' 'Truepositive(TP) _ 3)
(Truepositive(TP) + Falsepositive(FN))

Truenegative(TN)
(Truenegative(TN) + Falsenegative(FN))

NPV =

“

Since there were participants in each category (see Table 4)
showing 17 passages related to Al and 57 by humans, only
descriptive comparisons are possible. Applying the above
formulas to Al-generated text passages yields the values re-
ported in Table 5. Similarly, the data can be presented across
all passages, as shown in Table 6.

Table 5. Descriptive Comparison of Accuracy Rates of Al

Passages
Category Values
TPR for Al detection or Sensitivity 0.24
TNR for Al detection or Specificity 0.63
PPV for Al detection 0.23
NPV for Al detection 0.64

Note. TPR = true positive rate; TNR = true negative rate; PPV = positive predictive
value; NPV = negative predictive value

To further evaluate participants’ performance in differentiating
between Al- and human-generated passages, we calculated
a series of diagnostic metrics quantifying different rates for
correct and incorrect responses (see Tables 4 and 6). Over-
all, participants were worse at identifying Al-generated than
human-generated messages. For example, out of the total
number of times that Al-generated messages were presented,
participants made correct guesses only on 24% of them (see
Table 6, Row 1). In contrast, out of the total number of times
that human-generated messages were presented, participants
correctly identified 63% of them (see Table 6, Row 2). Fur-
thermore, out of the total times participants guessed that a
message was Al-generated, only 23% of these guesses were
correct (see Table 6, Row 3). Out of the total times partici-
pants guessed that a message was human generated, 64% of
the guesses were correct (see Table 6, Row 4).

In short, participants were less likely to label a message as
Al-generated than human-generated. Out of the total attempts
to guess the authorship of the passages, participants believed
that a passage was Al-generated 32% of the time, and that
a passage was human-generated 68% of the time (see Table
6, Rows 5-6). Therefore, it seems that participants assume
human agency when determining the authorship of passages.
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Table 6. Diagnostics Metrics Quantifying Correct and
Incorrect Guesses About the Authorship of Passages

Formulas for diagnostic metrics Value
True guesses (Al)/total messages (Al) 0.24
True guesses (human)/total messages (human) 0.63
True guesses (Al)/total guesses (AI) 0.23
True guesses (human)/total guesses (human) 0.64
Total guesses (Al)/total guesses 0.32
Total guesses (human)/total guesses 0.68

Note. These values were derived from the diagnostic metrics that are commonly
used in data science (e.g., sensitivity, specificity, positive predictive rate, and negative
predictive rate). See Table 4 for the specific values used for calculating these matrices.

Discussion

Overall, results from the study indicate that when the passage
was composed by humans, participants correctly identified it
two-thirds of the time (66.7%)—Passages 1 and 6. But when
the passage presented was Al-generated (Passages 4 and 5),
participants had difficulty identifying it as such. They either
identified it as human-generated or marked it as unsure. In this
study, the unsure results were marked as incorrect because in
practical terms when a grader (faculty or teaching assistant) is
unsure, they are more likely to err on the side of not doing any-
thing rather than raising the flag as suspicious. In effect, the
passage would pass as human-written. If the detection rates
of Al-composed text were so low (as compared with human-
written passages), it raises important sets of questions about
better understanding the impact of GenAl in education, which
extends to students, educators, and institutions because Al
permeates PSE. Chief among them are: How can we reliably
detect an Al-written passage? How do we design assignments
and assessments where the boundaries between human and Al
writing are moot? That is, when, if ever, are we going to get to
the postplagiarism world that Eaton (2021; 2023) envisions?
Until we reach those tranquil waters, we will have to confront
the issue of academic integrity in imaginative ways. Just as in
the past with contract cheating, for instance, GenAl blurs, if
not crosses, the line between what is original, individual work
and what is conceived as assistance, if not overt plagiarism.

Gray (2022) stated that the contract cheating industry encom-
passes “a devaluing and de-prioritization of original work
when it comes to the classroom space, predatory relationships
between consumers and service providers, and a cavalier ap-
proach to handling data privacy” (p. 190). The relationships
between consumers and service providers lack accountability,
ethics, and academic integrity. The antithesis or absence of
academic integrity and contract cheating have been granted
unprecedented avenues to thrive. If the results from this study
hold up against a larger study, the implications would be grim—
the detection of who did the work would remain an ongoing
concern. Automated detection products currently available do
a poor job as they produce false positives and false negatives
when human compositions are introduced (Kobis & Mossink,
2021). New technologies for automated detection are being

explored, but they are in their infancy (Lancaster, 2023).

While the momentum and advocacy surrounding the fight
against contract cheating is growing, the contract-cheating in-
dustry is experiencing stiff competition from GenAlI (McColl,
2023), partly because the quality of GenAl-produced writing
is decent enough to dupe the assessors and is done privately.
The findings from this study support McColl’s position. The
Al-composed passages were sufficiently human-like, which is
why humans’ detection rate was so low (24%). Suppose the
results from this study are corroborated in larger studies; in
that case, human detective powers, professed by many, will
need to be questioned. As the quality of GenAl improves, the
automated detection will likely falter, as is evident in a recent
investigation by Elkhatat et al. 2023.

This conundrum squarely poses the problem of verifying
whether a text is human-generated or Al-generated. The so-
lutions, like the problem itself, are emerging, as is evident in
Lancaster’s 2023 work. Eaton and Christensen Hughes 2022
claim there is a demonstrated need for more urgent measures
to be taken regarding academic integrity, and the findings from
this study of human assessors’ inability to identify the author
of texts only bolsters that call. No silver-bullet solution can
resolve the predicament of accurately assessing authorship.
This does not mean banning the use of Al, nor does it mean
letting it run amok. A reasonable middle ground will emerge
in time and with collaboration amongst those who are dealing
with the issues. Eaton and Christensen Hughes 2022 propose
cultivating a strong and sustainable community of Canadian
researchers and practitioners to address academic misconduct
and cheating: developing resources to be shared within the
academic integrity community is necessary. In keeping with
her own recommendation, Eaton hosts a weekly academic
integrity hour for interested parties from the PSE sector in
Canada to share approaches on practice, policy, training, and
emergent issues.

Identifying work from GenAl creates additional challenges
and burdens for researchers, teachers, and anti-plagiarism
tools (Abd-Elaal et al., 2022). This will likely continue as
GenAl tools become more sophisticated. While some of the
characteristics and prescriptions to combat contract cheating
apply to GenAl, there are ample differences. Therefore, con-
flating contract cheating- and GenAl-produced results should
be avoided. The challenges in using GenAl tools produc-
tively and ethically while preserving academic integrity are
numerous (Harper et al., 2021) and evolving, with faculty
members and institutions caught up in an unending game of
catch-up. Results from this study pose questions for educa-
tors and instructors regarding the accuracy of deciphering
and gauging GenAl text without tools. Of course, the use of
GenAl detection tools is also uncharted territory (Dalalah &
Dalalah, 2023), and research on detecting GenAl is still evolv-
ing (Elkhatat et al., 2023; Kobis & Mossink, 2021; Lancaster,
2023; Weber-Wulff et al., 2023).
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A notable theme in the emergent literature (Abd-Elaal et al.,
2022; Gehrmann et al., 2019) is the call for increased aware-
ness and the development of educational practices that could
help educators identify Al-generated text to minimize the per-
sistent threat of academic misconduct. Concerns have grown
and will continue to grow as GenAl tools become more so-
phisticated and their proliferation among students increases.
Dawson and Sutherland-Smith 2018a and Curtis et al. 2021
are concerned that because many educators are unaware of
various Al writers, there is a pressing need to raise awareness
and that training may assist in more accurately detecting this
form of plagiarism and cheating. In accordance with their
assertion and the results of this study, we need robust ongoing
Al literacy for educators, administrators, and students to pre-
serve academic integrity. Concomitantly, this study should be
independently verified on a larger scale.

Limitations

This pilot study had several limitations, with the most notable
being the sample size. With only 135 participants and each
passage evaluated by fewer than 40 participants, the results did
not permit logical regression against demographic variables.
Nevertheless, with limited empirical work available on the
topic, further research can use a similar survey instrument
to evaluate comparisons between Al-generated and human-
generated text.

This study had only six text passages: Two were Al-generated
and four were human-generated. The research team mem-
bers wrote two of the four human-generated passages, and
two were obtained from the internet. The participants were
randomly presented with two passages in one session, so a
participant could have encountered two human-written pas-
sages. We cannot confirm if this approach may have skewed
the results, and we thus regard it as a limitation of this study.
Furthermore, since the ratio of human- to Al-written passages
was two to one (2:1), the study relies on descriptive analy-
sis comparison of accuracy ratio and hence the measures of
sensitivity and specificity are reported.

While many demographic data were collected, we did not
determine if English was participants’ native language, which
might be important because fluency could be an essential
factor in deciphering authorship. Regardless, the next version
of the tool should include native languages as an important
criterion.

Lastly, this study utilized GPT-2, an earlier version of what
is now known as ChatGPT or GPT-4, but that was the cur-
rent technology at the time of this study. Advancements with
this technology have resulted in significant observed improve-
ments, such as successfully passing standardized exams and
submitting graduate-level written compositions (van Boom,
2023). Hence, it is fair to assume that ongoing developments
in GenAl will continue to result in improved text compositions
compared to those tested against human compositions. Works
of Weber-Wulff et al. 2023 and Elkhatat et al. 2023 also

suggest that with the improvements in the GenAl technology,
automated detection will also continue to falter.

Conclusion

Zawacki-Richer et al. 2019 assert that Al has been used for
decades in the computing and industrial sectors, but its use
is bound to increase since the launch of ChatGPT. ChatGPT
has captured educators’ and learners’ imaginations and has
proven to do a decent job of mimicking human writing. If
automated detection tools like GPTZero, Originality.Al, and
Turnitin are prone to be erroneous (Weber-Waulff et al., 2023)
and raise concerns about privacy, student consent, and data
mining, then human detection seems the only viable alterna-
tive. If the results from this study were to hold up in similar
empirical research studies, then human detection cannot be re-
lied upon either. Granted that work on automated detection is
underway (Lancaster, 2023), the current predicament requires
that PSE institutions re-examine the kinds of assessments as-
signed. The educational landscape is liable to change whether
deliberate ameliorative actions are taken or not. If educators
pay no heed, then students could be awarded false credentials
without corresponding skills; that would be disastrous. Or
suppose educators take deliberative action to refine assess-
ments such that GenAl output is only an intermediary step in
the final artifact a student submits; in that case, students can
still demonstrate their true learning and we can bypass the
detection problem. In either of the two scenarios, the future
of PSE is on the precipice of monumental change.

In accordance with Kerr’s 2020 prediction, it is safe to assume
that AT integration into teaching, learning, and assessment
practices will forge ahead. More research and interventions
are needed to build the capacities of learners and teachers
alike so that these tools are used ethically, efficiently, and ef-
fectively. GenAl can educate, train, and improve human-level
tasks, like summarizing (Yang et al., 2023), but simultane-
ously, it poses challenges and risks (Southgate, 2021). This
study reveals one such challenge—-human detection work
that is not yet honed. It is conceivable that the participants in
this study were unable to detect Al-generated passages as ef-
fectively as human-generated prose because they were unable
to imagine that GenAl could write decent prose. However,
human capacity has also improved because of the proliferation
of ChatGPT and other LLMs. This assumption can only be
validated by a larger, similar study.
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