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APPROXIMATE CONTROLLABILITY OF IMPULSIVE
INTEGRODIFFERENTIAL EQUATIONS WITH

STATE-DEPENDENT DELAY

M. FALL - B. DEHIGBE - K. EZZINBI - M. A. DIOP

This paper considers the approximate controllability of mild solu-
tions for impulsive semilinear integrodifferential equations with state-
dependent delay in Hilbert spaces. We obtain our significant findings
using Grimmer’s resolvent operator theory and Schauder’s fixed point the-
orem. We give an example at the end to ensure the compatibility of the
results.

1. Introduction

This study investigates the existence of mild solutions and approximate con-
trollability for the following impulsive integrodifferential equation with state-
dependent delay

ξ
′
(t) = Aξ (t)+

∫ t

0
B(t − s)ξ (s)ds+h

(
t,ξσ(t,ξt)

)
+Γν(t),

t ∈ J = [0,b], t ̸= τi, i = 1,2, . . . ,m,

∆ξ |t=τi = Ii(ξ (τi)), i = 1, . . . ,m,

ξ0 = ψ ∈ B,

(1)
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where A is the infinitesimal generator of a C0-semigroup
(
T (t)

)
t≥0 on a Hilbert

space K,
(
B(t)

)
t≥0 is a family of closed linear operators on K with domain

D(B(t)) ⊃ D(A), Γ is a bounded linear operator from U into K, the control
function ν is given in L2(J,U), h : J ×B → K is a nonlinear function, where
B is a phase space, which will be described later. The impulsive functions Ii :
K→K, for i = 1, . . . ,m, and ∆ξ |t=τi = ξ (τ+

i )−ξ (τ−
i ) with 0 = τ0 < τ1 < τ2 <

· · ·< τm < τm+1 = b, for i = 1, . . . ,m. The function ξt : (−∞,0]→K, ξt(ϑ) =
ξ (t +ϑ), belongs to the phase space B and the function σ : J×B→ (−∞,b], is
continuous.

Integrodifferential equations can describe natural phenomena from many
fields, such as electronics, fluid dynamics, biological models, and chemical ki-
netics. Classical differential equations can not describe those phenomena. That
is why, in recent years, integrodifferential equations have attracted more and
more attention from physicists, mathematicians, and engineers. According to
the author of the citation, Volterra, the dynamics of certain types of elastic ma-
terials can be characterized by a partial integrodifferential response diffusion
equation of the following form: In [41], the author makes the suggestion that
the kinetics of certain classes of elastic materials can be represented by a partial
integrodifferential response diffusion equation of the following form:

∂ z(θ , t)
∂ t

= ∆z(θ , t)+
∫ t

0
φ(t,s)∆z(θ ,s)ds+ϕ(θ , t), (θ , t) ∈ R×R+,

where φ and ϕ are appropriates functions. In their investigation of the electric
displacement field in Maxwell Hopkinson dielectric, the authors in [9, 14] made
use of the linear partial integrodifferential equation that is presented below:

∂ 2z(θ , t)
∂ t2 =

1
ηε

∆z(θ , t)+
∫ t

0

1
ηε

ψ(t − s)∆z(θ ,s)ds, (θ , t) ∈ Ω̃× [0,T ),

for T > 0 and Ω̃ ⊂ R3, where η ,ε ∈ R and ψ is a vector of scalar functions.
The Rayleigh problem or the Stokes first problem of viscoelasticity is given by
the following integrodifferential equation:

∂ z(θ , t)
∂ t

=
∫ t

0
∆z(θ ,τ)da(τ)+h(θ , t), (θ , t) ∈ [0,1]×R+,

where a :R+ →R is a function of bounded variation on each compact interval of
R+ with a(0) = 0. This problem is a typical example of one-dimensional prob-
lems in viscoelasticity, like torsion of a rod, simple shearing motions, simple
tension, etc, see [36]. A simple control system of integrodifferential equation is
that of the electrical RLC circuit:

dv(t)
dt

=− 1
RC

v(t)− 1
LC

∫ t

0
v(t)dt + r(t), t ∈ R+.
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Here, v(t) is the voltage in the electrical circuit and r(t) is the current source
which serves as the control function, see [10, Eq (2.2)]. In [31], In order to
investigate the dynamics of several epidemiological systems, the authors in [31]
made use of a few delayed integrodifferential equations, see [31, page 685, Eqs
(11f)-(11g)]. An additional source of inspiration comes from biological sci-
ences, physics, and other disciplines. These include areas such as elasticity,
dynamics of populations, forecasting human populations, torsion of a wire, ra-
diation transport, Bernoulies problems, oscillating magnetic field, mortality of
equipment problems, and inverse problems of reaction-diffusion equations, etc,
see for instance [9, 14, 30, 31, 36, 37, 41, 42] and the references therein. Many
authors have researched the qualitative properties of numerous integrodiffer-
ential equations in infinite dimensional spaces due to the importance of these
properties in applications (see [16–18], and [19] for examples). These qualita-
tive properties include existence, stability, optimal control, controllability, etc.

The theory of impulsive differential equations is emerging as an essential
area of investigation since it is more prosperous than the theory of classical
differential equations. Impulsive differential equations are adequate models to
study the evolution of processes subject to sudden changes in their states. Re-
cently, these equations have attracted the attention of many researchers because
of their numerous applications in mechanics, electrical engineering, medicine,
biology, ecology, etc. For further details and examples, we refer the reader to
the engineering, medicine, biology, ecology, etc. For further details and exam-
ples, we refer the reader to the books by [6, 8] and the papers [11, 24] and the
references cited therein.

Functional differential equation theory is now crucial to nonlinear analy-
sis. Researchers have long modeled scientific processes using differential delay
equations or functional differential equations. Many times, the delay is believed
to be constant or integral, creating a distributed delay.We refer the reader to the
books by Hale and Verduyn Lunel [23], Kolmanovskii and Myshkis [27], Smith
[40], and Wu [44], and the references therein. Researchers have recently stud-
ied complex cases where delay depends on unknown functions. Researchers
commonly refer to equations with state-dependent delay as such ( [1, 2, 25]).
Additionally, state-dependent delays are common and effective in applications,
as demonstrated in ([3, 12]).

Controllability underpins mathematical control theory. We can differentiate
between two controllability notions for infinite dimensional systems. There is
exact and approximate controllability. Excact controllability indicates a system
can reach a desired ultimate state in a finite time, whereas approximation con-
trollability means it can steer into an arbitrarily small neighborhood of it. In
infinite dimensional spaces, perfect controllability is frequently too strong and
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has limited applicability; (see [7, 39, 43]). Therefore, investigating the more
abstract notion of controllability, specifically the concept of approximate con-
trollability for nonlinear systems, is not only recommended but essential.

In the past ten years, a great number of works have reported on the approx-
imate controllability of the dynamical control system with delay via fixed point
methods; for example, see([4, 5]). Muthukumar et al. [33] recently proved the
approximate controllability for a class of impulsive neutral stochastic functional
differential systems with state-dependent delay in Hilbert spaces by making use
of semigroup theory, stochastic analysis techniques, and Sadovskii’s fixed point
theorem. In addition, the authors of the study in Zahra [32] investigated the ap-
proximate controllability for semilinear neutral integrodifferential systems with
finite delays in Hilbert spaces. They did this by employing Sadovskii’s fixed
point theorem and the resolvent operator theory. Later, Fu and Zhang[20] used
the fixed point method and semigroup theory to come up with enough condi-
tions for approximate controllability for semilinear neutral functional differen-
tial systems with state-dependent delay. Ndambomve and Ezzinbi [34] studied
the approximate controllability for some nonlinear partial functional integrod-
ifferential equations with infinite delay by making use of the measure of non-
compactness and the Mönch fixed point theorem. A set of adequate criteria for
approximate controllability of the semilinear impulsive functional differential
system with nonlocal initial conditions was derived by authors very recently in
[5]. These conditions were derived by invoking Schauder’s fixed-point theorem.

However, to our knowledge, there has yet to be work on the approximate
controllability for impulsive integrodifferential systems with state-dependent
delay described by (1).

In this study, we want to fill in this gap by looking into how to roughly
control impulsive integrodifferential equations with state-dependent delay. This
is guided by the arguments that came before it.

The following is a summary of the major contributions that this work makes:

• A novel class of impulsive integrodifferential equations with state-dependent
delay in Hilbert spaces has been proposed.

• Using Schauder’s fixed point theorem and the theory of the resolvent operator
in the sense of Grimmer, we develop a new set of adequate conditions that
guarantee the existence of mild solutions for impulsive integrodifferential
equations with state-dependent delay.

• An example is used to illustrate the main results.

This paper is structured as follows: In section 2, we give some fundamental
definitions, assumptions and results needed to develop the approximate control-
lability of system (1). In section 3, we discuss the approximate controllability
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of system system (1) with the help of Schauder’s fixed point theorem and the
resolvent operator in the sense of Grimmer. An example is provided in the last
section to illustrate the obtained results.

2. Preliminaries

In this section, some definitions, notations, and lemmas that are used throughout
this work are stated. The norms in the state space K and control space U are
denoted by ∥ ·∥K, and ∥ ·∥U, respectively. The inner product in U is represented
by (·, ·). L(U;K) is the space of all bounded linear operators from U into K,
it is endowed with the norm ∥ · ∥L(U;K) and we write L(K) when U = K. A
function ξ : [ρ,θ ]→ K is called the normalised piecewise continuous function
on the interval [ρ,θ ], it is piecewise continuous on [ρ,θ ] and left continuous
on (ρ,θ ]. Let us detone by PC([ρ,θ ],K) the space of all normalised piecewise
continuous function from [ρ,θ ] into K. PC([ρ,θ ],K) equipped with the norm
∥ξ∥PC = sups∈[ρ,θ ] ∥ξ (s)∥K is a Banach space. For convenience of notations,
we use PC in place of PC(J,K).

2.1. Phase space

Now, we give the axiomatic definition of the phase space B introduced by Hino
et al. in [26] and suitably modify to treat the impulsive evolution equations
(cf. [35]). Specifically B, is a linear space of all functions from (−∞,0] into K
equipped with the norm ∥ · ∥B and satisfying the following axioms:

(C1) If ξ : (−∞,ρ+θ)→K, θ > 0, such that ξρ ∈B and ξ |[ρ,ρ+θ ] ∈PC([ρ,ρ+
θ ];K), then for every t ∈ [ρ,ρ +θ ], the following conditions are satisfied:

(a) ξt ∈ B.

(b) ∥ξt∥B ≤ F(t −ρ)sup{∥ξ (s)∥K : ρ ≤ s ≤ t}+G(t −ρ)∥ξρ∥B, where
F, G : [0,∞)→ [0,∞) such that F is locally bounded, and both F, G
are independent of ξ (·).

(C2) The space B is complete.

Remark 2.1. For any ψ ∈ B, the function ψt , t ≤ 0, defined as ψt(ϑ) = ψ(t +
ϑ), ϑ ∈ (−∞,0]. Thus, if the function ξ (·) fulfills the axiom (C1) with ξ0 = ψ ,
then we may extend the mapping t 7→ ξt by setting ξt = ψt , t ≤ 0, to the entire
interval (−∞,b].

Furthermore, for the function σ : J×B → (−∞,b], we introduce the set

X (σ−) = {σ(s,φ) : σ(s,φ)≤ 0, for (s,φ) ∈ J×B},
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and we give the following assumption on ψt . The function t 7→ψt is well defined
from X (σ−) into B and there exists a continuous and bounded function Jψ :
X (σ−)→ (0,∞) such that ∥ξt∥B ≤ Jψ(t)∥ψ∥B for every t ∈ X (σ−).

Lemma 2.1. [38, Lemma 2.3] Let ξ : (−∞,b] → K, be a function such that
ξ0 = ψ and ξ |J ∈ PC. Then,

∥ξs∥B ≤ F1∥ψ∥B+F2 sup{∥ξ (µ)∥K : µ ∈ [0,max{0,s}]}, s ∈ X (σ−)∪ J,

where F1 = sup
t∈X (σ−)

Jψ(t)+ sup
t∈J

G(t), F2 = sup
t∈J

F(t).

Example 2.1. Phase space.
Let f : (−∞,0]→ R+ be a Lebesgue function, which is locally bounded. Take
B = PCτ × L1

f (K) as the space of all functions ψ : (−∞,0] → K such that
ψ|[−τ,0] ∈PC([−τ,0];K), for some τ > 0, ψ is Lebesgue measurable on (−∞,−τ),
and f∥ψ(·)∥K is Lebesgue integrable on (−∞,−τ]. The norm in B is defined as

∥ψ∥B :=
∫ 0

−τ

∥ψ(ϑ)∥Kdϑ +
∫ −τ

−∞

f (ϑ)∥ψ(ϑ)∥Kdϑ . (2)

Furthermore, there exists a locally bounded function H : (−∞,0] → R+ such
that f (t+ϑ)≤H(t) f (ϑ), for all t ≤ 0 and ϑ ∈ (−∞,0)\Ft where Ft ⊆ (−∞,0)
is a set with a Lebesgue measure zero. A simple example of f is given by f (ϑ) =
esϑ , for some s > 0.

To verify that the space B is a phase space, first, we prove that it satisfies
the axiom (C1). Here, we choose ρ = 0, θ = b. Let ξ (·) be a function such that
ξ0 ∈ B and ξ |J ∈ PC(J;K). Remember that the function ξt : (−∞,0] → K is
described by

ξt(ϑ) = ξ (t +ϑ), for each t ∈ J.

For t ∈ J, we verify that ξt ∈ B. It is easy to see that for each t ∈ J, the function
ξt |[−τ,0] ∈ PC([−τ,0];K), τ > 0 and Lebesgue measurable. Now, for t ∈ [0,τ],
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we estimate

∥ξt∥B

=
∫ 0

−τ

∥ξ (t +ϑ)∥Kdϑ +
∫ −τ

−∞

f (ϑ)∥ξ (t +ϑ)∥Kdϑ

=
∫ −t

−τ

∥ξ (t +ϑ)∥Kdϑ +
∫ 0

−t
∥ξ (t +ϑ)∥Kdϑ +

∫ −t−τ

−∞

f (ϑ)∥ξ (t +ϑ)∥Kdϑ

+
∫ −τ

−t−τ

f (ϑ)∥ξ (t +ϑ)∥Kdϑ

≤
∫ 0

−τ

∥ξ (ϑ)∥Kdϑ +
∫ t

0
∥ξ (ϑ)∥Kdϑ +

∫ −τ

−∞

f (ϑ − t)∥ξ (ϑ)∥Kdϑ

+
∫ 0

−τ

f (ϑ − t)∥ξ (ϑ)∥Kdϑ

≤
∫ 0

−τ

∥ξ (ϑ)∥Kdϑ + t sup
ϑ∈[0,t]

∥ξ (ϑ)∥K+H(−t)
∫ −τ

−∞

f (ϑ)∥ξ (ϑ)∥Kdϑ

+H(−t)
∫ 0

−τ

f (ϑ)∥ξ (ϑ)∥Kdϑ

≤
(

1+H(−t) sup
ϑ∈[−τ,0]

f (ϑ)
)∫ 0

−τ

∥ξ (ϑ)∥Kdϑ + t sup
ϑ∈[0,t]

∥ξ (ϑ)∥K

H(−t)
∫ −τ

−∞

f (ϑ)∥ξ (ϑ)∥Kdϑ .

(3)

In a similar manner, for t > τ , we get

∥ξt∥B

≤
(

1+H(−t) sup
ϑ∈[−τ,0]

f (ϑ)
)∫ 0

−τ

∥ξ (ϑ)∥Kdϑ

+
(

t +
∫ −τ

−t
f (ϑ)dϑ

)
sup

ϑ∈[0,t]
∥ξ (ϑ)∥K+H(−t)

∫ −τ

−∞

f (ϑ)∥ξ (ϑ)∥Kdϑ .

(4)

From (3) and (4), we deduce that the axiom (C1) holds with

F(t) =

 t, for 0 ≤ t ≤ τ

t +
∫ −τ

−t
f (ϑ)dϑ , for , τ < t,

and
G(t) = max

{
1+H(−t) sup

ϑ∈[−τ,0]
f (ϑ),H(−t)

}
.
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Finally, the completeness of the space B, under the norm ∥ · ∥B described in (2)
follows similarly to Theorem 1.3.1 [26] and hence the axiom (C2) is satisfied. In
particular, we take τ = 0 and in this case, we consider the following condition:

(A1) The function φ ∈ PC0 ×L1
f (K) and K := supϑ∈(−∞,0]

|µ(−ϑ)|
f (ϑ)

.

2.2. Resolvent operators in Banach spaces

In this part, we recall some basic results about the operators for the following
linear homogeneous equationx

′
(t) = Ax(t)+

∫ t

0
B(t − s)x(s)ds for t ≥ 0

x(0) = x0 ∈ X,
(5)

where A and B(t) are closed operators on Banach space X. Let Y be the Banach
space formed from D(A) with the graph norm

∥x∥Y = ∥Ax∥+∥x∥, for x ∈ D(A).

In the sequel, we suppose that A and
(

B(t)
)

t≥0
satisfy the following conditions:

(P1) A is the infinitesimal generator of C0-semigroup
(
T (t)

)
t≥0 on X.

(P2) (B(t))t≥0 is a family of closed linear operator on X such that B(t) is con-
tinuous when regarded as linear map from (Y,∥ · ∥Y) into (X,∥ · ∥X)
and the map t → B(t)x is measurable for all x ∈ X and t ≥ 0, and be-
longs to W1,1(R+,X). Moreover there exists an integrable function γ :
[0,+∞)−→ R+ such as∥∥∥∥ d

dt
B(t)x

∥∥∥∥≤ γ(t)∥x∥Y , x ∈ Y, t ≥ 0.

Definition 2.2. [22] We call resolvent operator for Eq. (5), a bounded linear op-
erator valued function R(t)∈L(X) for t ≥ 0, verifying the following properties:

(i) R(0) = I (identity operator on X) and ∥R(t)∥ ≤ Meωt for some constants
M and ω .

(ii) For each x ∈ X, R(t)x is strongly continuous for t ≥ 0.

(iii) For x ∈ Y, R(·)x ∈C1([0,+∞),X)∩C([0,+∞),Y) and

R′(t)x = AR(t)x+
∫ t

0
B(t − s)R(s)xds

= R(t)Ax+
∫ t

0
R(t − s)B(s)xds for t ≥ 0.
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Remark 2.2. In general, the resolvent operator (R(t))t≥0 for Eq. (5), does not
satisfy the semigroup property, namely,

R(t + s) ̸= R(t)R(s) for some t,s > 0.

Theorem 2.3. [22] Suppose that (P1) and (P2) hold. Then, Eq. (5) has a unique
resolvent operator (R(t))t≥0.

Lemma 2.4. [29] Let (P1) and (P2) be satisfied. Then, for all t > 0 there exists
a constant L such that

∥R(t +ρ)−R(ρ)R(t)∥L(X) ≤ Lρ for 0 ≤ ρ ≤ t ≤ b.

Theorem 2.5. [15] Assume that (P1) and (P2) hold. The resolvent operator
(R(t))t≥0 is compact for t > 0 if only if the semigroup (T (t))t≥0 is compact for
t > 0.

Let us define the operatorsCb
0 :=

∫ b

0
R(b− t)ΓΓ

∗R∗(b− t)dt,

G(α,Cb
0) := (αI +Cb

0)
−1,α > 0,

(6)

where R∗(t) and Γ∗ denote the adjoints of the operators R(t) and Γ, respec-
tively.

Definition 2.6. A function ξ (·;ψ,u) : (−∞,b]→K is called a mild solution of
Eq. (1), if it satisfies the following:

(i) ξ (t) = ψ(t) ∈ B, t ∈ (−∞,0],

(ii) ∆ξ |t=τi = Ii(ξ (τi)), i = 1, . . . ,m,

(iii) x(·)|J ∈ PC and the following integral equation is verified:

ξ (t) = R(t)ψ(0)+
∫ t

0
R(t − s)h

(
s,ξσ(s,ξs)

)
ds+

∫ t

0
R(t − s)Γν(s)ds

+ ∑
0<τi<t

R(t − τi)Ii(ξ (τi)) (7)

Next, we present the concept of approximate controllability.

Definition 2.7. The system (1) is approximately controllable on J, if for any
initial function ψ ∈ PC, the set R(b,ψ) is dense in K, i.e.:

R(b,ψ) =K,

where R(b,ψ) = {ξ (b,ψ,u), u(·) ∈ L2(J,U)}.
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To obtain the approximate controllability results for Eq. (1), we need the
following hypotheses.

(A0) αG(α,Cb
0)(g)→ 0 as α ↓ 0 in the strong topology.

(A1) (R(t))t≥0 is compact for t > 0. Let N = supt∈[0,b] ∥R(t)∥.

(A2) The linear operator Γ : U→K is bounded with ∥Γ∥L(U;K) = NΓ.

(A3) (i) Let ξ : (−∞,b]→K be such that ξ0 = ψ and ξ |J ∈ PC. The function
t 7→ h(t,ξt) is strongly measurable on J and t 7→ h(s,ξt) is contin-
uous on X (σ−)∪ J, for every s ∈ J. Moreover, for each t ∈ J, the
function h(t, ·) : B →K is continuous.

(ii) For each positive integer a, there exists a function ma(·) ∈ L1(J;R+)
such that

sup
∥ψ∥B≤a

∥h(t,ψ)∥K ≤ ma(t), for a.e. t ∈ J and ψ ∈ B,

and

lim
a→∞

inf
∫ b

0

ma(t)
a

dt = θ < ∞.

(A4) For i = 1, . . . ,m, the impulses Ii : K → K are completely continuous.
Moreover, we assume that there exist constants ωi such that ∥Ii(ξ )∥K ≤ωi

for all ξ ∈K, i = 1, . . . ,m.

Note that the assumption (A0) is equivalent to the fact that the linear control
system:

ξ ′(t) = Aξ (t)+
∫ t

0
B(t − s)ξ (s)ds+Γν(t), t ∈ J,

a.e (t,ξ ) ∈ [0,b]×Ω,

ξ (0) = ψ(0) ∈ B,

(8)

corresponding to Eq. (1) is approximately controllable on J.

Theorem 2.8. [13] The following statements are equivalent:

(a) The linear control system (8) is approximately controllable on J.

(b) Γ∗R∗(t)ξ = 0 for all t ∈ J, ⇒ ξ = 0.

(c) The assumption (A0) is satisfied.
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We end this section with Schauder’s fixed point theorem, which we will use
in the following to prove our results.

Theorem 2.9 (Schauder’s fixed point theorem). [21] Let F be a nonempty
closed convex bounded subset of a Banach space X. Then every continuous
compact mapping S : F→ F has a fixed point.

3. Approximate controlability of the nonlinear system (1)

In this section, we establish the approximate controllability of the system (1).
To this end, we first show that, for every α > 0 and ξb ∈ K, the system (1) has
at least one mild solution using the following control

να = Γ
∗R∗(b− t)G(α,Cb

0)ϑ(ξ (·)), t ∈ J, (9)

where

ϑ(ξ (·)) = ξb −R(b)ψ(0)−
∫ b

0
R(b− s)h

(
s, ξ̄

σ(s,ξ̄s)

)
ds−

m

∑
i=1

R(b− τi)Ii(ξ̄ (τi)),

(10)
and ξ̄ : (−∞,b]→K such that ξ̄0 = ψ and ξ̄ = ξ on J.

Theorem 3.1. Assume that assumptions (P1)-(P2), (A0)-(A4) are satisfied. Then,
for every α > 0 and for fixed ξb ∈K, the system (1) using the control (9) has at
least one mild solution on J, provided that

NF2θ
(
1+

N2
Γ
N2b
α

)
≤ 1. (11)

Proof. Let H= {ξ ∈ PC : ξ (0) = ψ(0)} be the space endowed with the norm
∥ · ∥PC . Let q be a positive constant. We now consider the set Hq = {ξ ∈ H :
∥ξ∥PC ≤ q}.

For 0 < α < b, we define the operator Wα : H→H as

(Wαξ )(t) = R(t)ψ(0)+
∫ t

0
R(t − s)h

(
s, ξ̄

σ(s,ξ̄s)

)
ds+

∫ t

0
R(t − s)Γνα(s)ds

+ ∑
0<τi<t

R(t − τi)Ii(ξ̄ (τi)). (12)

It is clear from the definition of Wα , for α > 0, that the fixed point of Wα , is a
mild solution of the system (1). Next, we will prove that Wα has a fixed point
by applying Schauder’s fixed point theorem. The proof is split in several steps:
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Step 1: Wα(Hq) ⊂ Hq, for some q. Indeed, suppose that our claim is false.
Then for any α > 0 and for all q > 0, there exists ξ q(·) ∈ Wα , such that
∥(Wαξ q)(t)∥K > q, for some t ∈ J, where t may depend upon q. First, by
using the expression defined in (9), and (A1), (A2) and (A3), we estimate

∥να(t)∥Y
= ∥Γ

∗R∗(b− t)G(α,Cb
0)ϑ(ξ (·))∥Y

≤ 1
α
∥Γ

∗∥L(K∗;U)∥R∗(b− t)∥L(K∗)∥G(α,Cb
0)ϑ(ξ (·))∥K∗

≤ NΓN
α

(
∥ξb∥K+∥R(b)∥L(K)∥ψ(0)∥K

+
∫ b

0
∥R(b− s)∥L(K)∥h

(
s, ξ̄

σ(s,ξ̄s)

)
∥Kds

+
m

∑
i=1

∥R(b− τi)∥L(K)∥Ii(ξ̄ (τi))∥K

)

≤ NΓN
α

(
∥ξb∥K+N∥ψ(0)∥K

+N
∫ b

0
∥h
(
s, ξ̄

σ(s,ξ̄s)

)
∥Kds+N

m

∑
i=1

∥Ii(ξ̄ (τi))∥K

)

≤ NΓN
α

(
∥ξb∥K+N∥ψ(0)∥K+N

∫ b

0
∥h
(
s, ξ̄

σ(s,ξ̄s)

)
∥Kds+N

m

∑
i=1

ωi

)
<+∞,

(13)

which implies that ∥να(t)∥U is bounded for all t ∈ J.
Let us define ∥να∥∞ = supt∈J ∥να(t)∥U. Using (C1)(b) and (A3)(ii), we ob-

tain
q < ∥(Wαξ

q)(t)∥K

=
∥∥∥R(t)ψ(0)+

∫ t

0
R(t − s)h

(
s, ξ̄ q

σ(s,ξ̄ q
s )

)
ds+

∫ t

0
R(t − s)Γνα(s)ds

+ ∑
0<τi<t

R(t − τi)Ii(ξ̄
q(τi))

∥∥∥
K

≤ ∥R(t)∥L(K)∥ψ(0)∥K+
∫ t

0
∥R(t − s)∥L(K)∥h

(
s, ξ̄ q

σ(s,ξ̄ q
s )

)
∥Kds

+
∫ t

0
∥R(t − s)∥L(K)∥Γνα(s)∥Kds+

m

∑
i=1

∥R(t − τi)∥L(K)∥Ii(ξ̄
a(τi))∥K

≤ N∥ψ(0)∥K+N
∫ t

0
∥h
(
s, ξ̄ q

σ(s,ξ̄ q
s )

)
∥Kds+NNΓb∥να∥∞ +N

m

∑
i=1

ωi.

(14)
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On the other hand, for any ξ ∈Hq, it follows from Lemma 2.1 that

∥ξ̄
q
σ(s,ξ̄ q

s )
∥B ≤ F1∥ψ∥B+F2q = q̄. (15)

Then, using (13),(14), (15) and (A0), we have

q < ∥(Wαξ
q)(t)∥K

≤ N∥ψ(0)∥K+N
∫ t

0
mq̄(s)ds+NNΓb∥να∥∞ +N

m

∑
i=1

ωi

≤ N∥ψ(0)∥K+N
∫ b

0
mq̄(s)ds+

N2N2
Γ
b

α

(
∥ξb∥K+N∥ψ(0)∥K

+N
∫ b

0
mq̄(s)ds+N

m

∑
i=1

ωi

)
+N

m

∑
i=1

ωi

≤ M+N
(
1+

N2N2
Γ
b

α

)∫ b

0
mq̄(s)ds,

(16)

where M = N∥ψ(0)∥K+
N2N2

Γ
b

α

(
∥ξb∥K+N∥ψ(0)∥K+N ∑

m
i=1 ωi

)
+N ∑

m
i=1 ωi.

From (A3), one can see that

liminf
q→∞

∫ b

0

mq̄(t)
q

dt = liminf
q̄→∞

∫ b

0

mq̄(t)
q̄

dt.
q̄
q
= F2θ .

Dividing by q in the inequality (16) and letting q → ∞, we obtain that

N
(
1+

N2N2
Γ
b

α

)
F2θ > 1, (17)

which contradicts (11). Hence Wα(Hq)⊂Hq.
Step 2: We prove that Wα is a continuous operator.
Let {ξ n}∞

n=1 ⊆Hq such that ξ n → ξ in Hq, that is,

lim
n→∞

∥ξ
n −ξ∥PC = 0.

Now, by virtue of Lemma 2.1, we deduce that

∥ξ̄
n
s − ξ̄s∥B ≤ F2 sup

η∈[0,b]
∥ξ̄

n
s (η)− ξ̄s(η)∥K = F2∥ξ

n −ξ∥PC → 0, as n → ∞,

for all s ∈ X (σ−)∪ J. Since σ(s, ξ̄ n
s ) ∈ X (σ−)∪ J, then

∥ξ̄
n
σ(s,ξ̄ n

s )
− ξ̄

σ(s,ξ̄ n
s )
∥B → 0 as n → ∞, for all s ∈ J.
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Hence, by assumption (A3) and the above convergence, we infer that∥∥∥∥h(s, ξ̄ n
σ(s,ξ̄ n

s )
)−h(s, ξ̄

σ(s,ξ̄s)
)

∥∥∥∥
K

≤
∥∥∥∥h(s, ξ̄ n

σ(s,ξ̄ n
s )
)−h(s, ξ̄

σ(s,ξ̄ n
s )
)

∥∥∥∥
K
+

∥∥∥∥h(s, ξ̄
σ(s,ξ̄ n

s )
)−h(s, ξ̄

σ(s,ξ̄s)
)

∥∥∥∥
K

→ 0 as n → ∞, uniformly for all s ∈ J.

(18)

Now, we estimate

∥ϑ(ξ n(·))−ϑ(ξ (·))∥K

≤
∥∥∥∥∫ b

0
R(b− s)

(
h(s, ξ̄ n

σ(s,ξ̄ n
s )
)−h

(
s, ξ̄

σ(s,ξ̄s)

))
ds
∥∥∥∥
K

+

∥∥∥∥ m

∑
i=1

R(b− τi)
(
Ii(ξ̄

n(τi))− Ii(ξ̄ (τi))
)∥∥∥∥

K

≤ N
∫ b

0

∥∥h(s, ξ̄ n
σ(s,ξ̄ n

s )
)−h(s, ξ̄

σ(s,ξ̄s)
)
∥∥
K

+N
m

∑
i=1

∥∥Ii(ξ̄
n(τi))− Ii(ξ̄ (τi))

∥∥
K.

According to the convergence (18) together with Lebesgue’s dominated conver-
gence Theorem and assumption (A4), we derive that

∥ϑ(ξ n(·))−ϑ(ξ (·))∥K → 0 as n → ∞. (19)

Using (19), we obtain that

∥G(α,Cb
0)ϑ(ξ n(·))−G(α,Cb

0)ϑ(ξ (·))∥K

=
1
α
∥αG(α,Cb

0)(ϑ(ξ n(·))−ϑ(ξ (·)))∥K

≤ 1
α
∥ϑ(ξ n(·))−ϑ(ξ (·))∥K

→ 0 as n → ∞.

(20)

Hence, G(α,Cb
0)ϑ(ξ n(·))→ G(α,Cb

0)ϑ(ξ (·)) in K as n → ∞. Remember that
operator B is compact if and only if its adjoint B∗ is compact. Since the operator
R(t) is compact for all t ∈ J, then the operator R∗(t) is compact for all t ∈ J.
Therefore, by using (20) and compactness of the operator R∗(·), we have

∥ν
n
α(t)−να(t)∥U

= ∥Γ
∗R∗(b− t)

(
G(α,Cb

0)ϑ(ξ n(·))−G(α,Cb
0)ϑ(ξ (·))

)
∥U

≤ ∥Γ
∗∥L(K∗,U)∥R∗(b− t)∥∥

(
G(α,Cb

0)ϑ(ξ n(·))−G(α,Cb
0)ϑ(ξ (·))

)
∥K∗

→ 0 as n → ∞.

(21)
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Consequently, by (18),(21) and assumption (A4), we obtain

∥(Wαξ n)(t)− (Wαξ )(t)∥K
≤
∥∥∥∥∫ t

0 R(t − s)
(
h(s, ξ̄ n

σ(s,ξ̄ n
s )
)−h

(
s, ξ̄

σ(s,ξ̄s)

))
ds
∥∥∥∥
K

+

∥∥∥∥∫ t
0 R(t − s)Γ

(
νn

α(s)−να(s))ds
∥∥∥∥
K

+
∥∥∑0<τi<t R(t − τi)

(
Ii(ξ̄

n(τi))− Ii(ξ̄ (τi))
)∥∥

K

≤
∫ t

0

∥∥∥∥R(t − s)
(
h(s, ξ̄ n

σ(s,ξ̄ n
s )
)−h

(
s, ξ̄

σ(s,ξ̄s)

))
ds
∥∥∥∥
K
+NNΓb∥νn

α −να∥∞

+N ∑
m
i=1

∥∥Ii(ξ̄
n(τi))− Ii(ξ̄ (τi))

∥∥
K → 0 as n → ∞ uniformly for t ∈ J,

(22)
which implies that Wα is continuous.
Step 3: Wα is a compact operator. To prove this, first we show that Wα(Hq) is
equicontinuous. For 0 ≤ t1 ≤ t2 ≤ b and ξ ∈Hq, we evaluate

∥(Wαξ )(t2)− (Wαξ )(t1)∥K

≤ ∥R(t2)ψ(0)−R(t1)ψ(0)∥K+

∥∥∥∥∫ t1

0

(
R(t2 − s)−R(t1 − s)

)
h
(
s, ξ̄

σ(s,ξ̄s)

)
ds
∥∥∥∥
K

+

∥∥∥∥∫ t1

0

(
R(t2 − s)−R(t1 − s)

)
Γνα(s)ds

∥∥∥∥
K
+

∥∥∥∥∫ t2

t1
R(t2 − s)h

(
s, ξ̄

σ(s,ξ̄s)

)∥∥∥∥
K

+

∥∥∥∥∫ t2

t1
R(t2 − s)Γνα(s)

∥∥∥∥
K
+

∥∥∥∥ ∑
0<τi<t1

(
R(t2 − τi)−R(t1 − τi)

)
Ii(ξ̄ (τi))

∥∥∥∥
K

+

∥∥∥∥ ∑
t1≤τi<t2

R(t2 − τi)Ii(ξ̄ (τi))

∥∥∥∥
K

≤ ∥R(t2)ψ(0)−R(t1)ψ(0)∥K+
∫ t1

0
∥R(t2 − s)−R(t1 − s)∥∥h

(
s, ξ̄

σ(s,ξ̄s)

)
∥Kds

+
∫ t1

0
∥R(t2 − s)−R(t1 − s)∥∥Γνα(s)∥Kds

++N
∫ t2

t1
∥h
(
s, ξ̄

σ(s,ξ̄s)

)
∥Kds+N

∫ t2

t1
∥Γνα(s)∥Kds

+ ∑
0<τi<t1

∥R(t2 − τi)−R(t1 − τi)∥K∥Ii(ξ̄ (τi))∥K+N ∑
t1≤τi<t2

∥Ii(ξ̄ (τi))∥K

≤ ∥R(t2)ψ(0)−R(t1)ψ(0)∥K+NNΓ∥να∥∞(t2 − t1)+N
∫ t2

t1
mq̄(s)ds

+
∫ t1

0
∥R(t2 − s)−R(t1 − s)∥mq̄(s)ds+NΓ∥να∥∞

∫ t1

0
∥R(t2 − s)−R(t1 − s)∥ds

+ ∑
0<τi<t1

∥R(t2 − τi)−R(t1 − τi)∥Kωi +N ∑
t1≤τi<t2

ωi. (23)

By the continuity of (R(t))t≥0 in the operator-norm topology and the domi-
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nated convergence Theorem, we conclude that the right-hand side of (23) tends
to zero uniformly for ξ ∈Hq, as t1 → t2. As a consequence, Wα(Hq) is equicon-
tinuous.

Next, we show that for each α > 0, the operator Wα maps Hq into a rela-
tively compact subset of Hq. For this purpose, we prove that for every t ∈ J, the
set F(t) = {(Wαξ )(t) :∈Hq} is precompact in K. By (A1) and (A5), we know
that the operators R(t) and Ii, i = 1, . . . ,m are compact. Therefore, in order to
prove the compactness of F(t), for each t ∈ J, we have to prove that the oper-

ator (Φαξ )(t) :=
∫ t

0
R(t − s)h

(
s, ξ̄

σ(s,ξ̄s)

)
ds+

∫ t

0
R(t − s)Γνα(s)ds is compact.

To this end, we demonstrate that the following set
F1(t) =

{
(Φαξ )(t) :=

∫ t
0 h
(
s, ξ̄

σ(s,ξ̄s)

)
ds+

∫ t
0 R(t − s)Γνα(s)ds :∈Hq

}
is relatively compact in K. Let t ∈ J be fixed and ρ ∈ (0,1). For ξ ∈ Hq, we
define the following operators

(Φ
ρ

αξ )(t) = R(ρ)
∫ t−ρ

0 R(t − s−ρ)h
(
s, ξ̄

σ(s,ξ̄s)

)
ds

+R(ρ)
∫ t−ρ

0 R(t − s−ρ)Γνα(s)ds

(Φ̂
ρ

αξ )(t) =
∫ t−ρ

0 R(t − s)h
(
s, ξ̄

σ(s,ξ̄s)

)
ds+

∫ t−ρ

0 R(t − s)Γνα(s)ds.

The set {(Φρ

αξ )(t) : ξ ∈ Hq} is relatively compact thanks to the compactness
of the operator R(ρ) in K, for every ρ ∈ (0,1).
On the other hand, by Lemma 2.4 and Hölder’s inequality, for all ξ ∈ Hq, we
have

∥(Φρ

αξ )(t)− (Φ̂
ρ

αξ )(t)∥

=
∥∥∥R(ρ)

∫ t−ρ

0
R(t − s−ρ)h

(
s, ξ̄

σ(s,ξ̄s)

)
ds

+R(ρ)
∫ t−ρ

0
R(t − s−ρ)Γνα(s)ds

−
∫ t−ρ

0
R(t − s)h

(
s, ξ̄

σ(s,ξ̄s)

)
ds−

∫ t−ρ

0
R(t − s)Γνα(s)ds

∥∥∥
=
∥∥∥∫ t−ρ

0
[R(ρ)R(t − s−ρ)−R(t − s)]h

(
s, ξ̄

σ(s,ξ̄s)

)
ds

+
∫ t−ρ

0
[R(ρ)R(t − s−ρ)−R(t − s)]Γνα(s)ds

∥∥∥
≤
∫ t−ρ

0
∥R(ρ)R(t − s−ρ)−R(t − s)∥∥h

(
s, ξ̄

σ(s,ξ̄s)

)
∥

+
∫ t−ρ

0
∥R(ρ)R(t − s−ρ)−R(t − s)∥∥Γ∥∥να(s)∥ds

≤ Lρ

∫ t−ρ

0
∥h
(
s, ξ̄

σ(s,ξ̄s)

)
∥ds+LρNΓ

∫ t−ρ

0
∥να(s)∥→ 0 as ρ → 0+.
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By the total bounbedness principle, the set {(Φ̂ρ

αξ )(t) : ξ ∈ Hq} is relatively
compact. Using the same technique, we obtain

∥(Φαξ )(t)− (Φ̂
ρ

αξ )(t)∥

=
∥∥∥∫ t

0
R(t − s)h

(
s, ξ̄

σ(s,ξ̄s)

)
ds+

∫ t

0
R(t − s)Γνα(s)ds

−
∫ t−ρ

0
R(t − s)h

(
s, ξ̄

σ(s,ξ̄s)

)
ds−

∫ t−ρ

0
R(t − s)Γνα(s)ds

∥∥∥
=

∥∥∥∫ t

t−ρ

R(t − s)h
(
s, ξ̄

σ(s,ξ̄s)

)
ds+

∫ t

t−ρ

R(t − s)Γνα(s)ds
∥∥∥

≤ N
∫ t

t−ρ

∥h
(
s, ξ̄

σ(s,ξ̄s)

)
∥ds+N

∫ t

t−ρ

∥Γ∥∥να(s)∥ds

≤ N
∫ t

t−ρ

mq̄(s)ds+ρNNΓ∥ν∥∞ → 0 as ρ → 0+,

and there are precompact sets arbitrarily close to the set {(Φαξ )(t) : ξ ∈ Hq}.
Hence, the set {(Φαξ )(t) : ξ ∈Hq} is relatively compact in X. Finally, F(t) is
relatively compact in ∈ Hq. By Arzelá-Ascoli Theorem, we conclude that the
operator Wα is compact. Thus, by using Schauder’s fixed point theorem, we see
that Wα has a fixed point in Hq, which is a mild solution of system (1).

To establish the approximate controllability of system (1), we assume the
following assumption on h(·, ·).
(A5) h : J×B→K satisfies the assumption (A3)-(i) and uniformly bounded, that
is, there exists a constant M̄ > 0 such that

∥h(t,ψ)∥K ≤ M̄, for all (t,ψ) ∈ J×B.

Theorem 3.2. Let assumptions (P1)-(P2), (A0)-(A2) and (A4)-(A5) hold. Then
the system (1) is approximately controllable on J.

Proof. By Theorem 3.1, we know that for every α > 0 and ξb ∈K, there exists
a mild solution ξ α(·) such that

ξ
α(t) = R(t)ψ(0)+

∫ t

0
R(t − s)h

(
s, ¯ξ α

σ(s, ¯ξ α
s)

)
ds+

∫ t

0
R(t − s)Γν

α(s)ds

+ ∑
0<τi<t

R(t − τi)Ii( ¯ξ α(τi)) t ∈ J,

with the control

ν
α(t) = Γ

∗R∗(b− t)G(α,Cb
0)l(ξ

α(·)), (24)
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where

l(ξ α(·)) = ξb −R(b)ψ(0)−
∫ b

0
R(b− s)h

(
s, ξ̄ α

σ(s,ξ̄ α
s )

)
ds

−
m

∑
i=1

R(t − τi)Ii( ¯ξ α(τi)).

Using (24), one can see that

ξ
α(t) = ξb −αG(α,Cb

0)l(ξ
α(·)). (25)

Applying the assumption (A5), we get∫ b

0

∥∥∥h
(
·, ξ̄ α

σ(s,ξ̄ α
s )

)∥∥∥2

K
≤ M̄2b.

That is, the sequence
{

h
(
·, ξ̄ α

σ(s,ξ̄ α
s )

)
: α > 0

}
is bounded in L2(J;K).

Therefore, there exists a subsequence relabeled as, such that
{

h
(
·, ξ̄ α

σ(s,ξ̄ α
s )

)
:

α > 0
}

such that

h
(
·, ξ̄ α

σ(s,ξ̄ α
s )

)
⇀ h(·).

In addition, by (A4), we have ∥∥∥Ii( ¯ξ α(τi))
∥∥∥
K
≤ ωi,

for each i = 1, . . . ,m. Hence, the sequence
{

Ii( ¯ξ α(τi)) : α > 0
}

is bounded in
K. Once again using the same argument, we can find subsequences relabeled as{

Ii( ¯ξ α(τi)) : α > 0
}

, which are weakly convergent to the pointwise weak limit
δi ∈K, for each i = 1, . . . ,m. Let us now define

µ := ξb −R(b)ψ(0)−
∫ b

0
R(b− s)h(s)ds−

m

∑
i=1

R(t − τi)δi.

Then, we have

∥l(ξ α(·))−µ∥K ≤
∥∥∥∫ b

0
R(b− s)

[
h
(
·, ¯ξ α

σ(s, ¯ξ α
s)

)
−h(s)

]∥∥∥
K

+
m

∑
i=1

∥∥∥R(t − τi)
(

Ii( ¯ξ α(τi))−δi

)∥∥∥
K

→ 0 as α → 0+.

(26)
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In the right-hand side of (26), the first term tends to zero thanks to the com-
pactness of the operator (Sh)(·) =

∫ ·
0 R(·− s)h(s)ds : L2(J;K) → C(J;K) (see

[28, Lemma 3.2, Chapter 3]), and the second term converges to zero using the
compactness of the resolvent operator (R(t))t≥0.
Next, we compute ∥ξ α(b)−ξb∥K as

∥ξ
α(b)−ξb∥K = ∥αG(α,Cb

0)l(ξ
α(·))∥K

≤ ∥αG(α,Cb
0)ν∥K+∥αG(α,Cb

0)(l(ξ
α(·))−ν)∥K

(27)

According to (26) and assumption (A0), we get

∥ξ
α(b)−ξb∥K → 0 as α → 0+,

which gives the approximate controllability of system (1).

Remark 3.1. Theorem 3.2 assumes that the operator A generates a compact
semigroup and, consequently, the associated linear control system (1) is not
exactly controllable. As a result, Theorem 3.2 has no analogue for the concept
of exact controllability.

4. Example

In this section, we provide an example to illustrate the obtained results. Consider
the following equation:

∂

∂ t
x(t,y) =

∂ 2

∂ t2 x(t,y)+ζ (t,y)+
∫ t

0
ω(t − s)

∂ 2

∂y2 x(s,y)ds

+e−t
∫ t

−∞

e−2(s−t) x(s−σ1(t)σ2(∥x(t)∥),y)
50

ds

y ∈ [0,π], t ∈ J = [0,b], t ̸= τi, i = 1, . . . ,m,

∆x(t,y) =
∫

π

0
ρi(τ,y)

(x(ti,τ))2

1+(x(ti,τ))2 dτ, i = 1,2,3 y ∈ [0,π],

x(t,0) = x(t,π) = 0, t ∈ J,
x(ς ,y) = φ(ς ,y), y ∈ [0,π], ς ≤ 0,

(28)

where 0 < t1 < t2 < t3 < b are real constants, ρi ∈ C([0,π]× [0,π],R), i =
1,2,3, the function ω : R+ →R+ is a bounded and C1 function with a derivative
|ω ′(t)| ≤ ω(t) for all t ≥ 0, the functions σk : [0,∞)→ [0,∞), for k = 1,2, are
continuous. Also the function ζ : J × [0,π]→ [0,π] is continuous in t, and the
function φ belongs to the phase space which will specify later.
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Step 1: Resolvent operator.
Let K= L2([0,π];R), and U= L2([0,π];R). We define the operator A induced
on K as follows: 

D(A) = H2(0,π)∩H1
0 (0,π),

Aθ = θ
′′
.

(29)

It is well know that A generates C0-semigroup
(
T (t)

)
t≥0 in K, which is compact.

Moreover, the operator A can be expressed as

Aθ =
∞

∑
n=1

n2⟨θ ,λn⟩, θ ∈ D(A),

where λn(y) =

√
2
π

sin(ny), n = 1,2, . . . is a orthonormal set of eigenvectors in

A and

T (t)θ =
∞

∑
n=1

e−n2⟨θ ,λn⟩λn, θ ∈K.

Next, we define the bounded linear operator Γ : L2([0,π],R)→K by

Γ(ν(t))(y) := ν(t)(y) = ζ (t,y), t ∈ J, y ∈ [0,π].

Moreover since ω a bounded and C1 function such that ω
′

is a bounded and
uniformly continuous, (P2) is satisfied. Therefore, (P1) and (P2) hold and hence,
by Theorem 2.3, system (28) has a unique resolvent operator (R(t))t≥0. Addi-
tionaly, in virtue of Theorem 2.5, (R(t))t≥0 is also compact for t > 0, and then
(A1) is satisfied.
Step 2: Phase space.
For the phase space, we take B = PC0 ×L1

f (K) which is described in Section 2
with r = 0. Let f (τ) = e2τ , for τ < 0, then

p =
∫ 0

−∞

f (τ)dτ =
1
2
,

and define the norm

∥ϕ∥B =
∫ 0

−∞

f (τ) sup
ς∈[τ,0]

∥ϕ(ς)∥Kdτ.

Step 3: Abstract formulation and approximate controllability. Let us define

ξ (t)(y) := x(t,y), for t ∈ J and y ∈ [0,π],
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and the bounded linear operator Γ : L2([0,π],R)→K by

Γ(ν(t))(y) := ν(t)(y) = ζ (t,y), t ∈ J, y ∈ [0,π].

The function ψ : (−∞,0]→K, is defined as

ψ(t)(y)) = φ(t,y), y ∈ [0,π].

Next, we define the function h : J×B →K such that

h(t,φ)y := e−t
∫ 0

−∞

e2τ φ

25
dτfory ∈ [0,π].

Also, we define the state-dependent function σ : J×B →K as

σ(t,φ) := t −σ1(t)σ2(∥φ(0)∥K).

Now, we define the impulses Ii : K→K by

Ii(ξ (τi))y := Ii(x(τi,y)),

for i = 1,2,3 and y ∈ [0,π]. Take

Ii(x(τi,y)) =
∫

π

0
ηi(y,s)

ξ 2(τi,s)
1+ξ 2(τi,s)

ds,

where ηi ∈ C([0,π]× [0,π];R), y ∈ [0,π].
Now, according to the above definitions, the system (28) is written in the

abstract form
ξ

′
(t) = Aξ (t)+

∫ t

0
B(t − s)ξ (s)ds+h

(
t,ξσ(t,ξt)

)
+Γν(t),

t ∈ J = [0,b], t ̸= τi, i = 1,2, . . . ,n,
∆ξ |t=τi = Ii(ξ (τi)), i = 1, . . . ,m,

ξ0 = ψ ∈ B,

(30)

Step 4: Verification of hypotheses
It is obvious that h is a continuous and bounded function. In addition, we obtain,
for ∥ϕ∥ ≤ q, that

∥h(t,ϕ)y∥ ≤
(∫ π

0

(
e−t
∫ 0

−∞

e2s ϕ

25
ds
)2

dy
)1/2

≤
(∫ π

0

( 1
50

e−t
∫ 0

−∞

e2s sup∥ϕ∥ds
)2

dy
)1/2

≤
√

π

50
e−t∥ϕ∥B ≤

√
π

50
e−tq.
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We take mq(t) =
√

π

50
e−tq and in this case θ =

√
π

50
(1− e−1). Thus, (A2) is

satisfied.
Clearly, the impulses Ii, i = 1,2,3 are completely continuous and satisfy as-

sumption (A3). Moreover, an adequate choice of α > 0 allows us to verify (11).
Therefore, all assumptions of Theorem 3.1 are satisfied and then system (28) has
at least a mild solution.

Finally, it remains to check that the corresponding linear system of (28) is
approximately controllable. In order to do this, let Γ∗R∗(b− s)ξ ∗ = 0 for any
ξ ∗ ∈K∗. Since Γ = I in the system (28), then we have

Γ
∗R∗(b− s)ξ ∗ = 0 ⇒ R∗(b− s)ξ ∗ = 0 ⇒ ξ

∗ = 0.

Consequently, in accordance with Theorem 2.8, the linear system corresponding
linear system of (28) is approximately controllable and the condition (A0) is
satisfied. Thus, by Theorem 3.2, the semilinear system (28) is approximately
controllable.

5. Conclusion

In this paper, we have discussed the approximate controllability for a class of
impulsive integrodifferential equations with state-dependent delay in Hilbert
spaces. We fisrt proved the existence of mild solutions for the impulsive in-
tegrodifferential equations with state-dependent delay by applying Schauder’s
fixed point theorem and the resolvent operators theory in Grimmer’s sense.
Then, we established the approximate controllability of the considered system
under some conditions by assuming that the corresponding linear system is ap-
proximately controllable. Finally, an example has been provided to illustrate the
effectiveness of our findings.

However, there are many way to extend this work. Thus, for the future re-
search, we propose the analysis of approximate controllability for neutral impul-
sive integrodifferential stochastic equations with state-dependentdelay driven by
a Rosenblatt process which is an interesting topic.
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[37] J. E. Rivera et L. H. Fatori. Smoothing effect and propagations of singularities

for viscoelastic plates. Journal of Mathematical Analysis and Applications, 1997,
vol. 206, no 2, p. 397-427.

[38] R. Sakhtivel, E. R. Anandhi, and N. I. Mahmudov, Approximate controllability
of second-order systems with state-dependent delay, Numer. Funct. Anal. Optim.,
29(2008) 1347–1362.

[39] R. Sakhtivel, E. R. Anandhi, Approximate controllability of impulsive differen-
tial equations with state-dependent delay. International Journal of Control, 83
(2010)(2), 387–393.

[40] H. Smith, An Introduction to Delay Differential Equations with Applications to
the Life Sciences, Springer, 2011.

[41] V. Volterra. Sulle equazioni integro-differenziali della teoria della elasticità. Ren-
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UFR SAT Département de Mathématiques
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e-mail: fall.mbarack@ugb.edu.sn

B. DEHIGBE
Institut de Mathématiques et de Sciences Physiques

URMPM, Porto-Novo, Bénin
e-mail: bertindehigbe@gmail.com

K. EZZINBI
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