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ON A SYSTEM INVOLVING AN INTEGRO-DIFFERENTIAL
INCLUSION WITH SUBDIFFERENTIAL AND CAPUTO

FRACTIONAL DERIVATIVE

A. BOUABSA - S. SAÏDI

The current work is concerned with a new system involving an integro-
differential inclusion of subdifferential type and Caputo fractional deriva-
tive, in Hilbert spaces. We use a discretization approach to deal with the
integro-differential inclusion. Then, we proceed by a fixed point theorem
to handle the considered system.

1. Introduction

We are interested, in this paper, in a new system governed by an integro-differential
inclusion and Caputo fractional derivative as follows

−u̇(t) ∈ ∂ψ(t,u(t))+g1(t,x(t),u(t))+
∫ t

0 g2(t,s,x(s),u(s))ds
a.e. t ∈ I := [0,T ],

w-cDαx(t) = u(t) a.e. t ∈ I,
x(0)−w- dx

dt (0) = 0,
x(T )+w- dx

dt (T ) = 0,
u(0) = u0 ∈ domψ(0, ·),

(1)
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where α ∈]1,2], w-cDα denotes the weak Caputo fractional derivative, ∂ψ(t, ·)
stands for the subdifferential of a proper, lower semi-continuous, convex map
ψ(t, ·) from a real Hilbert space H to [0,+∞]. The real-valued map ψ(t, ·)
(whose effective domain is denoted domψ(t, ·)) satisfies an assumption ex-
pressed in term of its conjugate function (see (H2

ψ) below).
The maps g1 : I ×H ×H → H and g2 : I × I ×H ×H → H are single-valued
maps satisfying suitable assumptions.

For this purpose, we first study the existence and uniqueness of absolutely
continuous solution to a new class of integro-differential inclusions of the form −u̇(t) ∈ ∂ψ(t,u(t))+g1(t,u(t))+

∫ t

0
g2(t,s,u(s))ds a.e. t ∈ I,

u(0) = u0 ∈ domψ(0, ·),
(2)

The interest in (2) is motivated by the study of integro-differential sweeping
processes (see [10], [11]), that is the problem above with ∂ψ(t, ·)=NC(t)(·), i.e.,
the normal cone of a moving set C(t) which is r-prox regular. Let us mention
some related results in [9], [12], [24]. We also cite the recent papers [15], [18],
dealing with integro-differential inclusions involving m-accretive (or maximal
monotone) operators (instead of the subdifferentials).

The differential inclusion (2) involving only g1 (resp. g2) has been stud-
ied in [42] (resp. [8]). In the proof of the well-posedness theorem to (2), we
proceed by a discretization approach. However in [8], a fixed point method is
used there. In our development, we construct a sequence of solutions to per-
turbed differential inclusions with single-valued perturbations (depending only
on time) in each subinterval (using the existence result in [39] and the estimates
in [43]). Then, we prove its convergence to the solution of our problem (2).

Other variants of first-order differential inclusions of subdifferential type
(with their applications) can be found in the scientific literature, see for instance
[5], [6], [13], [14], [20], [21], [28], [29], [31], [39], [41], [43], [45], [47]. As
examples of this class of evolution problems are sweeping processes, we refer
the reader to some achievements on this topic (under different assumptions on
the sets C(t) or C(t,x)) in [1], [23], [26], [27], [32], [33], [34], [35], [36], [37],
[38], [46], among others.

In the proof of the existence result to (1), we adopt a fixed point theorem,
using the topological properties of the solution set to the Caputo fractional dif-
ferential equation. Some coupled systems driven by evolution problems of sub-
differential type and fractional differential equations have been considered in
[8], [22] and [41].
Contributions on fractional differential theory have been discussed by many au-
thors, see [2], [3], [4], [7], [16], [17], [19], [30], [40], [44], [48], and the refer-
ences therein.
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The paper consists of four sections. In Section 2, we introduce notation and
preliminaries. In Section 3, we prove the well-posedness result concerning (2).
Section 4 is devoted to study (1).

2. Notation and preliminaries

In all that comes, let I := [0,T ] denote an interval of R and let H be a real Hilbert
space whose inner product is denoted by ⟨·, ·⟩ and its associated norm by ∥ · ∥.
We denote by BH [u,r] the closed ball of center u and radius r on H, and by BH

the closed unit ball on H.
On the space CH(I) of continuous maps x : I → H, we consider the norm of uni-
form convergence on I, ∥x∥∞ = sup

t∈I
∥x(t)∥.

By Lp
H(I) for p ∈ [1,+∞[ (resp. p = +∞), we denote the space of measur-

able maps x : I → H such that
∫

I ∥x(t)∥pdt < +∞ (resp. which are essentially
bounded) endowed with the usual norm ∥x∥Lp

H(I)
= (

∫
I ∥x(t)∥pdt)

1
p , 1 ≤ p <+∞

(resp. endowed with the usual essential supremum norm ∥ · ∥L∞
H(I)). Denote by

W 1,2
H (I), the space of absolutely continuous functions from I to H with deriva-

tives in L2
H(I).

Let ψ be a lower semi-continuous convex function from H into R∪{+∞}
which is proper in the sense that its effective domain (domψ) defined by

domψ = {x ∈ H : ψ(x)<+∞}

is non-empty. As usual, its Fenchel conjugate is defined by

ψ
∗(v) = sup

x∈H
[⟨v,x⟩−ψ(x)].

The subdifferential ∂ψ(x) of ψ at x ∈ domψ is the set

∂ψ(x) = {v ∈ H : ψ(y)≥ ⟨v,y− x⟩+ψ(x) ∀y ∈ domψ},

and its effective domain is Dom∂ψ = {x ∈ H : ∂ψ(x) ̸= /0}. It is well known
(see, e.g., [13]) that if ψ is a proper lower semi-continuous convex function,
then its subdifferential operator ∂ψ is a maximal monotone operator.
Let S be a non-empty subset of H. Denote by 1S the indicator function of S, that
is, 1S(x) = 0 if x ∈ S and +∞ otherwise.

A Gronwall-like differential inequality is proved in [10] as follows:

Lemma 2.1. Let y : I → R be a non-negative absolutely continuous function
and let h1,h2,g : I → R+ be non-negative integrable functions. Suppose for
some ε > 0

ẏ(t)≤ g(t)+ ε +h1(t)y(t)+h2(t)(y(t))
1
2

∫ t

0
(y(s))

1
2 ds a.e. t ∈ I.
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Then, for all t ∈ I, one has

(y(t))
1
2 ≤ (y(0)+ ε)

1
2 exp

(∫ t

0
(h(s)+1)ds

)
+

ε
1
2

2

∫ t

0
exp

(∫ t

s
(h(r)+1)dr

)
ds

+2
[(∫ t

0
g(s)ds+ ε

) 1
2

− ε
1
2 exp

(∫ t

0
(h(r)+1)dr

)]
+2

∫ t

0

(
h(s)+1

)
exp

(∫ t

s
(h(r)+1)dr

)(∫ s

0
g(r)dr+ ε

) 1
2

ds,

where h(t) = max
(

h1(t)
2 , h2(t)

2

)
a.e. t ∈ I.

We recall Schauder’s fixed point theorem [25].

Theorem 2.2. Let C be a non-empty closed bounded convex subset of a Banach
space E. Let f : C →C be a continuous map. If f (C) is relatively compact, then
f has a fixed point.

Let us recall an existence and uniqueness result from [39].

Theorem 2.3. Let ψ : I ×H → [0,+∞] be a map such that

(H1
ψ) for each t ∈ I, the function u 7→ ψ(t,u) is proper, lower semi-continuous,

and convex;

(H2
ψ) there exist a ρ-Lipschitz function k : H −→ R+ and an absolutely con-

tinuous function a : I → R, with a derivative ȧ ∈ L2
R+

(I), such that

ψ
∗(t,u)≤ ψ

∗(s,u)+ k(u)|a(t)−a(s)| for every (t,s,u) ∈ I × I ×H.

Let u0 ∈ domψ(0, ·) be fixed. Then, the differential inclusion{
−u̇(t) ∈ ∂ψ(t,u(t)) a.e. t ∈ I,

u(0) = u0 ∈ domψ(0, ·),

admits a unique absolutely continuous solution u(·) on I such that u(t)∈ domψ(t, ·)
for all t ∈ I.

Now, denote by A(t) := ∂ψ(t, ·) the maximal monotone operator in H asso-
ciated with ∂ψ(t, ·), t ∈ I (ψ satisfies conditions (H1

ψ)-(H
2
ψ)). Let us consider

the operator A : L2
H(I)⇒ L2

H(I) defined by

Au = {v ∈ L2
H(I) : v(t) ∈ A(t)u(t) a.e.}.
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Then, A is well defined since by Theorem 2.3, the differential inclusion

−u̇(t) ∈ A(t)u(t) = ∂ψ(t,u(t)) a.e. t ∈ I, u(0) = u0 ∈ domψ(0, ·),

admits a unique absolutely continuous solution.

The operator A enjoys the following property, see [39] (see also [21] or
[41]).

Proposition 2.4. Assume that for any t ∈ I, A(t) = ∂ψ(t, ·) where ψ satisfies
conditions (H1

ψ)-(H
2
ψ). Then, one has

(J ) The operator A is maximal monotone.
(JJ ) If (un)n and (vn)n are two sequences in L2

H(I) satisfying
(i) for a.e. t ∈ I: vn(t) ∈ A(t)un(t), ∀n ∈ N;
(ii) the sequence (un)n strongly converges to u in L2

H(I);
(iii) the sequence (vn)n weakly converges to v in L2

H(I).
Then, one has v(t) ∈ A(t)u(t) a.e. t ∈ I.

We will need the following useful application of Theorem 2.3, regarding an
evolution problem with single-valued perturbation depending only on time, see
[41], [43].

Proposition 2.5. Under the assumptions of Theorem 2.3, if h ∈ L2
H([T0,T ]) and

u0 ∈ domψ(T0, ·), then, the evolution problem{
−u̇(t) ∈ ∂ψ(t,u(t))+h(t) a.e. t ∈ [T0,T ],
u(T0) = u0 ∈ domψ(T0, ·),

admits a unique absolutely continuous solution u(·) satisfying

∥u̇∥2
L2

H([T0,T ])
≤ σ∥h∥2

L2
H([T0,T ])

+ γ∗, (3)

where γ∗ and σ are the non-negative real constants defined by

γ∗ = (k2(0)+3(ρ +1)2)
∫ T

0
ȧ2(t)dt +2[T −T0 +ψ(T0,u0)−ψ(T,u(T ))],

(4)

σ = k2(0)+3(ρ +1)2 +4. (5)

3. Well-posedness result to the integro-differential inclusion (2)

Our main result will be established under the following assumptions:
Let g1 : I ×H → H be a map such that
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(H1
g1
) g1(·,u) is measurable on I, for any u ∈ H;

(H2
g1
) there exists a non-negative real constant Mg1 such that

∥g1(t,u)∥ ≤ Mg1(1+∥u∥) for all (t,u) ∈ I ×H;

(H3
g1
) there exists a non-negative real constant Kg1 such that

||g1(t,u)−g1(t,v)|| ≤ Kg1 ||u− v|| for all (t,u,v) ∈ I ×H ×H.

Let g2 : I × I ×H → H be a map such that

(H1
g2
) g2(·, ·,u) is measurable on I × I, for any u ∈ H;

(H2
g2
) there exists a non-negative real constant Mg2 satisfying
M2

g1
+4T 2M2

g2
< 1

8σT 2 such that

∥g2(t,s,u)∥ ≤ Mg2(1+∥u∥) for all (t,s,u) ∈ I × I ×H;

(H3
g2
) there exists a non-negative real constant Kg2 such that

||g2(t,s,u)−g2(t,s,v)|| ≤ Kg2 ||u− v|| for all (t,s) ∈ I × I and u,v ∈ H.

Now, we are able to establish our new theorem regarding the integro-differential
inclusion (2).

Theorem 3.1. Let ψ : I ×H → [0,+∞] be a map satisfying (H1
ψ)-(H

2
ψ) of The-

orem 2.3. Let g1 : I × H → H be a map satisfying (H1
g1
)-(H2

g1
)-(H3

g1
). Let

g2 : I × I ×H → H be a map satisfying (H1
g2
)-(H2

g2
)-(H3

g2
). Then, for any u0 ∈

domψ(0, ·), there is a unique absolutely continuous solution u(·) to (2). More-
over, the following inequalities

∥g1(t,u(t))∥≤Mg1(1+L), ∥g2(t,s,u(t))∥≤Mg2(1+L) for all (t,s)∈ I× I,

and ∫ T

0
||u̇(t)||2dt ≤ γ +σ

∫ T

0
||g1(t,u(t))+

∫ t

0
g2(t,s,u(s))ds||2dt, (6)

hold true, with the same non-negative real constants σ , γ , L defined by (5), (14),
(17), respectively.
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Proof. Part 1: Existence. We proceed by a discretization method.
(A) Construction of the sequence (un(·)).
For any n ∈ N∗, consider a partition of I such that

tn
0 = 0 < tn

1 < · · ·< tn
i = i

T
n
< · · ·< tn

n = T.

Put un
0 = u0. Then, consider the following problem on In

0 = [tn
0 , t

n
1 ] −u̇(t) ∈ ∂ψ(t,u(t))+g1(t,un

0)+
∫ t

0
g2(t,s,un

0)ds a.e. t ∈ In
0 ,

u(tn
0) = un

0 ∈ domψ(tn
0 , ·).

Define the map hn,0 for any t ∈ In
0 by

hn,0(t) = g1(t,un
0)+

∫ t

0
g2(t,s,un

0)ds.

Thanks to Proposition 2.5, there exists a unique absolutely continuous solution
un,0(·) : In

0 → H to the latter problem since hn,0(·) ∈ L2
H(I

n
0 ). In fact, noting that

(a+b)2 ≤ 2a2 +2b2 for a,b ∈ R, by (H2
g1
) and (H2

g2
), one has for any t ∈ In

0∫ tn
1

0
∥hn,0(t)∥2dt =

∫ tn
1

0
∥g1(t,un

0)+
∫ t

0
g2(t,s,un

0)ds∥2dt

≤
∫ tn

1

0

(
∥g1(t,un

0)∥+
∫ t

0
∥g2(t,s,un

0)∥ds
)2

dt

≤ 2
∫ tn

1

0

(
∥g1(t,un

0)∥2 +
(∫ t

0
∥g2(t,s,un

0)∥ds
)2
)

dt

≤ 2
∫ tn

1

0

(
∥g1(t,un

0)∥2 +
(∫ t

0
Mg2(1+∥un

0∥)ds
)2
)

dt

≤ 2
∫ tn

1

0

(
M2

g1
(1+∥un

0∥)2 +M2
g2
(1+∥un

0∥)2t2
)

dt

≤ 2
∫ tn

1

0

(
M2

g1
(1+∥un

0∥)2 +M2
g2
(1+∥un

0∥)2T 2
)

dt

= 2
∫ tn

1

0
(M2

g1
+T 2M2

g2
)(1+∥un

0∥)2dt

≤ 2T (M2
g1
+T 2M2

g2
)(1+∥un

0∥)2 <+∞.

Furthermore, un,0(t) ∈ domψ(t, ·) for any t ∈ In
0 , and by (3)-(4), setting un

1 =
un,0(tn

1), this solution satisfies∫ tn
1

tn
0

∥u̇n,0(t)∥2dt ≤ σ

∫ tn
1

tn
0

∥hn,0(t)∥2dt + γ
n
0 ,
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where

γ
n
0 = [k2(0)+3(ρ +1)2]

∫ tn
1

tn
0

ȧ2(t)dt +2[(tn
1 − tn

0)+ψ(tn
0 ,u

n
0)−ψ(tn

1 ,u
n
1)].

Then, consider the integro-differential inclusion on In
1 = [tn

1 , t
n
2 ]

−u̇(t) ∈ ∂ψ(t,u(t))+g1(t,un
1)+

∫ tn
1

0
g2(t,s,un

0)ds+
∫ t

tn
1

g2(t,s,un
1)ds

a.e. t ∈ In
1 ,

u(tn
1) = un

1 ∈ domψ(tn
1 , ·).

Define the map hn,1 for any t ∈ In
1 by

hn,1(t) = g1(t,un
1)+

∫ tn
1

0
g2(t,s,un

0)ds+
∫ t

tn
1

g2(t,s,un
1)ds.

Thanks to Proposition 2.5, there exists a unique absolutely continuous solution
un,1(·) : In

1 → H to the latter problem with un,1(tn
1) = un,0(tn

1), since hn,1(·) ∈
L2

H(I
n
1 ). Indeed, noting that (a+ b)2 ≤ 2a2 + 2b2 for a,b ∈ R, by (H2

g1
) and

(H2
g2
), one has for any t ∈ In

1

∫ tn
2

tn
1

∥hn,1(t)∥2dt =
∫ tn

2

tn
1

∥g1(t,un
1)+

∫ tn
1

0
g2(t,s,un

0)ds+
∫ t

tn
1

g2(t,s,un
1)ds∥2dt

≤
∫ tn

2

tn
1

(
∥g1(t,un

1)∥+∥
∫ tn

1

0
g2(t,s,un

0)ds+
∫ t

tn
1

g2(t,s,un
1)ds∥

)2

dt

≤
∫ tn

2

tn
1

(
2∥g1(t,un

1)∥2 +2∥
∫ tn

1

0
g2(t,s,un

0)ds+
∫ t

tn
1

g2(t,s,un
1)ds∥2

)
dt

= 2
∫ tn

2

tn
1

∥g1(t,un
1)∥2dt +2

∫ tn
2

tn
1

∥
∫ tn

1

0
g2(t,s,un

0)ds+
∫ t

tn
1

g2(t,s,un
1)ds∥2dt

≤ 2
∫ tn

2

tn
1

∥g1(t,un
1)∥2dt +4

∫ tn
2

tn
1

∥
∫ tn

1

0
g2(t,s,un

0)ds∥2dt

+4
∫ tn

2

tn
1

∥
∫ t

tn
1

g2(t,s,un
1)ds∥2dt

≤ 2
∫ tn

2

tn
1

∥g1(t,un
1)∥2dt +4

∫ tn
2

tn
1

(∫ tn
1

0
∥g2(t,s,un

0)∥ds
)2

dt

+4
∫ tn

2

tn
1

(∫ t

tn
1

∥g2(t,s,un
1)∥ds

)2

dt
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≤ 2M2
g1
(1+∥un

1∥)2(tn
2 − tn

1)+4
∫ tn

2

tn
1

M2
g2
(1+∥un

0∥)2(tn
1)

2dt

+4
∫ tn

2

tn
1

M2
g2
(1+∥un

1∥)2(t − tn
1)

2dt

≤ 2T M2
g1
(1+∥un

1∥)2 +4T 2M2
g2
(1+∥un

0∥)2(tn
2 − tn

1)+4T 2M2
g2
(1+∥un

1∥)2(tn
2 − tn

1)

≤ 2T M2
g1
(1+∥un

1∥)2 +4T 3M2
g2
(1+∥un

0∥)2 +4T 3M2
g2
(1+∥un

1∥)2

≤ 2T (M2
g1
+4T 2M2

g2
)(1+max(∥un

0∥,∥un
1∥))2 <+∞.

Furthermore, un,1(t) ∈ domψ(t, ·) for any t ∈ In
1 , and by (3)-(4), setting un

2 =
un,1(tn

2), one gets

∫ tn
2

tn
1

∥u̇n,1(t)∥2dt ≤ σ

∫ tn
2

tn
1

∥hn,1(t)∥2dt + γ
n
1 ,

where

γ
n
1 = [k2(0)+3(ρ +1)2]

∫ tn
2

tn
1

ȧ2(t)dt +2[(tn
2 − tn

1)+ψ(tn
1 ,u

n
1)−ψ(tn

2 ,u
n
2)].

In a similar way, for each i ∈ {2, · · · ,n− 1}, putting un
i = un,i−1(tn

i ), consider
the integro-differential inclusion on In

i = [tn
i , t

n
i+1]


−u̇(t) ∈ ∂ψ(t,u(t))+g1(t,un

i )+
i−1

∑
j=0

∫ tn
j+1

tn
j

g2(t,s,un
j)ds+

∫ t

tn
i

g2(t,s,un
i )ds

a.e. t ∈ In
i ,

u(tn
i ) = un

i ∈ domψ(tn
i , ·).

Define the map hn,i for any t ∈ In
i by

hn,i(t) = g1(t,un
i )+

i−1

∑
j=0

∫ tn
j+1

tn
j

g2(t,s,un
j)ds+

∫ t

tn
i

g2(t,s,un
i )ds.

Thanks to Proposition 2.5, there exists a unique absolutely continuous solution
un,i(·) : In

i → H to the latter problem with un,i(tn
i ) = un,i−1(tn

i ), since hn,i(·) ∈
L2

H(I
n
i ). Indeed, noting that (a+ b)2 ≤ 2a2 + 2b2 for a,b ∈ R, by (H2

g1
) and
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(H2
g2
), one has for any t ∈ In

i∫ tn
i+1

tn
i

∥hn,i(t)∥2dt =
∫ tn

i+1

tn
i

∥g1(t,un
i )+

i−1

∑
j=0

∫ tn
j+1

tn
j

g2(t,s,un
j)ds+

∫ t

tn
i

g2(t,s,un
i )ds∥2dt

≤
∫ tn

i+1

tn
i

(
∥g1(t,un

i )∥+

∥∥∥∥∥ i−1

∑
j=0

∫ tn
j+1

tn
j

g2(t,s,un
j)ds+

∫ t

tn
i

g2(t,s,un
i )ds

∥∥∥∥∥
)2

dt

≤ 2
∫ tn

i+1

tn
i

∥g1(t,un
i )∥2dt +2

∫ tn
i+1

tn
i

∥∥∥∥∥ i−1

∑
j=0

∫ tn
j+1

tn
j

g2(t,s,un
j)ds+

∫ t

tn
i

g2(t,s,un
i )ds

∥∥∥∥∥
2

dt

≤ 2
∫ tn

i+1

tn
i

∥g1(t,un
i )∥2dt +4

∫ tn
i+1

tn
i

∥∥∥∥∥ i−1

∑
j=0

∫ tn
j+1

tn
j

g2(t,s,un
j)ds

∥∥∥∥∥
2

dt

+4
∫ tn

i+1

tn
i

∥
∫ t

tn
i

g2(t,s,un
i )ds∥2dt

≤ 2
∫ tn

i+1

tn
i

∥g1(t,un
i )∥2dt +4

∫ tn
i+1

tn
i

( i−1

∑
j=0

∥
∫ tn

j+1

tn
j

g2(t,s,un
j)ds∥

)2

dt

+4
∫ tn

i+1

tn
i

∥
∫ t

tn
i

g2(t,s,un
i )ds∥2dt

≤ 2
∫ tn

i+1

tn
i

∥g1(t,un
i )∥2dt +4

∫ tn
i+1

tn
i

( i−1

∑
j=0

∫ tn
j+1

tn
j

∥g2(t,s,un
j)∥ds

)2

dt

+4
∫ tn

i+1

tn
i

(∫ t

tn
i

∥g2(t,s,un
i )∥ds

)2

dt

≤ 2
∫ tn

i+1

tn
i

∥g1(t,un
i )∥2dt +4

∫ tn
i+1

tn
i

(
Mg2

i−1

∑
j=0

(1+∥un
j∥)(tn

j+1 − tn
j )

)2

dt

+4
∫ tn

i+1

tn
i

(
Mg2(1+∥un

i ∥)(t − tn
i )

)2

dt

≤ 2M2
g1
(1+∥un

i ∥)2(tn
i+1 − tn

i )+4
∫ tn

i+1

tn
i

M2
g2
(1+ max

0≤ j≤i−1
∥un

j∥)2(tn
i )

2dt

+4
∫ tn

i+1

tn
i

M2
g2
(1+ max

0≤ j≤i
∥un

j∥)2T 2dt

≤ 2M2
g1
(1+∥un

i ∥)2(tn
i+1 − tn

i )+4
∫ tn

i+1

tn
i

M2
g2
(1+ max

0≤ j≤i−1
∥un

j∥)2T 2dt

+4
∫ tn

i+1

tn
i

M2
g2
(1+ max

0≤ j≤i
∥un

j∥)2T 2dt

≤ 2(M2
g1
+4T 2M2

g2
)(1+ max

0≤ j≤i
∥un

j∥)2(tn
i+1 − tn

i ) (7)

≤ 2T (M2
g1
+4T 2M2

g2
)(1+ max

0≤ j≤i
∥un

j∥)2 <+∞.
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Furthermore, un,i(t) ∈ domψ(t, ·) for any t ∈ In
i , and by (3)-(4), setting un

i+1 =
un,i(tn

i+1), one gets∫ tn
i+1

tn
i

∥u̇n,i(t)∥2dt ≤ σ

∫ tn
i+1

tn
i

∥hn,i(t)∥2dt + γ
n
i , (8)

where

γ
n
i = [k2(0)+3(ρ +1)2]

∫ tn
i+1

tn
i

ȧ2(t)dt+2[(tn
i+1− tn

i )+ψ(tn
i ,u

n
i )−ψ(tn

i+1,u
n
i+1)].

Now, define the maps un,hn : I → H, for each n by

hn(t) = hn,i(t), un(t) = un,i(t) ∀t ∈ In
i , i ∈ {0, · · · ,n−1}.

It is clear that un(·) is absolutely continuous on I, and putting{
θn(0) = 0
θn(t) = tn

i if t ∈]tn
i , t

n
i+1], i ∈ {0, · · · ,n−1},

one has
−u̇n(t) ∈ ∂ψ(t,un(t))+g1(t,un(θn(t)))+

∫ t

0
g2(t,s,un(θn(s)))ds

a.e. t ∈ I,
un(0) = u0.

(9)

From (8), one gets ∫ T

0
∥u̇n(t)∥2dt ≤ σ

∫ T

0
∥hn(t)∥2dt + γ

n
n , (10)

where
hn(t) = g1(t,un(θn(t)))+

∫ t

0
g2(t,s,un(θn(s)))ds,∀t ∈ I, (11)

and

γ
n
n = [k2(0)+3(ρ +1)2]

∫ T

0
ȧ2(t)dt +2[T +ψ(0,u0)−ψ(T,un(T ))],

noting that
∫ T

0
∥hn(t)∥2dt =

n−1

∑
i=0

∫ tn
i+1

tn
i

∥hn,i(t)∥2dt.

From (7), one writes∫ T

0
∥hn(t)∥2dt ≤

n−1

∑
i=0

2(M2
g1
+4T 2M2

g2
)(1+ max

0≤ j≤i
∥un

j∥)2(tn
i+1 − tn

i )

≤ 2T (M2
g1
+4T 2M2

g2
)(1+ max

0≤i≤n
∥un

i ∥)2. (12)
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As the function ψ takes non-negative real values, one has −ψ(T,un(T )) ≤ 0,
then, coming back to (10), it follows∫ T

0
∥u̇n(t)∥2dt ≤ σ

∫ T

0
∥hn(t)∥2dt + γ, (13)

where

γ = [k2(0)+3(ρ +1)2]
∫ T

0
ȧ2(t)dt +2[T +ψ(0,u0)]. (14)

Combining (12) and (13), it results∫ T

0
∥u̇n(t)∥2dt ≤ 4T σ(M2

g1
+4T 2M2

g2
)(1+∥un(·)∥2

∞)+ γ.

Simplifying yields ∫ T

0
∥u̇n(t)∥2dt ≤ κ +η∥un(·)∥2

∞, (15)

where the real non-negative constants η and κ are given by

η = 4T σ(M2
g1
+4T 2M2

g2
) and κ = η + γ.

Since (un(·)) is absolutely continuous, then, using the Cauchy-Schwarz inequal-
ity and (15), one has for all τ ∈ I

∥un(τ)−u0∥2 ≤ τ

(∫
τ

0
∥u̇n(t)∥2dt

)
≤ T (κ +η∥un(·)∥2

∞),

which gives

∥un(τ)∥2 ≤ 2∥u0∥2 +2∥un(τ)−u0∥2

≤ 2∥u0∥2 +2T (κ +η∥un(·)∥2
∞).

As a result for each n, one gets

(1−2T η)∥un(·)∥2
∞ ≤ 2∥u0∥2 +2T κ.

By the choice of the constants Mg1 and Mg2 in (H2
g2
), one has 1−2T η > 0, then

for any n
∥un(·)∥∞ ≤ L, (16)

where

L :=
(

2(∥u0∥2 +T κ)

1−2T η

) 1
2

. (17)
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This along with (11), (16) and (H2
g1
)-(H2

g2
), one obtains

∥hn(t)∥= ∥g1(t,un(θn(t)))+
∫ t

0
g2(t,s,un(θn(s)))ds∥

≤ ∥g1(t,un(θn(t)))∥+
∫ t

0
∥g2(t,s,un(θn(s)))∥ds

≤ (Mg1 +T Mg2)(1+L). (18)

Combining (15) and (16), it results

sup
n∈N

∫ T

0
∥u̇n(t)∥2dt ≤ κ +ηL2 := L1. (19)

(B) Convergence of the sequence (un(·)).
Let us prove that (un(·))n is a Cauchy sequence on I.
From (9), one writes for p,q arbitrary integers and a.e. t ∈ I

−u̇p(t)−g1(t,up(θp(t)))−
∫ t

0
g2(t,s,up(θp(s)))ds ∈ ∂ψ(t,up(t)),

−u̇q(t)−g1(t,uq(θq(t)))−
∫ t

0
g2(t,s,uq(θq(s)))ds ∈ ∂ψ(t,uq(t)).

Since ∂ψ(t, ·) is monotone, then, one obtains

⟨u̇p(t)− u̇q(t),up(t)−uq(t)⟩
≤ ⟨g1(t,uq(θq(t)))−g1(t,up(θp(t))),up(t)−uq(t)⟩

+

〈∫ t

0
g2(t,s,uq(θq(s)))ds−

∫ t

0
g2(t,s,up(θp(s)))ds,up(t)−uq(t)

〉
. (20)

According to (H3
g1
) and (H3

g2
), one has for a.e. t ∈ I,

⟨g1(t,uq(θq(t)))−g1(t,up(θp(t))),up(t)−uq(t)⟩

+

〈∫ t

0
g2(t,s,uq(θq(s)))ds−

∫ t

0
g2(t,s,up(θp(s)))ds,up(t)−uq(t)

〉
≤ ∥up(t)−uq(t)∥×∥g1(t,uq(θq(t)))−g1(t,up(θp(t)))∥

+∥up(t)−uq(t)∥×
∫ t

0
∥g2(t,s,uq(θq(s)))−g2(t,s,up(θp(s)))∥ds

≤ ∥up(t)−uq(t)∥×(
Kg1∥uq(θq(t))−up(θp(t))∥+Kg2

∫ t

0
∥uq(θq(s))−up(θp(s))∥ds

)
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≤ Kg1∥up(t)−uq(t)∥×(
∥uq(θq(t))−uq(t)∥+∥uq(t)−up(t)∥+∥up(t)−up(θp(t))∥

)
+Kg2∥up(t)−uq(t)∥×∫ t

0

(
∥uq(θq(s))−uq(s)∥+∥uq(s)−up(s)∥+∥up(s)−up(θp(s))∥

)
ds. (21)

By the absolute continuity of up for each p, one gets any t ∈ I

∥up(t)−up(θp(t))∥= ∥
∫ t

θp(t)
u̇p(s)ds∥ ≤

∫ t

θp(t)
∥u̇p(s)∥ds.

By construction, for any t ∈ I and any p ∈ N, one has 0 ≤ t −θp(t)≤ T/p. By
Cauchy-Schwarz inequality, then using (19), one gets for any 0 ≤ t ≤ T

∥up(t)−up(θp(t))∥ ≤ (t −θp(t))
1
2

(∫ T

0
∥u̇p(s)∥2ds

) 1
2

≤
(

T
p

) 1
2

L
1
2
1 . (22)

We return to (21) with the help of (16) and (22), it results

⟨g1(t,uq(θq(t)))−g1(t,up(θp(t))),up(t)−uq(t)⟩

+

〈∫ t

0
g2(t,s,uq(θq(s)))ds−

∫ t

0
g2(t,s,up(θp(s)))ds,up(t)−uq(t)

〉
≤ Kg1∥up(t)−uq(t)∥2 +Kg2∥up(t)−uq(t)∥

∫ t

0
∥up(s)−uq(s)∥ds+Gp,q(t),

where Gp,q is defined on I by

Gp,q(t) = 2LL
1
2
1 (Kg1 +T Kg2)

[(
T
p

) 1
2

+

(
T
q

) 1
2
]
, t ∈ I.

This along with (20), it follows

1
2

d
dt
∥up(t)−uq(t)∥2 = ⟨u̇p(t)− u̇q(t),up(t)−uq(t)⟩

≤ Kg1∥up(t)−uq(t)∥2 +Kg2∥up(t)−uq(t)∥
∫ t

0
∥up(s)−uq(s)∥ds+Gp,q(t).

(23)

Remark that
lim

p,q→∞
Gp,q(t) = 0 a.e. t ∈ I.

Moreover, since |Gp,q(t)| ≤ 4LL
1
2
1 T

1
2 (Kg1 +T Kg2) for all t ∈ I, it follows from

the Lebesgue dominated convergence theorem that

lim
p,q→∞

∫ T

0
Gp,q(t)dt = 0. (24)
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By (23), recall that

d
dt
∥up(t)−uq(t)∥2 ≤ 2Kg1∥up(t)−uq(t)∥2 +2Gp,q(t)

+2Kg2∥up(t)−uq(t)∥
∫ t

0
∥up(s)−uq(s)∥ds.

Let us apply Lemma 2.1. Take ε > 0 and set

y(t) = ∥up(t)−uq(t)∥2, h1(t) = 2Kg1 , h2(t) = 2Kg2 ,

g(t) = 2Gp,q(t), h(t) = max
{

h1(t)
2

,
h2(t)

2

}
a.e. t ∈ I,

then, one gets for all t ∈ I

∥up(t)−uq(t)∥ ≤ (∥up(0)−uq(0)∥2 + ε)
1
2 exp

(∫ t

0
(h(s)+1)ds

)
+

ε
1
2

2

∫ t

0
exp

(∫ t

s
(h(r)+1)dr

)
ds

+2
[(

2
∫ t

0
Gp,q(s)ds+ ε

) 1
2

− ε
1
2 exp

(∫ t

0
(h(r)+1)dr

)]
+2

∫ t

0

(
h(s)+1

)
exp

(∫ t

s
(h(r)+1)dr

)(
2
∫ s

0
Gp,q(r)dr+ ε

) 1
2

ds.

This along with (24) and the fact that ∥up(0)−uq(0)∥= 0, letting p,q → ∞ and
ε → 0, it results that ∥up(t)−uq(t)∥→ 0 for all t ∈ I. Hence

lim
p,q→∞

∥up(·)−uq(·)∥∞ = 0.

The uniform Cauchy’s criterion therefore ensures the existence of some map
u(·) ∈ CH(I) such that

(un(·)) uniformly converges to u(·). (25)

Observe that

∥un(θn(t))−u(t)∥ ≤ ∥un(θn(t))−un(t)∥+∥un(t)−u(t)∥.

Then, from (22) and (25), we infer that for any t ∈ I

∥un(θn(t))−u(t)∥→ 0 as n → ∞. (26)

From (H2
g2
) and (16), one gets for any (t,s) ∈ I × I

∥g2(t,s,un(θn(s)))∥ ≤ Mg2(1+L).
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Moreover, by (H3
g2
) one has for any (t,s) ∈ I × I∥∥∥∥∫ t

0
g2(t,s,un(θn(s)))ds−

∫ t

0
g2(t,s,u(s))ds

∥∥∥∥
=

∥∥∥∥∫ t

0

(
g2(t,s,un(θn(s)))−g2(t,s,u(s))

)
ds
∥∥∥∥

≤
∫ t

0
∥g2(t,s,un(θn(s)))−g2(t,s,u(s))∥ds

≤ Kg2

∫ t

0
∥un(θn(s))−u(s)∥ds,

along with (16) and (26), it follows from the Lebesgue dominated convergence
theorem that

lim
n→∞

∥∥∥∥∫ t

0
g2(t,s,un(θn(s)))ds−

∫ t

0
g2(t,s,u(s))ds

∥∥∥∥= 0.

Combining this with (18), then, again by the Lebesgue dominated convergence
theorem, it results

lim
n→∞

∫ T

0

∥∥∥∥∫ t

0
g2(t,s,un(θn(s)))ds−

∫ t

0
g2(t,s,u(s))ds

∥∥∥∥2

dt = 0. (27)

Furthermore, note by (H2
g1
) and (16) that for any t ∈ I

∥g1(t,un(θn(t)))∥ ≤ Mg1(1+L),

along with (H3
g1
) and (26), one deduces

∥g1(t,un(θn(t)))−g1(t,u(t))∥ ≤ Kg1∥un(θn(t))−u(t)∥→ 0 as n → ∞.

An application of the Lebesgue dominated convergence theorem gives

lim
n→∞

∫ T

0
∥g1(t,un(θn(t)))−g1(t,u(t))∥2dt = 0. (28)

Hence, from the preceding modes of convergence in L2
H(I) (see (27)-(28)), one

deduces
hn(·)−→ h(·) in L2

H(I), (29)

where h : I → H is defined by h(t) = g1(t,u(t))+
∫ t

0
g2(t,s,u(s))ds, t ∈ I.

Moreover, in view of (19), the sequence (u̇n) is bounded in L2
H(I) so that, up

to a subsequence that we do not relabel, we may suppose that (u̇n(·))n weakly
converges in L2

H(I) to some w(·) ∈ L2
H(I).
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For any integer n and any v ∈ H and for 0 ≤ τ ≤ t ≤ T , from the absolute
continuity of (un(·))n, one writes∫ T

0
⟨v1[τ,t](s), u̇n(s)⟩ds = ⟨v,un(t)−un(τ)⟩.

A passage to the limit in the equality as n tends to +∞ leads to

⟨v,
∫ t

τ

w(s)ds⟩= ⟨v,u(t)−u(τ)⟩.

Thus, given any τ, t ∈ I with τ ≤ t, one gets
∫ t

τ
w(s)ds = u(t)− u(τ), and u(·)

is absolutely continuous such that w(·) coincides almost everywhere on I with
u̇(·). As a result, u̇ ∈ L2

H(I) and

u̇n(·)→ u̇(·) weakly in L2
H(I). (30)

(C) Statement of the integro-differential inclusion.
Recall that A is a maximal monotone operator (see Proposition 2.4), along with
(9) and the preceding modes of convergence (25), (29)-(30), then, the integro-
differential inclusion

−u̇(t) ∈ ∂ψ(t,u(t))+g1(t,u(t))+
∫ t

0
g2(t,s,u(s))ds a.e. t ∈ I,

holds true.
Let us now verify (6).
Passing to liminf as n tends to +∞ in (13) (see (11)), using (29)-(30), it results∫ T

0
∥u̇(t)∥2dt ≤ γ +σ

∫ T

0
∥g1(t,u(t))+

∫ t

0
g2(t,s,u(s))ds∥2dt.

Part 2: Uniqueness.
Let u1(·), u2(·) be two solutions to (2). Since ∂ψ(t, ·) is monotone then, one has

1
2

d
dt
∥u2(t)−u1(t)∥2 ≤ ⟨g1(t,u1(t))−g1(t,u2(t)),u2(t)−u1(t)⟩

+

〈∫ t

0
g2(t,s,u1(s))ds−

∫ t

0
g2(t,s,u2(s))ds,u2(t)−u1(t)

〉
.

By (H3
g1
) and (H3

g2
), it results

d
dt
∥u2(t)−u1(t)∥2 ≤2Kg1∥u2(t)−u1(t)∥2

+2Kg2∥u2(t)−u1(t)∥
∫ t

0
∥u2(s)−u1(s)∥ds.

Applying Lemma 2.1 with ε > 0 arbitrary yields u1 = u2 and ensures the unique-
ness of the solution to the considered problem, namely (2).
The proof of the theorem is then finished.



306 A. BOUABSA - S. SAÏDI

The following remark ends this section.

Remark 3.2. Theorem 3.1 ensures the existence and the uniqueness of the so-
lution to the corresponding integro-differential sweeping process (see Remark
3.1 [41]). We refer to [11], for some concrete examples in this direction.

4. Existence result to (1)

We are interested, here, in the study of a differential equation involving Caputo
fractional derivative coupled with an integro-differential inclusion of subdiffer-
ential type, namely (1).

Assume that α ∈]1,2].

Definition 4.1. Let f ∈ L1
H(I), we define the Caputo fractional derivative of

order β > 0 by

cDβ f (t) :=
1

Γ(n−β )

∫ t

0

f (n)(s)
(t − s)1−n+β

ds,

with n = [β ]+1.

Definition 4.2. A mapping u : I → H is w-derivable if there exists a function
w- du

dt : I → H such that, for each φ ∈ H, the real valued function t 7→ ⟨φ ,u(t)⟩ is
derivable on I and that

d
dt
⟨φ ,u(t)⟩= ⟨φ ,w-

du
dt

(t)⟩, ∀t ∈ I

w- du
dt is the w-derivative of u.

Definition 4.3. Let u : I →H. The w-Caputo fractional derivative of order α > 0
of the function u is the mapping w-cDαu : I → H such that for each φ ∈ H,

⟨φ ,w-cDαu(t)⟩= cDα⟨φ ,u⟩(t), ∀t ∈ I

where cDα⟨φ ,u⟩ denotes the Caputo fractional derivative of order α of the real-
valued function ⟨φ ,u⟩ : t 7→ ⟨φ ,u(t)⟩.

Denote by

W α,∞
H (I) = {u ∈ CH(I), u̇ ∈ CH(I), cDα−1u ∈ CH(I), cDαu ∈ L∞

H(I)},

where cDα−1u, cDαu are the Caputo fractional derivatives of order α −1 and α

respectively. Denote by

w-W α,∞
H (I) = {u ∈ CH(I), w-u̇ ∈ CH(I), w-cDα−1u ∈ CH(I), w-cDαu ∈ L∞

H(I)},
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where w-cDα−1u,w-cDαu are the weak Caputo fractional derivatives of order
α −1 and α respectively.

We recall useful lemmas from [16].

Lemma 4.4. Let G : I × I → R be the function defined by

G(t,s) =


(t−s)α−1

Γ(α) − 1+t
T+2

[ (T−s)α−1

Γ(α) + (T−s)α−2

Γ(α−1)

]
, if 0 ≤ s < t,

− 1+t
T+2

[ (T−s)α−1

Γ(α) + (T−s)α−2

Γ(α−1)

]
if t ≤ s < T.

Then,
(1) there exists a non-negative real constant MG such that

|G(t,s)| ≤ MG.

(2) Let f ∈ L∞
H(I) and let u f : I → H be the function defined by

u f (t) =
∫ T

0
G(t,s) f (s)ds ∀t ∈ I.

Then, the following hold
u f ∈ w-W α,∞

H (I),

u f (0)−w-
du f

dt
(0) = 0,

u f (T )+w-
du f

dt
(T ) = 0,

w-cDαu f (t) = f (t), ∀t ∈ I.

(3) Let f ∈ L∞
H(I). Then, u(t) =

∫ T
0 G(t,s) f (s)ds is a w-W α,∞

H (I) solution to
w-cDαu(t) = f (t) a.e. t ∈ I,
u(0)−w- du

dt (0) = 0,
u(T )+w- du

dt (T ) = 0.

Lemma 4.5. Let X : I ⇒ H be a convex weakly compact valued measurable set-
valued map such that X(t) ⊂ ξ BH for all t ∈ I. Then, the w-W α,∞

H (I) solutions
set of 

w-cDαu(t) ∈ X(t) a.e. t ∈ I,
u(0)−w- du

dt (0) = 0,
u(T )+w- du

dt (T ) = 0,

is bounded convex equicontinuous and weakly compact in CH(I).
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In this section we adopt the following assumptions:
Let ψ : I ×H → [0,+∞] be a map such that
(H3

ψ) For each t ∈ I, domψ(t, ·) ⊂ Y (t) ⊂ ξ BH , where Y : I ⇒ H is a measur-
able set-valued map with convex compact values, and ξ is a non-negative real
constant.
Let g1 : I ×H ×H → H be a map such that
( j) g1(·,x,u) is measurable on I, for any (x,u) ∈ H ×H;
( j j) there exists a non-negative real constant mg1 such that

∥g1(t,x,u)∥ ≤ mg1(1+∥x∥+∥u∥) for all (t,x,u) ∈ I ×H ×H;

( j j j) there exists a non-negative real constant kg1 such that

∥g1(t,u,x)−g1(t,v,y)∥ ≤ kg1(∥u−v∥+∥x−y∥) for all t ∈ I and u,v,x,y ∈ H.

Let g2 : I × I ×H ×H → H be a map such that

(i) g2(·, ·,u,x) is measurable on I × I, for any (u,x) ∈ H ×H;

(ii) there exists a non-negative real constant mg2 satisfying
m2

g1
+4T 2m2

g2
< 1

8σT 2(1+T MGξ )2 such that

∥g2(t,s,u,x)∥ ≤ mg2(1+∥u∥+∥x∥) for all (t,s,u,x) ∈ I × I ×H ×H;

(iii) there exists a non-negative real constant kg2 such that

∥g2(t,s,u,x)−g2(t,s,v,y)∥ ≤ kg2(∥u− v∥+∥x− y∥)

for all (t,s) ∈ I × I and u,v,x,y ∈ H.

Now, we prove the existence result to a new class of systems governed by
integro-differential inclusions of time-dependent subdifferential type and Ca-
puto fractional derivative, namely (1).

Theorem 4.6. Let ψ : I ×H → [0,+∞] be a map satisfying (H1
ψ)-(H

2
ψ)-(H

3
ψ).

Let g1 : I ×H ×H → H be a map satisfying ( j)-( j j)-( j j j).
Let g2 : I × I ×H ×H → H be a map satisfying (i)-(ii)-(iii).
Then, there is a w-W α,∞

H (I) mapping x : I → H and an absolutely continuous
mapping u : I → H satisfying (1).

Proof. Consider the weak-W α,∞
H (I) solutions set

X := {u f : I → H, u f (t) =
∫ T

0
G(t,s) f (s)ds, f ∈ S∞

ξ BH
},
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where S∞

ξ BH
denotes the set of all L∞

H(I)-selections of the convex weakly compact

set-valued map t 7→ ξ BH . In view of Lemma 4.5, the set X is convex, bounded,
equicontinuous, and weakly compact in CH(I).
For any h ∈ X , let us define the maps

gh
1(t,x) = g1(t,h(t),x), for each (t,x) ∈ I ×H

and
gh

2(t,s,x) = g2(t,s,h(s),x), for each (t,s,x) ∈ I × I ×H.

It’s clear that by ( j) that gh
1(·,x) is measurable on I, for any x ∈ H. Furthermore,

by ( j j) for all (t,x) ∈ I ×H, one has

∥gh
1(t,x)∥ ≤ mg1(1+∥h(t)∥+∥x∥),

so that there exists a non-negative real constant Mg1 such that

∥gh
1(t,x)∥ ≤ Mg1(1+∥x∥),

where
Mg1 := mg1(1+T MGξ ),

using Lemma 4.4 (1). Moreover, by ( j j j) for all (t,x,y) ∈ I ×H ×H, one has

∥gh
1(t,x)−gh

1(t,y)∥= ∥g1(t,h(t),x)−g1(t,h(t),y)∥ ≤ kg1∥x− y∥.

Similarly, note by (i) that gh
2(·, ·,x) is measurable on I × I, for any x ∈ H. Fur-

thermore, by (ii) for all (t,s,x) ∈ I × I ×H, one has

∥gh
2(t,s,x)∥ ≤ mg2(1+∥h(s)∥+∥x∥)

so that, there exists a non-negative real constant Mg2 such that

∥gh
2(t,s,x)∥ ≤ Mg2(1+∥x∥),

where
Mg2 := mg2(1+T MGξ ),

using Lemma 4.4 (1). Moreover, by (iii) for all (t,s,x,y) ∈ I × I ×H ×H, one
has

∥gh
2(t,s,x)−gh

2(t,s,y)∥= ∥g2(t,s,h(s),x)−g2(t,s,h(s),y)∥ ≤ kg2∥x− y∥.

Hence, by Theorem 3.1 there is a unique absolutely continuous solution uh to
the integro-differential inclusion

−u̇h(t) ∈ ∂ψ(t,uh(t))+g1(t,h(t),uh(t))+
∫ t

0
g2(t,s,h(s),uh(s))ds

a.e. t ∈ I,
uh(0) = u0 ∈ domψ(0, ·),

(31)
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with ∥uh(t)∥ ≤ ξ for all t ∈ I and
∫ T

0 ∥u̇h(t)∥2dt ≤ ζ for non-negative real con-
stants ξ and ζ (see Theorem 3.1 and (H3

ψ)).
Now, for each h ∈ X , define the map

Φ(h)(t) =
∫ T

0
G(t,s)uh(s)ds ∀t ∈ I,

where uh denotes the unique absolutely continuous solution to problem (31).
Since uh(t) ∈ domψ(t, ·), for each t ∈ I, then (H3

ψ) entails that uh(t) ∈ Y (t) ⊂
ξ BH , where Y (t) is a convex compact subset of H, for each t ∈ I. Then, for any
h ∈ X , one has Φ(h) ∈ Z , where

Z := {u f : I → H, u f (t) =
∫ T

0
G(t,s) f (s)ds, f ∈ S∞

Y },

and Z is convex compact in CH(I) by Lemma 4.5, with Φ(X ) ⊂ Z ⊂ X . This
proves that Φ(X ) is relatively compact.
It remains to check that Φ is continuous on X .
Let (hn)n ⊂X be a sequence that uniformly converges to h in X . Then, for each
n ∈ N, denote by uhn the unique absolutely solution to

−u̇hn(t) ∈ ∂ψ(t,uhn(t))+g1(t,hn(t),uhn(t))+
∫ t

0
g2(t,s,hn(s),uhn(s))ds

a.e. t ∈ I,
uhn(0) = u0 ∈ domψ(0, ·),

(32)

such that
∫ T

0 ∥u̇hn(t)∥2dt ≤ ζ and ∥uhn(t)∥ ≤ ξ for all t ∈ I.
Note that (uhn(t)) is relatively compact for any t ∈ I (see (H3

ψ)), and (uhn(·))
is equicontinuous. Then, by Ascoli’s theorem there is a map u ∈ W 1,2

H (I), such
that (uhn(·)) (up to a subsequence that we do not relabel) uniformly converges in
CH(I) to u with u(0) = u0. Moreover, since

∫ T
0 ∥u̇hn(t)∥2dt ≤ ζ , one gets (u̇hn)

weakly converges to u̇ in L2
H(I).

From ( j j) and Lemma 4.4 (1), one remarks that

∥g1(t,hn(t),uhn(t))∥ ≤ mg1(1+T MGξ +ξ ), for all t ∈ I.

Furthermore, in view of ( j j j), one has

∥g1(t,hn(t),uhn(t))−g1(t,h(t),u(t))∥ ≤ kg1(∥hn(t)−h(t)∥+∥uhn(t)−u(t)∥).

We know that (uhn)n (resp. (hn)n) uniformly converges to u(·) (resp. h(·)), then,
applying the Lebesgue dominated convergence theorem, one gets

lim
n→∞

∫ T

0
∥g1(t,hn(t),uhn(t))−g1(t,h(t),u(t))∥2dt = 0. (33)
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Next, from (ii) and Lemma 4.4 (1), one remarks that

∥g2(t,s,hn(s),uhn(s))∥ ≤ mg2(1+T MGξ +ξ ), for all t ∈ I. (34)

Furthermore, in view of (iii), one has

∥g2(t,s,hn(s),uhn(s))−g2(t,s,h(s),u(s))∥
≤ kg2(∥hn(s)−h(s)∥+∥uhn(s)−u(s)∥).

Since (uhn)n (resp. (hn)n) uniformly converges to u(·) (resp. h(·)), then applying
the Lebesgue dominated convergence theorem gives∥∥∥∥∫ t

0
g2(t,s,hn(s),uhn(s))ds−

∫ t

0
g2(t,s,h(s),u(s))ds

∥∥∥∥
≤

∫ t

0
∥g2(t,s,hn(s),uhn(s))−g2(t,s,h(s),u(s))∥ds

≤ kg2

∫ t

0
(∥hn(s)−h(s)∥+∥uhn(s)−u(s)∥)ds → 0 as n → ∞. (35)

From (34), one writes∥∥∥∥∫ t

0
g2(t,s,hn(s),uhn(s))ds

∥∥∥∥≤ T mg2(1+T MGξ +ξ ),

along with (35), the Lebesgue dominated convergence theorem yields

lim
n→∞

∫ T

0

∥∥∥∥∫ t

0
g2(t,s,hn(s),uhn(s))ds−

∫ t

0
g2(t,s,h(s),u(s))ds

∥∥∥∥2

dt = 0. (36)

Combining (32), the uniform convergence (resp. weak convergence in L2
H(I))

of (uhn) (resp. (u̇hn)), along with (33) and (36), then, Proposition 2.4, yields

−u̇(t) ∈ ∂ψ(t,u(t))+g1(t,h(t),u(t))+
∫ t

0
g2(t,s,h(s),u(s))ds a.e. t ∈ I.

Consequently, by uniqueness, one deduces uh = u.
Now, we come back to Φ, one has for all t ∈ I

∥Φ(hn)(t)−Φ(h)(t)∥ ≤
∥∥∥∥∫ T

0
G(t,s)uhn(s)ds−

∫ T

0
G(t,s)uh(s)ds

∥∥∥∥
≤ MG

∫ T

0
∥uhn(s)−uh(s)∥ds,

using Lemma 4.4 (1). Since (uhn) is uniformly bounded and uniformly con-
verges to uh(·), then,

sup
t∈I

∥Φ(hn)(t)−Φ(h)(t)∥→ 0 as n → ∞.
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Thus, Φ : X →X is continuous. An application of Schauder’s fixed point theo-
rem ensures that Φ admits a fixed point h

h(t) = Φ(h)(t) =
∫ T

0
G(t,s)uh(s)ds, for all t ∈ I,

which means that, there exists a w-W α,∞
H (I) map h and an absolutely continuous

solution uh such that

−u̇h(t) ∈ ∂ψ(t,uh(t))+g1(t,h(t),uh(t))+
∫ t

0
g2(t,s,h(s),uh(s))ds

a.e. t ∈ I,
w-cDαh(t) = uh(t) a.e. t ∈ I,
h(0)−w- dh

dt (0) = 0,
h(T )+w- dh

dt (T ) = 0,
uh(0) = u0 ∈ domψ(0, ·).
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