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ABSTRACTION 
 

Today's image generation technology can generate high-quality face images, and it isn't easy to recognize 
the authenticity of the generated images through human eyes. This study aims to improve deepfake 
detection, a face swapping forgery, by absorbing the advantages of deep learning technologies. This study 
generates a unified and enhanced data set from multiple sources using spatial enhancement technology to 
solve the problem of poor detection performance on cross-data sets. Taking the advantages of Inception and 
ResNet networks, new deepfake detection architecture composed of 20 network layers is proposed as the 
deepfake detection model. To further improve the proposed model, hyperparameter values are optimized. 
The experiment result shows that the proposed network significantly enhanced over the mainstream 
methods, such as ResNeXt50, ResNet101, XceptionNet, and VGG19, in terms of accuracy, loss value, 
AUC, numbers of parameters, and FLOPs. Overall, the methods introduced in this study can help to expand 
the data set, better detect deepfake contents, and effectively optimize network models. 
Keywords: Face Swapping, Cross Data set, Deepfake Detection, Data Enhancement, Optimized 

Hyperparameters

1. INTRODUCTION 
 
In recent years, with the rapid development of 
science and technology and the rapid improvement 
of computing power, the theory and technology of 
artificial intelligence (AI) are becoming more and 
more mature. Now it has been widely used in the 
fields of finance, medical treatment, urban service, 
industrial manufacturing, and life service. Artificial 
intelligence technology is leading a new round of 
all-around industrial transformation and promoting 
the human world into an intelligent era. Machine 
learning (ML) is the core research field of artificial 
intelligence. According to the statistics of 
Deloitte’s white paper on global AI development 
published in 2019[1], 89% of AI patent applications 
and 40% of AI related patents belong to machine 
learning. As a hot research direction in machine 
learning, deep learning (DL) provides a strong 
technical support for the innovation of computer 
vision, unmanned driving, natural language 
processing and speech recognition. However, deep 

learning technology not only leads a new wave of 
artificial intelligence, but also poses potential 
threats to personal privacy data, social stability and 
national security. Since 2017, voice fraud[2] 
supported by “deep forgery” or “deepfake” 
technology has attracted wide attention all over the 
world, such as “face swapping” video incidents that 
spoof political figures[3] and public figures[4] have 
emerged in endlessly[5], causing very bad negative 
effects[6], and even have indirectly lead to the 
military coup in Gabon Republic, a country on the 
west coast of Central Africa[7]. 
 
The deep learning model is dependent on the 
specific data distribution. Through training, it can 
accurately judge the given serious forgery video 
data set, but the detection accuracy of the 
cross-data set will decrease. There are many data 
sets such as Kaggle, Facebook Detection[8], 
FaceForensics++[9] and Deepfake-TIMIT[10]. At 
present, different models are mostly built based on 
different data sets, and the results are only 
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compared with their own data sets, which has 
obvious limitations in the cross-data set[11]. 
 
The difference in video compression and resolution 
will also affect the detection result of the model. 
After training the forged video data set with a low 
compression rate, the accuracy rate will be 
significantly reduced when the high compression 
rate video is detected. Therefore, based on CNN[12], 
the RGB frame can be transformed into a new 
domain by combining the noise flow of the video 
frame or making Fourier transform on the video. 
The discrete signal can be decomposed into 
sinusoidal components with different frequencies, 
and this problem can be solved by analyzing its 
spectral phase diagram[13]. 
 
The current deep learning algorithm has some 
limitations. For example, we generally understand 
that increasing the depth of the CNN network can 
improve the accuracy, but can we learn a good 
network by simply stacking more layers? The 
problem is that gradient disappearance and gradient 
explosion are due to stacking more layers[14]. To 
solve the two problems, normalization, 
initialization, and middle layer standardization can 
be used. However, the accuracy rate saturates and 
decreases rapidly with the increased network depth. 
This phenomenon is called a degradation 
problem[15]. This problem is not caused by 
overfitting but by adding extra layers into the 
appropriate depth model, which leads to higher 
training errors. When the network is too deep, there 
will be a phenomenon where the training error 
decreases first and then increases. At this time, it is 
difficult to train the network, so residual learning is 
proposed. Residual network (ResNet)[15], which 
can be stacked to form a deep network, can solve 
the problem of network optimization, and the 
classification performance is improved. Therefore, 
in our study, we will propose a network structure 
based on ResNeXt[16] to solve better the problem of 
detecting deepfake. 
 
The determination of hyperparameters in neural 
networks is a complex problem. At first, the 
hyperparametric optimization of the machine 
learning algorithm was completed by human 
experts. However, the manual search of 
hyperparametric parameters is inefficient and 
time-consuming and needs some expert experience 
to guide. The research on automatic 
hyperparametric optimization can be traced back to 

the 1990s[17]. It can automatically find the optimal 
hyperparametric configuration in the 
hyperparametric search space of the model without 
human expert intervention. It is the most 
fundamental problem in the field of automatic 
machine learning. Applying the automatic 
hyperparametric optimization method can 
effectively improve the performance of machine 
learning algorithms and improve the repeatability 
and fairness of scientific research[18]. The two most 
widely used automatic hyperparametric 
optimization methods are grid search and random 
search[19]. Among them, grid search searches for 
the optimal configuration by traversing all the 
hyperparametric combinations in the search space. 
This method can undoubtedly search for the 
optimal hyperparametric configuration. However, 
usually, there are a lot of parameters of 
convolutional neural networks, which leads to 
consuming of computing resources, and it is 
challenging to obtain ideal results under limited 
laboratory conditions. Random search searches for 
the optimal configuration by randomly sampling in 
the hyperparametric search space. Compared with 
grid search, this method can improve search 
efficiency, especially in the high-dimensional 
search space. However, it cannot guarantee to 
obtain the optimal hyperparametric configuration 
in a small number of sampling times. The search 
results have great randomness. Therefore, in this 
study, we will use a univariate approach to get 
optimized parameter values by sampling a fixed 
number of parameter values from a specified 
distribution[20]–[22]. 
 
In order to solve the above problems, the main 
contributions are as follows:  
1) To build a unified and enhanced deepfake data 
set from multiple data resources. 
2) To propose a DeepfakeNet model based on 
CNNs to detect deepfake efficiently. 
3) To optimize hyperparameters values of 
DeepfakeNet. 
 
2. RESEARCH OPERATIONAL 

FRAMEWORK 
 
There are 5 phases in this operational framework. 
Phase 1: Preliminary research literature; Phase 2: 
Build a unified and enhanced data set from 
multiple data resources with the spatial 
transformation of images; Phase 3: Propose 
DeepfakeNet model based on CNNs to detect 
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deepfake efficiently; Phase 4: Obtain optimized 
hyperparameters values; Phase 5: Report Writing. 
The following sections will provide the details on 
each of these phases, such as Figure 1. 

 
Figure 1: Research Operational Framework 

 
2.1 Preliminary Research Literature 
Finding and explaining research problems is one of 
the critical tasks that must be carried out in any 
research. This phase mainly introduces the 
preliminary research related to the study of the 
typical GANs and deepfake model generation 
mechanism. It includes background research and a 
literature review. It starts by identifying a wide 
range of problem areas until an in-depth 
investigation is conducted to solve the problems in 
specific research areas. In this study, we study the 
problem of deepfake detection. Through the 
expression of questions, we can decide the 
questions that need to be answered in the research 
in a particular way. 
 
2.2 Build a Unified and Enhanced Data Set 
In this phase, a unified and enhanced data set will 
be analyzed and built. As mentioned previously, 
current models have the problem of insufficient 
generalization[11]. In order to improve this 
deficiency, we must analyze and generate an 
enhanced data set from various data sets to train 
and test the new model. It involves a selection of 
data sets to be used for training and evaluation. 
 
This research mainly uses the data sets, such as 
TIMIT[10], FaceForensics++[23], and Kaggle 
competitions[24]. For each pair of videos of TIMIT, 
different training models and fusion techniques are 
used to generate low-quality (LQ) and high-quality 
(HQ) videos. The input/output image size of LQ 
model is 64 × 64, while that of HQ model is 128 × 
128. 
 
For the data set of FaceForensics++, the fake face 
video is realized based on deep-faceswap method 
of self encoder model, and H.264 codec is used to 
synthesize videos with a compression ratio of 0 
(C0), a compression ratio of 23 (C23) and a 
compression ratio of 40 (C40), namely, 
non-compressed fake face video, high quality (HQ) 
fake face video and low quality (LQ) fake face 
video. It is worth noting that the FaceForensics+ + 
data set defines the HQ and LQ facial videos 
according to the degree of video compression. In 

contrast the deepfake TIMIT data set represents the 
HQ and LQ facial videos according to the 
input/output image size of the training model. 
 
This Kaggle data set includes a video data set with 
a compressed size of 470GB. The data set 
comprises 50 files equally divided by the original 
data set. Each file contains 100 video files and a 
pair of JSON files, including video number, video 
tag, data set, the partition of video, source video 
name, etc., as shown in Table 1. 
 

Table 1: Kaggle JSON File Data Format 

No Attribute Memo 

1 Video_ID Video file ID 

2 Label Video tags are divided into real 
/ fake 

3 Split The data set is divided into 
train / test 

4 Original Source video file name 

 
Public verification set: it is composed of 400 videos. 
When submitting the result data and files to Kaggle, 
the verification is mainly based on these 400 videos. 
In order to simplify the experimental calculation, 
this research primarily uses part of the data set, a 
total of 1200 video files as the training set and 400 
as the test set and the verification set. 
 
The data size and quality of the above three data 
sources are shown in Table 2. 
 

Table 2: Analysis of 3 Data Sources 

 FaceForensics++ TIMIT Kaggle 

Size 4000 1199 119154 

Quality 

1280 × 720 
FHD: Compression 
Ratio of 0 (C0); 
HQ: Compression 
Ratio of 23 (C23); 
LQ: Compression 
Ratio of 40 (C40). 

HQ:128 
× 128; 
LQ: 64 
× 64. 

1280 × 
720 

 
According to our training and verification needs, 
we extract part of the data from these data sets and 
combine the following data enhancement 
techniques to obtain more effective data sets. These 
methods include: 
1) Stretch size: In a specific scale range, the 
original image is appropriately enlarged or reduced 
without affecting the detection of the main content. 
2) Rotate angle: Within a specific rotation angle 
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range, rotate the entire image without affecting the 
main content, and get images with different angles. 
3) Change brightness: Images of the same subject, 
if the brightness is different, are also considered to 
be the same content. 
4) Flip horizontal/vertical: The content of the same 
subject is the same after it is flipped horizontally or 
vertically. 
 
After obtaining the original videos from the 
original data source, each video is split into a series 
of images. Then the four data enhancement 
methods mentioned above are used to obtain a 
unified, more extensive, and more effective data set. 
The data enhancement process is shown in Figure 
2. 
 

 
Figure 2: Data Enhancement Process 

 
Table 3: Total Data after Enhancement 

Operation 
Increased Number of 

images 
original images 104,481 
scaling 417,924 
rotating 1,985,139 
changing color 940,329 
flipping 104,481 
clipping 313,443 
total 3,865,797 

 
It can be seen from Table 3 that the number of 
original data sets increased from 104,481 to 
3,865,797 after the data enhancement of the five 
methods mentioned above, with a total expansion 
of 36 times. Such a large number of images will 
play a very positive role in training a 
convolutional neural network. 
 
2.3 Propose DeepfakeNet Architecture 
In this study, ResNeXt is used as the basis of 
feature extraction. Convolution networks mainly 
comprise convolution layers, full connection layers, 
pooling layers, and activation functions, but 
different composition methods will form other 
network frameworks. The traditional way to 
improve the model's accuracy is to deepen or widen 
the network. However, with the increase in the 
number of hyperparameters (such as the number of 
channels and filter size), the difficulty of network 
design and computational overhead will increase. 
Therefore, the ResNeXt structure proposed in this 

study can improve the accuracy without increasing 
the parameter complexity while reducing the 
number of hyperparameters. This idea adopts the 
idea of VGG stack and the idea of concept split 
transform merge at the same time, but it has robust 
scalability. It can be considered as increasing the 
accuracy without changing or reducing the 
complexity of the model. 
 

 
Figure 3: Network Structure of Face Swapping 

Detection 
 
As shown in Figure 3, the input face image is 
preprocessed during feedforward, and the image 
size is scaled to 256 × 256 × 3. DeepfakeNet 
processes the face image to get a feature map with 
the size of 8 × 8 × 2048, and then the feature vector 
with the size of 1 × 1 × 2048 is obtained after 
processing. Finally, the prediction probability value 
is obtained through the full connection layer and 
Softmax. Accordingly, in this study, we will 
propose DeepfakeNet network to get the optimal 
result. 
 
In this phase, DeepfakeNet can simplify the 
network structure and reduce the parameters and 
computation amount to achieve a better accuracy. 
This network structure consists of 5 stages: 
 
Stage 1: This layer is composed of basicblock. The 
input image is preprocessed. After it passes through 
the convolution layer, the batch normalization (BN) 
layer, the ReLU activation function, and then the 
max-pooling layer, the output image with the shape 
of (64, 112, 112) is obtained. 
 
Stage 2: This layer is composed of bottlenecks. In 
each bottleneck, a convolution layer is added 
between the input and output. The output image 
with the shape of (256, 56, 56) is obtained. 
 
Stage 3: In each bottleneck, a convolution layer is 
added between the input and output, and there is 
also one downsample (generate a smaller image) in 
this layer and the output image with the shape of 
(512, 28, 28) is obtained. 
 
Stage 4: The structure of this layer is similar to that 
of stage 3. But this layer has more channels and a 
smaller output size with the shape of (1024, 14, 14). 
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Stage 5: The structure of this layer is similar to that 
of stage 3. But this layer also has more channels 
and a smaller output size with the shape of (2048, 7, 
7). Finally, the output is “true” or “false”. 
 
2.4 Obtain Optimized Hyperparameter Values 
We will enhance the proposed DeepfakeNet 
network by modifying the full connection layer and 
hyperparameters to perform better. The process of 
setting hyperparameter values requires expertise 
and extensive experiments. It is difficult to set 
appropriate parameter values, especially learning 
rate, batch size, epochs, dropout, and sample ratio. 
The deep learning model is full of hyperparameters, 
so finding the optimal configuration of these 
parameters in such a high-dimensional space is not 
a trivial challenge. In subsequent experiments, this 
research will discuss and optimize five 
hyperparameters of the learning rate, batch size, 
epochs, dropout, and sample ratio. The univariate 
principle is used for multiple parameter variables to 
find the best value for each hyperparameter. 
 
2.5 Report Writing 
Our research operational framework final phase 
ends with report writing. The report concludes the 
background and analysis of the research findings 
and provides the directions for future work. 
 
3. EXPERIMENTAL EVALUATION 
 
In this section, we describe in detail the evaluations 
that will be carried out for each experimental phase 
in this research. In the test, for the input video, due 
to the small time span of the test video, a certain 
number of frames in the video are randomly 
selected for prediction, and the results are 
statistically analyzed to predict the results of the 
whole video. For the test video, the AUC of each 
prediction value is calculated. The statistical 
analysis calculates positive and negative samples' 
prediction, accuracy, and recall. After continuous 
experiments, we will get the best network 
architecture. 
 
In the field of machine learning, there are many 
indexes used to evaluate a model. Several concepts 
involved are as follows: 
 
TP (True Positive): the number of positive is truly 
positive, and the judgment is correct. That is, the 
positive prediction is positive. 
 

FN (False Negative): the number of positives is a 
false negative. If it is wrong and negative, it means 
that the positive is judged as negative. 
 
FP (False Positive): a negative number is wrongly 
judged as positive. 
 
TN (True Negative): the negative is judged as the 
number of negatives. If the judgment is correct and 
negative. That is, the negative is judged as 
negative. 
 
Accuracy: The accuracy rate refers to how many 
of the judgments are correct, that is, the positive 
judgment is positive, and the negative judgment is 
negative; there are 𝑇𝑃 + 𝑇𝑁 + 𝐹𝑁 + 𝐹𝑃 in total, 
so the accuracy rate is: 

P =
(்௉ା்ே)

(்௉ା்ேାிேାி௉)
    (1) 

 
ROC: ROC curve can well describe the 
generalization performance of the model. AUC is 
the area under the ROC curve. The larger the AUC 
value, the better the performance of the model. The 
calculation equation of AUC is as follows, and m is 
the number of samples: 
𝐴஺௎஼ =

ଵ

ଶ
∑ ൫𝐹௉ோ

(௜ାଵ) − 𝐹௉ோ
(௜)൯ × ൫𝑇௉ோ

(௜) − 𝑇௉ோ
(௜ାଵ)൯௠

௜ୀଵ  
(2) 
 
FLOPs: FLOPs is the abbreviation of floating 
point operations, which means floating-point 
operands and is understood as computation. It can 
be used to measure the complexity of an algorithm 
or model. The smaller the value, the better the 
algorithm or model. 
 
Assuming that the sliding window is used to realize 
convolution and the nonlinear computational 
overhead is ignored, one of the FLOPs of 
convolution kernel is: 

FLOPs = 2HW(𝐶௜௡𝐾
ଶ + 1)𝐶௢௨௧  (3) 

 
Among them, H, W and 𝐶௜௡ are the height, width, 
and number of channels of the input characteristic 
image (that is the input image), K is the core width 
and cout is the number of output channels. 
 
Number of parameters: In a neural network, the 
number of parameters has a great relationship with 
the amount of calculation. Generally, the fewer 
parameters, the less calculation, and the faster the 
model runs. On the contrary, it runs slower. 
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In CNN, each layer has two parameters: weight and 
deviation. The total number of parameters is the 
sum of all weights and deviations. Calculation 
equations are:  

𝑊௖ = 𝐾ଶ × 𝐶 × 𝑁     (4) 
𝐵௖ = 𝑁       (5) 
𝑃௖ = 𝑊௖ + 𝐵௖      (6) 

 
𝑊௖ is the umber of weights of the Conv Layer. 𝐵௖ 
is the umber ofbiases of the Conv Layer. 𝑃௖ is the 
umber of parameters of the Conv Layer. K is the 
size (width) of kernels used in the Conv Layer. N is 
the number of kernels. C is the number of channels 
of the input image. 
 
4. EXPERIMENTAL ANALYSIS 
 
We will conduct experiments with the enhanced 
data set using random hyperparameters values. At 
the beginning of the experiments, we preset the 
range of hyperparameters values, which are set 
based on [25]–[27] and our practical experience, 
then select a corresponding value randomly, such 
as Table 4, and then train the model. 
 

Table 4: Preset Random Hyperparameters Values 

Params Value Range Selected 

batch size [16, 32, 64, 128, 256, 512] 128 

epochs 
[15, 20, 25, 50, 100, 200, 
300] 

100 

dropout 
[0.6, 0.7, 0.75, 0.8, 0.85, 
0.9] 

0.7 

learning 
rate 

[0.000005, 0.00001, 
0.00003, 0.00005, 0.00007, 
0.0001] 

0.00005 

Sample 
ratio 

[0.1, 0.25, 0.5, 0.75, 1.0, 
2.0, 5.0] 

1.0 

 
Figure  and Figure 5 show that as the epoch 
increases, the loss of DeepfakeNet decreases to 
9.72%. And the accuracy increases to 93.97%. 
 

 
Figure 4: DeepfakeNet Epoch-Loss Curve 

 
 

Figure 5: DeepfakeNet Epoch-Accuracy Curve 
 
Looking back at the curve change trends in Figure 
4 and Figure 5, we can see that there is still room 
for improvement in this model, and better results 
may be achieved with different hyperparameter 

values. A univariate approach is used to get 
optimized hyperparameter values by sampling a 
fixed number of parameter values from a specified 
distribution. After hyperparameters values were 
optimized, we got Figure 6 and Figure 7. 
  

 
Figure 6: DeepfakeNet Epoch-Loss Curve 

 
Figure 7: DeepfakeNet Epoch-Accuracy Curve 

 
Figure  and Figure  show that with the epoch 
increased, the loss value of DeepfakeNet decreases 
(3.42%), and the accuracy increases (98.69%). 
Compared with Figure 4 and Figure 5, the 
improvements in loss value and accuracy are 6.3% 
and 4.72%, respectively. They demonstrate that the 
model becomes better. Compared with mainstream 
methods, DeepfakeNet has better accuracy than 
ResNeXt50, ResNet101, XceptionNet, and VGG19 
(Table 5). 
 

Table 5: Accuracy Comparison 

Model Accuracy (%) 

DeepfakeNet 98.69 

ResNeXt50 94.36 

ResNet101 93.78 

XceptionNet 92.03 

VGG19 80.22 

 
Table Error! No text of specified style in document.: 

AUC Comparison 

Model AUC 

DeepfakeNet 0.96 

ResNeXt50 0.94 

ResNet101 0.93 

XceptionNet 0.92 

VGG19 0.83 

 
Table 7: Number of Parameters and FLOPs 

Model Params FLOPs 

DeepfakeNet 10.87 × 106 2.05 × 109 

XceptionNet 22.8 × 106 3.81 × 109 

ResNeXt50 25.08 × 106 4.27 × 109 

ResNet101 44.6 × 106 7.85 × 109 

VGG19 145.77 × 106 19.67 × 109 

 
Table 6 describes that AUC of DeepfakeNet is the 
highest. Table  also shows that DeepfakeNet 
achieved better performance, and it increases at least 
by 46.19% and 52.32% for FLOPs and parameters, 
respectively. 
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The experimental results also show that 
appropriately reducing the network layers and 
optimizing hyperparameters values for complex 
deep neural networks can help detect deepfake. 
 
However, we can only do a few experiments due 
to the limitation of experimental equipment, such 
as the hardware server performance and the data 
set's size. In the future, we will continue to 
improve and optimize the data sets and models to 
achieve better results. 
 
5. CONCLUSION AND FUTURE WORK 
 
DeepfakeNet can obtain better deepfake detection 
performance than others. The experiment shows 
that the method in this study dramatically reduces 
loss rate, and high accuracy and AUC were 
obtained in cross-data set detection. The 
experiments also illustrate that DeepfakeNet has 
good generality. 
 
This study designs and studies the generated image 
forensics algorithm based on deep learning and 
taking the rendered image as the research object. 
The experimental results verify the effectiveness of 
the proposed method. The following research 
prospects will be put forward: 
 
1) Research the latest technology of face swapping 
and deepfake detection. 
The situation of attack and defense confrontation 
and competitive development of the two 
technologies determines that the research on them 
should stand at the forefront of technology, master 
the latest technology at the first time, formulate 
strict standard use specifications, study practical 
and effective prevention algorithms, and reduce the 
possible risks caused by illegal abuse. By studying 
the latest forgery generation technology, the 
corresponding forgery data set is established, and 
the generation methods of the data set should be 
diverse and have a considerable amount of data 
scale. 
 
2) Improve the robustness of the generated image 
detection model. 
The development of the Internet makes information 
spread quickly in the network. Still, due to the 
storage cost, most images will go through image 
post-processing, such as image compression, 
before they lay on the Internet. Some researchers 

have noticed these phenomena and tested the 
detection model. Experimental results show that 
image post-processing will significantly weaken 
the detection ability of the image forensics model. 
Various image post-processing operations need to 
be considered in the actual detection scene of the 
generated image, and a more robust detection 
model can be universal. In the future, the forensics 
influence of image post-processing can be 
considered when designing the forensics model. 
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