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ABSTRACT Fraud detection systems support advanced detection techniques based on complex rules,
statistical modelling and machine learning. However, alerts triggered by these systems still require expert
judgement to either confirm a fraud case or discard a false positive. Reducing the number of false positives
that fraud analysts investigate, by automating their detection with computer-assisted techniques, can lead
to significant cost efficiencies. Alert reduction has been achieved with different techniques in related fields
like intrusion detection. Furthermore, deep learning has been used to accomplish this task in other fields.
In our paper, a set of deep neural networks have been tested to measure their ability to detect false positives,
by processing alerts triggered by a fraud detection system. The performance achieved by each neural network
setting is presented and discussed. The optimal setting allowed to capture 91.79% of total fraud cases with
35.16% less alerts. Obtained alert reduction rate would entail a significant reduction in cost of human labor,
because alerts classified as false positives by the neural network wouldn’t require human inspection.

INDEX TERMS Neural networks, deep learning, fraud detection, alert reduction.

I. INTRODUCTION
As new payment methods becomewidely available and credit
card customer base grows, the volume of incoming transac-
tions to be processed by an FDS increases, and so does the
number of alerts to be reviewed by fraud analysts. Hiring
more fraud analysts can alleviate the problem in the short
term, but it’s neither desirable nor scalable. Instead, lever-
aging computer-assisted techniques to automatically discard
false positives is a preferred approach, that let analysts focus
on the most advanced fraud cases, or those for which no
recognizable pattern exists yet.

Several techniques have been designed to deliver decision
support and false positiveminimization in the intrusion detec-
tion field, which is very similar in nature to fraud detection.
These techniques include adaptive learning [1], similarity
with verified alerts [2], greedy aggregation algorithm [3],
neuro-fuzzy approach [4], alert enrichment framework [5],
and outlier detection [6].

On the other hand, deep learning has captured significant
attention in the research community as promising candi-
dates to achieve this type of optimization. Deep learning
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has been used in decision support systems for fields like
intrusion detection [7], loan application processing [8], man-
agerial decision making [9], medical diagnosis and treatment
prescription [10], and clinical imaging classification [11].
Another research suggests that decision making can be mod-
eled for a wide range of fields by combining rule-based expert
systems and neural networks [12].

In our research, several deep neural network architectures
that have proven to be effective in other domains [13] have
been used to process alerts of suspicious credit card transac-
tions. Our aimwas to assess if deep neural networks can accu-
rately discriminate well-known false positives, thus reducing
the number of alerts that analyst have to investigate, and, if so,
to what extent and at which error rate. In our optimal setting,
triggered alerts were reduced by 35.16%, with 91.79% of the
fraud cases in the remaining alerts (8.21% misclassification
rate).

The rest of this paper is structured as follows. In Section 2,
previous research is documented. In Section 3, our research
methodology is described. In Section 4, our experimental
setting and obtained results are detailed, discussing what
neural network architectures are more effective for alert
reduction. Lastly, in Section 5, conclusions and outlook are
included.
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II. BACKGROUND
A. ALERT REDUCTION
Alert reduction has been subject to extensive research in the
field of intrusion detection.

Previous research [1] designed and built a working pro-
totype for automated real-time alert classification. ALAC
(Adaptive Learner for Alert Classification) implemented
adaptive learning through a classifier that captured decision
patterns from analyst’s feedback. The classifier of choice
was RIPPER [14], a rule learner whose main benefits are
generalization accuracy and concise conditions [15]. The
obtained results showed that false positives were reduced
by approximately 30% when tested against DARPA 1999
dataset [16].

Clustering [2] has also been leveraged for alert reduc-
tion. Alerts exhibiting short distances to previously verified
alerts were tagged as true positives. Cluster definition
was based on alert relevance, criticality, and frequency,
as well as other features extracted from supporting evidence
and vulnerability assessment data. Tested against DARPA
1999 dataset, it achieved an average alert reduction rate
of 78%.

Moreover, another clustering technique [3] based on a
greedy aggregation algorithm achieved an average reduction
rate of 83.2% when tested against 30 days of Snort IDS
alerts. In this approach, alerts were grouped into meta-alerts,
that contained common information. No feature engineer-
ing or external sources of information for enrichment pur-
poses were required.

Jrip (Weka’s implementation of RIPPER rule learner)
and NEFCLASS [17] classifiers were also used to per-
form alert reduction against Snort IDS output from DARPA
1999 dataset. Results showed a detection rate of 88% with
Jrip, and 84.63% with NEFCLASS.

On the other hand, an alert quality framework [5] imple-
menting data enrichment achieved a reduction rate of 35.04%.
The scoring criteria measured alert correctness, accuracy,
reliability and sensitivity, as well as vulnerability information
for operating system, network ports and applications.

Lastly, an improved variant of frequent pattern-based out-
lier detection [18] has also been effective in reducing the
number of alerts to be investigated by security analysts [6].
In the proposed approach, reduction rate ranged from 86% to
92% when tested against a dataset with lab network traffic
generated by 10 hosts.

B. DEEP LEARNNG FOR DECISION-MAKING AUTOMATION
Deep learning is a popular technique for capturing and
automating decision-making processes.

Researchers designed and built [7] a deep neural network
classifier that automated initial triage of security alerts gen-
erated by an IDS. The proposed system was able to classify
these alerts into meaningful categories, applying the same
heuristics used by human analysts.

Neural networks have also been applied to automat-
ing business-related judgement, particularly loan application

processing [8]. Results confirmed that a neural network
trained with data from defaulted and non-defaulted compa-
nies was able to successfully replicate human decision criteria
to grant or deny a loan.

When applied to medical diagnosis [10], deep models
showed a higher performance than rule-based systems and
shallow neural networks. Researchers concluded that deep
learning is more promising to simulate the thinking procedure
of human experts than other traditional approaches.

Lastly, results obtained in clinical imaging classifica-
tion [11] suggest that deep learning techniques might even
outperform humans. A deep Convolutional Neural Network
(dCNN) was trained with an image set from the Breast Imag-
ing Reporting and Data System (BI-RADS). In order to test
and compare the resulting accuracy, an internal dataset with
101 images and an external dataset with 43 images were used.
For the internal dataset, classification accuracy ranged from
87.1% to 93.1% for the dCNN and from 79.2% to 91.6% for
human readers. For the external dataset, the AUC was 96.7%
for the dCNN and 90.9% for the humans.

C. FRAUD DETECTION SYSTEMS
Although the focus of this paper is not on FDS, a brief
background on this topic is provided to understand what tech-
niques have proven to be more successful in delivering the
first layer of defense against fraud, before human analysts’
decisions comes into play.

Recent research [19] has benchmarkedmultiple approaches
leveraging new or enhanced methods which improve state
of the art in several aspects. Researchers concluded that
unsupervised learning is the most promising approach in
terms of classification accuracy.

Another recent study [20] concludes that neural networks
are the most effective method for credit card fraud detec-
tion, by comparing their performance to other traditional
machine learning techniques, including: association rules,
Support Vector Machines (SVM), Artificial Immune System,
Dempster Shafer Theory, cost-sensitive decision tree, aggre-
gation, logistic regression, K-nearest Neighbor (KNN), active
learning, invariant diversity and Cardwatch [21].

1) GENERAL ASPECTS OF FDS
In credit card fraud detection, frequent input features
include [22]: credit card details, transaction amount, geo-
graphical data, time, and customer personal details. Common
metrics for performance evaluation are accuracy, precision,
true positive rate or recall, and false positive rate [23].

Comparing metrics across systems remains impractical
nowadays, because there is no reference dataset to be
used for benchmarking. However, there are ongoing propos-
als [24] based on federated learning, geared towards securely
exchanging transactions data among banks, that could poten-
tially help on this issue.

Key performance drivers in FDS include feature selection
and engineering [25], [26], choice of supervised or unsu-
pervised models [27], ability to leverage ensembles of
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models [28], [29] or hybrid models [30], [31], and incorpo-
rated domain expertise [20]. Moreover, novel feature engi-
neering frameworks [32] have proven to yield consistent
performance gains across a wide range of deep learning and
machine learning algorithms.

2) SUPERVISED TECHNIQUES
The underlying assumption is that fraudulent transactions fol-
low stable patterns that can be learnt from historical records of
labelled transactions [30]. Among several common classifiers
(Random Forest, K-NN, Decision Tree, Logistic Regression),
logistic regression has proven to produce the more accurate
results according to recent research [22].

When factoring in skewness, logistic regression, C5.0 clas-
sifier, Support Vector Machines and Artificial Neural Net-
works have proven [33] to perform better on imbalanced
data than other techniques (Naïve Bayes, Bayesian Belief
Network, Artificial Immune Systems, K Nearest Neighbors).
Similar research [34] concluded that neural networks can bet-
ter deal with imbalanced data than Support Vector Machines,
Random Forest and decision trees.

Supervised learning (Extreme Gradient Boosting, Random
Forest) delivered better performance [27] than best perform-
ing unsupervised techniques (Restricted BoltzmannMachine,
Generative Adversarial Networks) when measuring Area
Under the Receiver Operating Curves (AUROC), with values
ranging from 0.988 and 0.989. Feature selection can also
influence performance: filter and wrapper methods [25] led
to higher accuracy with J48 decision tree and PART, and
higher precision and sensitivity for J48, AdaBoost and ran-
dom forest.

Recent research [35] has proposed a non-parametric novel
approach with subset of relevant transactions created through
data reduction. Another novel technique [36] based on
Gradient Boosting Decision Tree (GBDT) and DeepWalk,
achieved promising results, with F1 score ranging from
61.43% and 71.84%.

3) UNSUPERVISED TECHNIQUES
The underlying hypothesis is that authorized transactions
follow patterns, while fraudulent transactions deviate from
those patterns.

A recent unsupervised method built on top of the
hypersphere model captures legitimate user behavior [37]
and claims to yield better results than other traditional
approaches. Also, a method [38] based on Local Outlier
Factor (LoF) and Isolation Forest has shown superior perfor-
mance compared to other machine-learning techniques.

Another approach [39] based on sequence-based neural
network shows high performance, model interpretability and
resilience against concept drift. Moreover, factoring in con-
cept drift [40] in credit card customer behavior has proven to
yield better detection results. Lastly, an approach [26] lever-
aging a Hidden Markov Model (HMM) proved to increase
precision-recall AUC by 15% compared to other FDS.

TABLE 1. Dataset label distribution.

Unsupervised learning outperforms supervised methods
when considering skewness [19]. However, oversampling
methods like SMOTE have proven [41] to improve accu-
racy in supervised models. Lastly, recent research concludes
that combining multiple outlier scores can negatively impact
accuracy [30].

4) HYBRID AND ENSEMBLE-BASED TECHNIQUES
The assumption is that no single technique can detect all types
of fraud, and so combining techniques yields better results.

Accuracy is improved by combining Support Vector
Machine (SVM), K-Nearest Neighbor (K-NN) and Multi-
layer Perceptron (MLP) classifiers, compared to standalone
classifiers: Naïve Bayes, Extreme learning machine (ELM),
K-NN, MLP and SVM [29], [31]. Another research [42]
that leverages a variation of the stacking ensemble method
and AdaBoost delivered higher accuracy (94.5%) than
other techniques: stacking (92.6%), AdaBoost (91.4%), Ran-
dom Forest (90%), Decision Tree (89.1%), and Logistic
Regression (87.2%).

Combining k-means and artificial bee colony algorithm
(ABC) through semantic fusion increases accuracy [43].
Moreover, clustering customers ahead of the classification
task [44] improves accuracy for certain types of customers.

Lastly, combining supervised (decision tree) and semi-
supervised (transaction sequences and user behavior) led to
an increase of 7% in detection rate [45].

III. METHODOLOGY
A. STATEMENT OF THE PROBLEM
In our research, several deep neural network architectures
were trained to automatically discard alerts associated with
false positives, thus effectively reducing the number of alerts
requiring manual investigation.

B. DATASET DESCRIPTION
The dataset used for our research contained 446,076 real
alerts related to suspicious credit card transactions. Theywere
obtained from a Spanish payments processing organization.
The alerts in this dataset span a period of six months. The
proportion of confirmed and discarded transactions is shown
in Table 1.

Available features are shown in Table 2.

C. FEATURE ENGINEERING
The dataset contains both numerical and categorical features.
Features were encoded as fixed-length vectors of binary
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TABLE 2. Input columns.

values, that were supplied as input to each of the neural
network architectures.

TABLE 3. Binary encoding example.

TABLE 4. One hot encoding example.

TABLE 5. Bin thresholds.

The encoding types used were:

1) BINARY
Used for categorical features. Each feature value was indexed
with a positive (greater than or equal to zero) integer. The
resulting index was converted to a binary value. Vector length
was chosen based on the number of bits required to represent
the highest binary value.

Table 3 shows an example of the encoding process for a
feature with five unique values.

B = {B1,B2, . . . ,B5} (1)

2) ONE HOT ENCODING
Used for categorical features. Each feature value was indexed
with a positive (greater than zero) integer. Vector length
equaled the amount of unique feature values. All bits in the
vector were set to zero, except from the bit at the position
represented by the index, which was set to one.

Table 4 shows an example of the encoding process for a
feature with five unique values.

O = {O1,O2, . . . ,O5} (2)
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FIGURE 1. MLP architecture.

FIGURE 2. CNN architecture.

FIGURE 3. DAE architecture.

3) BINNING
Used for numerical features. Each feature value was assigned
to a bin, based on a predefined set of bin thresholds, defined
from the feature value range.

Table 5 shows the bins used for each numerical feature.
Lastly, Label was formatted as 1 for confirmed cases (fraud

class), and as 0 for discarded cases (false positive class).

D. NEURAL NETWORK ARCHITECTURES
The set of neural network architectures tested in our research
belong to one of the following types:

TABLE 6. Neural network key parameters.

FIGURE 4. MLP2BE256H82 ROC.

Multi-Layer Perceptron (MLP). MLP is type of feedfor-
ward, fully connected, neural network with three or more
layers of neurons. It uses backpropagation for learning. It con-
tains one input layer, one or more hidden layers, and an output
layer. Each neuron applies a non-linear activation function to
its input.

A visual representation of theMLP architecture used in our
research is shown in Figure 1.

Convolutional Neural Network (CNN). CNN also has an
input layer, several hidden layers and an output layer. Hidden
layers implement sequences of convolution and max pooling
operations and are followed by a fully connected layer. A con-
volution operation is a sliding dot product of the input and a
ReLu (rectifier linear unit) as non-linear activation function.
Max pooling does non-linear down-sampling.

A visual representation of the CNN architecture used in our
research is shown in Figure 2.

DeepAutoencoder (DAE): DAE is a type of neural network
used for unsupervised learning. It performs dimensionality
reduction across a number of layers. It then reconstructs the
signal back from its compressed representation. It’s used to
learn patterns and spot outliers in a dataset, that is, inputs with
a high reconstruction error.

A visual representation of the DAE architecture used in our
research is shown in Figure 3.
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FIGURE 5. MLP2BE128H164 ROC.

TABLE 7. MLP neural network architectures.

E. ARCHITECTURE DESIGN CRITERIA
The architectures selected in our research represent both
supervised and unsupervised learning settings.

MLP and CNN are popular neural network types for clas-
sification tasks on fixed length input data. They apply super-
vised learning, and, therefore, they require labeled data. DAE
are used for unsupervised learning and require no labeled
data. They perform the classification task with no prior
knowledge of fraud patterns. Each neural network architec-
ture requires different parametrization.

Table 6 shows key parameters of each architecture.

F. PERFORMANCE EVALUATION CRITERIA
Precision and recall are popular performance evaluation met-
rics in classification tasks.

They are also used for fraud detection [23].

Precision =
tp

tp+ fp
(3)

Recall =
tp

tp+ fn
(4)

FIGURE 6. MLP2OH128H918 ROC.

FIGURE 7. MLP3OH256H512 ROC.

where true positives (tp) refer to alerts related to actual fraud
cases, false positives (fp) are legitimate transactions that erro-
neously triggered an alert, and false negatives (fn) are fraud
cases that triggered no alert.

In our research, precision and recall were measured for
each neural network architecture. The Receiver Operator
Characteristic (ROC) curve was also obtained, and the result-
ing Area Under the Curve (AUC) metric was displayed. For
MLP and CNN, thresholds were based on the probability
associated with the fraud (1) class.

For DAE, thresholds were set based on reconstruction error
values.

e = −log10

(
1
N

N∑
i=0

(xi − x̃i)
2

)
(5)

where e represents reconstruction error, N represents input
length, xi is each dimension of the input and x̃i is each
dimension of the output (that is, the reconstructed input).

Based on those performance metrics, alert reduction
rate of each configuration was obtained. This rate repre-
sents proportion of alerts requiring no review by a human
analyst, that is, those automatically classified as false
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TABLE 8. Confusion matrix (MLP2OH128H918, threshold = 0.1).

TABLE 9. Confusion matrix (MLP2OH128H918, threshold = 0.2).

FIGURE 8. MLP3BE256H512 ROC.

FIGURE 9. MLP3OH256H918 ROC.

positives. Each reduction rate has an associated misclassi-
fication rate (true positives erroneously discarded as false
positives).

FIGURE 10. CNN2OH100LR10-3 ROC.

FIGURE 11. CNN2OH100LR10-1 ROC.

IV. EXPERIMENTAL SETTING
A. TRAINING AND TEST DATASETS
Train and test datasets were produced for each architecture
(supervised or unsupervised). For MLP and CNN, 20% of the
alerts (89,216) were randomly assigned to the test dataset,
with the remaining 80% (356,860) being assigned to the
train dataset. For DAE, 201,995 alerts raised for legitimate
transactions were used for training. 48,816 alerts associated
with legitimate transactions and 195,265 alerts associated
with fraud were used for testing, totaling 244,081.

Table 7 shows the amount of train and test alerts in each
setting:

B. PARAMETRIZATION
For each architecture type, reference (initial) parameter val-
ues were assigned. They are shown in Tables 10, 11 and 12.
These values were adjusted using grid search, in order to
evaluate their degree of influence on performance.

C. RESULTS AND DISCUSSION
Obtained results are summarized in Tables 13 to 22.
ROC curves and their respective AUC are included in
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TABLE 10. MLP parametrization.

TABLE 11. CNN parametrization.

TABLE 12. DAE parametrization.

TABLE 13. MLP2BE256H82 performance.

TABLE 14. MLP2BE128H164 performance.

figures 1 to10. MLP and CNN (supervised setting) achieved
significantly better results than DAE.

DAE recorded an AUC of 0.52 for binary encoding and
0.48 for one-hot encoding (OHE). A possible reason behind

this poor performance is that alerts data don’t represent all
patterns of legitimate credit card transactions, but just a subset
of them (those that were tagged as suspicious by the FDS).
In this case, training inputs would be strongly biased, and
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TABLE 15. MLP2OH128H918 performance.

TABLE 16. MLP3OH256H512 performance.

TABLE 17. MLP3BE256H512 performance.

TABLE 18. MLP3OH256H918 performance.

therefore not suitable for the unsupervised approach used
in DAE.

MLP configurations with less depth (that is, less hidden
layers) showed slightly higher performance in terms of AUC.
One-hot encoding showed slightly higher performance than
binary encoding, also in terms of AUC. On the other hand,
batch size, number of epochs and learning rate didn’t seem to
be relevant parameters.

MLP2OH128H918 obtained the best AUC (0.87). Setting
the threshold to 0.2 led to best tradeoff between average

precision (0.78) and average recall (0.75), with fraud class
showing a precision of 0.67 and a recall of 0.88.

Table 8 and Table 9 shows the confusion matrixes for
threshold values 0.1 and 0.2:

In order to measure alert reduction performance, alert
reduction rate (arr) and misclassification rate (mr) were
calculated for optimal thresholds.

Alert reduction rate is calculated as follows:

arr =
pred l
N

(6)

VOLUME 8, 2020 186429



R. San Miguel Carrasco, M.-Á. Sicilia-Urbán: Evaluation of Deep Neural Networks for Reduction of Credit Card Fraud Alerts

TABLE 19. CNN2OH100LR10-3 performance.

TABLE 20. CNN2OH100LR10-1 performance.

TABLE 21. DAE4BE256 performance.

TABLE 22. DAE4OH256 performance.

where pred l is the number of alerts classified as legitimate,
and N is the total number of alerts.

Misclassification rate is calculated as follows:

mr =
fn

real f
(7)

where fn is the number of false negatives, and real f is the total
number of real fraud cases.

The resulting efficiency (alert reduction rate) was 35.16%
(threshold = 0.1):

arr0.1 =
31, 369
89, 216

= 0.3516 (35.16%) (8)

to detect 91.79% of the fraud cases (8.21% misclassification
rate):

mr0.1 =
3, 249
39, 592

= 0.08206 (8.21%) (9)
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FIGURE 12. DAE4BE256 ROC.

FIGURE 13. DAE4OH256 ROC.

Alert reduction rate could grow to 41.47% (threshold =
0.2) with a slightly higher misclassification rate:

arr0.2 =
37, 216
89, 216

= 0.4147 (41.47%) (10)

to detect 87.75% of the fraud cases (12.25%misclassification
rate):

mr0.2 =
4, 849
39, 592

= 0.12247 (12.25%) (11)

V. CONCLUSION
In our research, deep neural networks were assessed from
a perspective of credit card fraud alert reduction. The goal
was to reproduce the ability to capture and automate decision
criteria used by humans reported by previous literature.

A set of alerts triggered by an FDS (associated with sus-
picious transactions) were classified as either valid alerts,
representing real fraud cases, or wrong alerts, representing
false positives, by ten neural network architectures.

Optimal configuration (MLP2OH128H918) achieved an
alert reduction rate (threshold = 0.1) of 35.16% when cap-
turing 91.79% of fraud cases (8.21% misclassification rate),

and a reduction rate (threshold = 0.2) of 41.47% when cap-
turing 87.75% of fraud cases (12.25%misclassification rate).
It should be noted that such level of reduction would entail
a significant reduction in cost of human labor, because alerts
classified as false positives by the neural network wouldn’t
require human inspection.

Therefore, deep neural networks can be considered as a
promising choice for assisting fraud detection teams in pay-
ment organizations looking to achieve efficiencies in their
fraud investigations.
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