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A B S T R A C T   

Background: Syndromic surveillance with the use of Internet data has been used to track and forecast epidemics 
for the last two decades, using different sources from social media to search engine records. More recently, 
studies have addressed how the World Wide Web could be used as a valuable source for analysing the reactions of 
the public to outbreaks and revealing emotions and sentiment impact from certain events, notably that of 
pandemics. 
Objective: The objective of this research is to evaluate the capability of Twitter messages (tweets) in estimating the 
sentiment impact of COVID-19 cases in Greece in real time as related to cases. 
Methods: 153,528 tweets were gathered from 18,730 Twitter users totalling 2,840,024 words for exactly one year 
and were examined towards two sentimental lexicons: one in English language translated into Greek (using the 
Vader library) and one in Greek. We then used the specific sentimental ranking included in these lexicons to track 
i) the positive and negative impact of COVID-19 and ii) six types of sentiments: Surprise, Disgust, Anger, Happiness, 
Fear and Sadness and iii) the correlations between real cases of COVID-19 and sentiments and correlations be
tween sentiments and the volume of data. 
Results: Surprise (25.32%) mainly and secondly Disgust (19.88%) were found to be the prevailing sentiments of 
COVID-19. The correlation coefficient (R2) for the Vader lexicon is − 0.07454 related to cases and − 0.,70668 to 
the tweets, while the other lexicon had 0.167387 and − 0.93095 respectively, all measured at significance level of 
p < 0.01. Evidence shows that the sentiment does not correlate with the spread of COVID-19, possibly since the 
interest in COVID-19 declined after a certain time.   

1. Introduction 

From 2004, several studies have reported real-time estimation and 
prediction of epidemics with the use of data from the Internet. That 
previous research is in most cases directed to computing and analyzing 
the volume of this data to estimate the development of an infection in 
real time and to create rules for forecasts a few weeks ahead and, in most 
cases, a statistically significant correlation was found between the real 
development of epidemics and the volume of Internet data. It is observed 
(Samaras et al., 2020) that messages from social media (Twitter, Face
book, etc.) were used in over the half (50.89%) of the current literature 
from 2004 until 2020 in order to detect and predict the spread of in
fectious diseases, such as influenza, malaria, measles, etc., while senti
ment analysis in Twitter is a scientific research field which has relatively 
recently attracted an important research interest (Giachanou and Cres
tani, 2017). 

In a different direction, already from 1986, a major concern was 
expressed by Marvin Minksy (Minsky, 1986): the question is not weather 
machines can have any emotions, but weather can be intelligent without 
any emotions. Within this framework, sentiment analysis concerns the 
collection of a large amount of sentiment data, which can be useful in 
understanding the opinion of the people about a variety of topics, as 
these are discussed in the Web (Pantic et al., 2006). Sentiment analysis 
of social media has been discussed during the last decade (Agarwal et al., 
2011) by providing two major methodologies, separately or combined: 
knowledge-based systems based upon linguistics rules and statistical 
machine algorithms. 

From the year 2017, research has been exceeded on the fields of the 
relationship between emotion models and the artificial Intelligence 
(Bartneck et al., 2008), as well as the multilingual sentiment analysis (Lo 
et al., 2017). Furthermore, during the last couple of years, sentiment 
analysis of the Coronavirus disease of 2019 (COVID-19) pandemic has 
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raised renewed interest with an effort to gauge the performance of social 
media for sentiment metrics in association with the coronavirus 
pandemic, such as Twitter (Agarwal et al., 2011; Bartneck et al., 2008; 
Lo et al., 2017; Imran et al., 2022; Chen et al., 2022a,b; Huang et al., 
2022; Arbane et al., 2023; Kruspe et al., 2022; Okango and Mwambi, 
2022; Boon-Itt and Skunkan, 2020; Ridhwan and Hargreaves, 2021; 
Garcia and Berton, 2021) or Facebook (Catapang and Cleofas, 2022). 
Recent research also showed (Arbane et al., 2023) that 71% of Twitter 
users say they use it as source of news, which is evidence in favor of the 
argument that the effect of Twitter on shaping public opinion is 
significant. 

Apart from the above, many researchers suggest the use of modern 
neural networks and especially Long Short-Term Memory (LSTM) net
works to track and evaluate sentiments or other real-life applications of 
soft computing techniques in different research fields, such as the 
following: for stock price prediction (Swathi et al., 2022), e-commerce 
(Yadav et al., 2023), social media by using fusion model based on 
attention mechanism (Hongjie et al., 2022), aquacultural engineering 
(Ashkan et al., 2021), weather and climate with the application of 
spatiotemporal models for nonlinear distributed thermal processes 
(Yajun et al., 2020) or with the forecast of rainfall distribution based on 
fixed sliding window (Chen et al., 2022a,b). 

While most of the analysis and discussion pertains the English lan
guage or more widely-spoken languages across the world, previous 
research has not been much applied to other languages, such as Greek 
(Tsakalidis et al., 2018; Kydroset al., 2021; Kalamatianos et al., 2015). 
Greek language is not spoken all over the world, but it is the richest 
language of the world in terms of vocabulary (Github, 2021) and 
structure, consisting of more than 575,000 words, 7.32% more than the 
second (Czech) and 22.50% more than the third one (Hebrew/Israel). 

In general, sentiment analysis uses a lexicon to identify polarity in 
text fragments. The sentiment lexicon is usually a set of tokens including 
the key terms with a specific affective state, either positive, negative or 
neutral. These distinctions unfold the results of the procedure of clas
sifying a piece of text with respect to its sentiment (He & Zheng, 2019). 
Most popular (Gitub, cjhutto vaderSentiment, 2022) sentimental lexi
cons include a small portion of the entire vocabulary of each language. 
For example, the Vader Sentiment analysis tool (“Valence Aware Dic
tionary and sEntiment Reasoner”, Github, 2020) is a lexicon and rule- 
based sentiment analysis tool that is specifically attuned to sentiments 
expressed in social media (Github, 2022). This tool is written in Python 
programming language for use in Twitter and its English lexicon consists 
of 7,520 words. Another lexicon created by Adam Tsakalidis in collab
oration with Symeon Papadopoulos with the contribution of Ourania 
Voskaki, Kyriaki Ioannidou and Christina Boididou (Tsakalidis et al., 
2018; Github, 2020) and used by Nick Krystallis (Github, 2022) consists 
of 2,316 words and was used by programming R-language algorithms 
(Orduz, 2018). 

The aforesaid lexicons mostly include individual words, without 
suffixes or prefixes except from the Greek lexicon used by N. Krystallis, 
which contains 287 suffixes and prefixes. This means that this lexicon 
can track<3,000 words of the total Greek vocabulary. On the other 
hand, the English Vader lexicon, translated into Greek provides no suf
fixes and prefixes at all. Unlike the English language (and possibly other 
languages), the Greek language has a vocabulary consisting of many 
words that have different spelling in terms of the various grammar types, 
such as the verb, person, tense, grammatical number, participles, nouns, 
adjectives, etc. Particularly, the words “I love”, you love, they love” in 
English has the same word “love” after the personal pronouns, which 
denote the person of speaking or writing. On the contrast, the Greek 
language does not have this structure and different words are used to 
describe the above, e.g., “αγαπώ, αγαπάς, αγαπούν” accordingly. This 
mean that, to find the person, we must know the suffix of the word: “-ώ, 
-άς, -ούν”, and if we don’t, we can only track the Greek term only in the 
first-person, e.g., only the English equivalent of “I love” and not the 
others, such as “you love”, “he loves”, etc. This way, the exact person of 

the word meaning cannot be tracked in the Greek language, as the verb 
“love” is the same word for all grammatical persons in English, but 
different for Greek. The same can be said for the other grammatical 
variations of words, such as grammatical numbers, tenses, voices, cases 
and grammatical moods. 

With our work we examine the detection of sentiments regarding the 
COVID-19 in Greece by using Twitter messages written in the Greek 
language and try to deal with two specific problems: 

The structure of the Greek language, the grammatical types of which 
is different from more popular and more often-spoken languages, such as 
the English language, as described above. 

The decline of the interest over time regarding the COVID-19 
pandemic, as this was observed, not only through Twitter messages, 
but also through Google Trends. This resulted in a significantly less 
amount of Twitter messages after a certain period and, consequently, in 
less sentiments. 

To address the abovementioned problems, the main goals of our 
study are not to predict the trend of the mood among people at a certain 
time or case, but to showcase a set of methods of unveiling the senti
ments and their relation with the impact of the recent pandemic in 
Greece, accounting for the following aspects: 

Including both knowledge-based techniques based on the establish
ment of linguistic rules and techniques based on statistical 
measurements. 

Comparing this impact based on a less-spoken language and the 
sentiment ranking from different sentiment models, concretely, we used 
the lexicon of Vader and of Nick Krystallis (Nkryst lexicon). 

Extending the lexicons to have the capacity of tracking more words 
with person identification of the total Greek vocabulary inside the 
messages based on the term morpheme (μόρφημα) or theme (θέμα) of the 
morphology and linguistic theory. 

Examining a long period of an entire year, since in the current 
literature most researches have been conducted with data of smaller 
periods. 

Regarding the above-mentioned models, it must be said that both 
lexicons are capable of tracking the sentiments of COVID-19, negative, 
positive and neutral. Nevertheless, only the second one (of Nick Krys
tallis) can reveal specific sentiments and types of mood, such as Surprise, 
Disgust, Anger, Happiness, Fear and Sadness due to its special structure. 

Based on what we have already discussed in the Introduction, the 
research questions can be shown as follows: 

RQ1: The sentimental impact of COVID-19 follows the development 
of the pandemic. 

RQ2: Vader and modified Nkryst lexicons provide similar results. 
RQ3: Extracting sentimental results from the two tested electronic 

systems are comparable in computing resources. 
The rest of this paper is structured as follows. In Section 2 we present 

the method and tools (data, lexicons and method of analysis), while in 
Section 3 the results are shown in regard to the negative of positive 
sentiments. Section 4 contains the discussion on the findings described 
before and in Section 5 we show the conclusions and the outlook of the 
current study. 

2. Methods and tools 

2.1. Data 

Twitter is a social media platform with more than 500 million daily 
tweets worldwide and around 200 billion tweets per year (Internet live 
stats, 2023). We obtained data from this social network including 
153,528 tweets from 27.09.2020 until 26.09.2021. The selection of this 
period was driven by the period of application of restricted or confine
ment measures among the population, such as closing of borders or 
businesses, working from home, restriction of movements, mask 
mandate or vaccination suggestion or even obligation for some specific 
age groups (e.g., over 60 years of age). 
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The tweets were obtained by using a specific library of the Twitter 
Streaming Application Programming Interface (API) named Tweepy 
(Tweepy.org, 2021; Hasan et al., 2018) written in the Python pro
gramming language (Tsakalidis et al., 2018). On the other hand, the 
official epidemiological data for COVID-19 was found from the Euro
pean Center for Disease Prevention and Control-ECDC (ECDC, 2021). 
Both data sets were obtained real-time in an integrated software running 
as a computer application in a computer server 24/7. 

ECDC, as well as other health agencies or organizations, such as the 
World Health Organization (WHO), the American Centers of Disease 
Control and Prevention (CDC), etc. publish data mainly on weekly basis 
(e.g., Influenza, World Health Organization-WHO, 2021) or monthly 
basis (e.g., Measles, ECDC, 2023), as this is the official epidemiological 
method of analyzing the data. However, in the case of COVID-19, 
through ECDC either weekly or daily data can be found; the weekly 
data include all countries of the world, while the daily only the countries 
of the European Union. We gathered weekly data because weekly 
monitoring is the most common method, and we wanted to have 
epidemiological data for all countries. 

Regarding the data structure, Twitter messages include the day and 
time, the user, and the text, while the data from ECDC have COVID-19 
weekly cases per 100,000 people. 

Lexicon. 
To be able to track all the words in all the previously mentioned 

grammatical types we have built modified lexicons and tested in two 
computational systems: One built in Python by using the Vader tools and 
another one written in VB.NET for NetCore 3.1 (Microsoft, 2022), which 
is cross-platform and, along with Net Framework 6.0 (Microsoft, 2021), 
is at least twice as fast as the previous Net frameworks for Windows of 
4.7 or previous (Microsoft, 2020). 

Two lexicons were used, one for the Python script with the Vader 
library and another one that it was used by Nick Krystallis (Nkryst). Both 
lexicons include the term (the key word) and its sentimental ranking, 
called Polarity. The Vader system has the Compound Polarity, which is 
the overall sentimental ranking and the individual elements of Positive, 
Negative and Neutral ranking. NKryst lexicon consists of the following: 

The term. 
The word type in grammar (Verb, Noun, Adjective, etc.). 
The overall fixed polarity ranking (positive, negative and neutral). 
The sentimental rankings (mood) of six types: Anger, Disgust, Fear, 

Happiness, Sadness and Surprise. 
The specific indication of the grammar types is shown in the 

following table (Table 1): 
We used the same polarities and sentiment ranking of the original 

lexicon, but we performed an extension of it, in order to include more 
words. To extend this lexicon, we based on the term theme or morpheme 
(greek-language.gr, 2008). The morpheme in morphology and linguistic 
theory in general refers to the minimal component of the word that has 
meaning or grammatical function. The study of formats begins system
atically with the American Construction and its main representative 
(Bloomfield, 1933; Suping, 2017). From this minimal component, all 
other words are derived with the other word variations, such as persons 

(first, second and third), grammatical numbers (singular and plural), 
tenses (present, past and future), voices (active and passive), cases 
(nominative, accusative and genitive) and grammatical moods (indica
tive, interrogative, imperative, subjunctive, injunctive, optative, and 
potential). 

To be able to track the morpheme, we must isolate it from its suffix 
and, sometimes, from the prefix. Suffixes, in general, rely on the all the 
above-mentioned grammar types of the word, except from some types 
such as the particles, conjunctions, adverbs, etc. The mechanics and 
rules of isolating each word from its suffixes can be described as in the 
following table (Table 2): 

By creating the modified lexicon, although the words listed are of the 
same number (2,315), we managed these words to totally capture 
109,121 words of the official Greek dictionary for the Greek lexicon and 
94,240 words for the translated Vader lexicon, that means almost 40 
times more than the original one. This procedure can create more 
detailed and precise sentimental results, by simulating a large part of the 
official dictionary of about 20% (of the total number of the Greek words, 
instead of 0.40% of the original lexicon. Furthermore, this lexicon can be 
used in every programming IDE (integrated Development Environment) 
in a simply way to detect words inside any text, without losing its po
tential and the key elements initially provided by the developers of it. 

2.2. Analysis 

Our analysis consists of comparisons of the two lexicons and elec
tronic systems. First, we performed the polarity comparison between 
Vader and Nkryst lexicons. This includes the following:  

• Total Polarity: It is the overall score as calculated by the two 
different electronic systems. For Vader it is called compound polarity 
and for Nkryst Fixed polarity. These values were transformed in 
percentage (from 0 to 100%) to eliminate the scale differences and, 
therefore, to be able to be compared to each other. The trans
formation formula is given by the following equation 

p = Pn/max(P1… P53)% (1)  

where p = the calculated polarity, Pn = the polarity of each week and 
max (P1… P53) % is the maximum value observed in the entire time 
series. Similar technique is used by Google for the results on the search 
volume on terms submitted in their search engine (Google Trends, 
2021). 

Polarity vs COVID-19 cases: This is performed to depict the previous 
values against the development of COVID-19 in Greece, as this is 
measured by the official weekly cases. 

Positive and negative polarity: Because both systems and lexicons 
can express two different values for positive and negative polarity, it is 
important to show their values and their average deviation to show how 
much bigger (or lower) are the positive sentiments related to the 
negative ones. We may at first find awkward that a pandemic would 
show positive sentiments, but this may have its explanation as it will be 
described in the results Section. 

The average deviation of the positive values as related with the 
negative is calculated by using the following equation 

dev =
1

52
∑52

i=1

|ni|

P
− 1 (2)  

where dev = is the average deviation of the negative values, n the 
negative value of each week and p is the negative value respectively.  

• Sentiments: There is a separate calculation of the six sentiments 
measures by the second system: Surprise, Disgust, Anger, Happiness, 
Fear and Sadness 

Table 1 
Grammar types.  

# Types Explanation 

1 VERB Verb 
2 NOUN Noun 
3 ADJ Adjective 
4 PRON Pronoun 
5 ADV Adverbe 
6 CONJ Conjuction 
7 INJ Injective, exclamation 
8 PART Participle 
9 PTCL Particle 
10 OTHER Synthetic/prefixes  
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• Statistical correlations: to test how the values of Vader and Nkryst 
systems are related to the real COVID-19 cases, we performed two 
statistical correlation calculations: one for the polarity data to the 
real cases and second of the polarity data to the volume of tweets. 
The following equation shows in detail these calculations: 

R −

∑n

t=1
(Xt − X)(Yt − Y)

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

t=1
(Xt − X)2 ∑n

t=1
(Yt − Y)2

√ (3)  

where Rxy is the Pearson Correlation Coefficient, Y are the real COVID- 
19 cases for the first measurement or the Twitter volume for the second 
measurement, y stands for the mean (expected) values of COVID-19 
cases, while X represents the values of polarity for cases and × is the 
mean (expected) polarity values. These measurements were made to 
investigate the relation of the statistical distributions of the pandemic 
with the sentiment development within the same time frame of one year, 
meaning that, if a correlation is high, the bigger increase can be 
observed in the development of a pandemic and the more sentiments can 
be found (negative at most and perhaps more positive) and vice versa 
and with the same rate. 

Technical measurement: Finally, we measured the execution time of 
the applications written in Python and VB.NET to compare which is the 
faster. This was done by applying the methods available in each pro
graming language, for Python version 3.9.5 and NetCore. 

At this point, as far polarity and the Vader system are concerned, we 
should distinguish two terms: the fixed polarity and the compound po
larity. The first depicts the metrics of a specific type of sentiment, e.g., 
positive, negative or neutral, while the latter concerns the overall score, 
which is measured by this algorithm. In most cases it is not the same, as 
the second one is measured regardless of the first, while a specific sen
tence may have multiple measurements, e.g., a neutral polarity greater 
than 0 and a compound polarity greater than 0, but with different rates. 
The following output from the Vader system exactly reveals this for the 
sentence “Today is a nice day” or in Greek “Σήμερα είναι μια ωραία 
ημέρα”: 

3. Enter sentence: 

Σήμερα είναι μια ωραία ημέρα. 
Sentence Overall Rated As Positive. 
{’neg’: 0.0, ’neu’: 0.563, ’pos’: 0.437, ’compound’: 0.4767}. 
Enter sentence: 
According to Hutto and Gilbert (2014), the Compound score is a 

metric that calculates the sum of all the lexicon ratings which have been 
normalized. Its value is rated from − 1 to 1 (extreme negative to extreme 
positive) and can be calculated as of the following equitation: 

x =
x

̅̅̅̅̅̅̅̅̅̅̅̅̅
x2 − a

√ (4)  

where: 

x = is the sum of valence scores of the constituent words and. 
α = the normalization constant (default value = 15). 

Table 2 
Rules to determine the suffixes.  

# word type has suffix gender/voice suffices char length grammar type 

1 ADJ/NOUN yes male “-ος,-ός,-ης,-ής,-ας,-άς” last 2 characters first person, singular number, nominative case 

female “-α,-ά,-η,-ή” last one character first person, singular number, nominative case 

neutral “-ι,-ί,-ο,-ό”  first person, singular number, nominative case 

irregular types “-ώς,-ού,-ούς”, e.t.c last one or 2 characters first person, singular number, nominative case 

2 PART yes male “-ων,-ών,-ος” last 2 characters singular number, present tense 

female “-ουσα,-ούσα,ή” last one or 4 characters singular number, present tense 

neutral “-ούν,-ο” last one or 3 characters singular number, present tense 

3 VERB yes active “-ω,-ώ” last one character singular number, present tense 

passive “-μια,-ομαι” last one or 3 characters singular number, present tense 

4 PRON yes various various usually the last character various grammatical numbers 

5 ADV no     

6 INJ no     

7 PTCL    

8 CONJ    

9 OTHER no (synthetics or prefixes)     

Notes: 
Although some Greek words have some other suffixes, such as “-ις, -υς” for words of a male gender, we do not include these, as these are not found in this lexicon and 
are mainly archaic words. 
Infinitives are not included as they are not present in the original lexicon of Krystallis. 

Fig. 1. Compound vs. Fixed Polarity.  
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4. Results 

4.1. Total Polarity 

As shown in Fig. 1, the polarity distributions are different after 
March until April of 2021. The same can be noticed in the next com
parisons. Indeed, there is a very big difference between the two different 
lexicons. Vader shows high values during the 11th week of the year 
2021, which is the year’s highest (100%), while the other lexicon shows 
only 24.74%. 

This figure shows the comparison of polarity of both lexicons used. 
Indeed, both lexicons show a very similar development until January 
2021, where the results follow a similar distribution, while from 
February until mid of April of the same year, there are significance 
differences. The second lexicon (Nkryst) shows a very high polarity 
during March of around four times more than the first one (vader). This 
is important, given that the first lexicon can show positive or negative 
sentiments, while the second one can extend this analysis and reveal the 
real attitude of people (such as anger, disgust etc.), as it will be shown 
below. 

4.2. Polarity and COVID-19 

The analysis of polarities versus COVID-19 cases showed that the first 
wave of COVID-19 (November 2020) can be captured with both systems, 
but the second one (March 2021) can be partly captured only with Vader 
two weeks before (in March at the 11th week of the year, instead of 
April), while the third one (August 2021) cannot be identified by any of 
these two systems. These observations can be seen in the Fig. 2. 

The above observation may be weird, but if we look at the interest of 
COVID-19 over time, we can see that, maybe for the first time in epi
demics, this interest keeps decreasing after a certain time point, i.e., 
November of 2020. This strange behavior of people can be either be 
shown by the Twitter messages volume we have gathered from Greece 
and by the Google Trends for the whole world by using the search term 
“COVID-19”, as showed in Fig. 3. 

The correlation coefficients found for these two polarities sets of 
values, can be shown in the following table (Table 3): 

From the above table, the correlations in both systems are high and 
significant at significance level of p < 0.01. This means that, the senti
ments are well calculated according to the Twitter data. What is more 
interesting is that, as much the cases increase, the more the negative 
sentiments are observed. This is denoted by the negative values of the 
coefficients. 

4.3. Positive and negative polarity 

As may be expected, in an adverse and unprecedented event, such as 
the pandemic of COVID-19, the values of the negative polarity are much 
higher than those of the positive, as is shown in Fig. 4. Furthermore, we 
notice the following: 

Both systems show some of sort of positive sentiments, although 
significantly lower than the negative ones. 

The maximum polarity values are different since the two metrics use 
different ranking. 

The average deviation in Vader is around 2.56 while in Nkryst is even 
higher 7.75. 

Fig. 4 indicates the comparison between positive and negative po
larity of the lexicons. We can see that both systems show lower positive 
sentiments and we can observe the differences related to the ratio of the 
positive sentiments and the negative sentiments. The ratio of the posi
tive sentiments (blue line) /negative (red line) is 0,330074636 in ab
solute value for the first lexicon (vader) and 0,113952214 for the second 
(Nkryst). This means that it is around one third for the first one, while is 
around one ninth in the second one, which is even more significant. We 
must notice though that, the secondary axis in the second graph on the 
right is scaled from 0 to − 3000, while the first one on the left is scaled 
from 0 to − 1000. 

4.4. Sentiments 

The sentiments extracted by using the NKryst lexicon can be shown 
in Fig. 5. The main findings regarding the different systems we used, can 
be summarized as follows: 

Both systems can show negative and positive sentiments, but only the 
one based on the Nkryst lexicon have the capability of breaking down of 
specific sentiments. 

The development of all sentiments follows the distribution of the 
fixed polarity. Disgust, Anger, Fear, Sadness can be classified as negative 
sentiments, and happiness is a positive one. Surprise can be either pos
itive or negative. 

Both systems show extremely negative sentiments during November 
of 2020, with the maximum values observed in the 44th week of 2020 
for Vader and the 46th week of 2020 for the second system. This is 
normal as, during the weeks from 44 to 46 of the year 2020, the most 
COVID-19 cases were identified in Greece; 10,208, 15,918, 17,829 
respectively for the 44, 45 and 46th week (in addition of 17,938 cases in 
the 47th week). The prevailed sentiment is “surprise” (25.32%), the less 
noticed sentiment is “sadness” (8.5%), while “fear” is also too low 
(13.03%). 

The overall sentiments can be summarized in Fig. 5: 
The overall portion of sentiments can be found in the following 

Table 4: 
As shown in the above table, regarding positive and negative, the 

prominent type could not be other than the negative, bearing in mind 
that, after all, a pandemic is not a convenient situation for anyone in any 
case. 

The execution time of these different systems are away far different. 
Python script took 1,438.46 s (around 24 min) to extract the results, 
while the system written in VB.NET for Net Core 3.1 was almost eight 
times faster, meaning only 217.32 s (around three and a half minutes), 
while, by using parallel programming and exploiting all the eight cores 

Fig. 2. Polarity vs COVID-19 cases.  
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and 16 threads of the Central Processing Unit (CPU), it took only 20.69 s. 
This means, that if we can use a more powerful machine consisting of 
two processors of 64 cores and 128 threads each, we could possibly 
perform an analysis of ten million Twitter messages in less than two 
minutes or around 84 s. 

5. Discussion 

5.1. Evidence of decreasing interest 

As mentioned above, the sentimental values (positive, negative or 
other specific) are subjected to the development of the tweets over time. 
Since Internet data can reveal the interest among people, it is logical 
that, if this drops, all sentiments should drop as well. Particularly for the 
Greek case, the continuously decreasing interest over time resulted in 
capturing less sentiments after November of 2020, especially the nega
tive ones. Furthermore, the interest, as found from Twitter from 
September of 2021, has now decreased into the level of around 20% of 
the total weekly interest of the period of November 2020. It’ s the first 
time we experience a behavior like this, but this can be justified by the 
following reasons: 

From 27 December of 2020 (National Public Health Organization, 
2021), the vaccination program was initiated in Greece and until the 
26th of September of 2021, around 60% (59.91%) of people have 
received full vaccination of two doses (emvolio.gov.gr, 2021). 

From 11 of October of 2020, it was announced that no more lock
downs would be applied in the country (Kathmerini, 2021). 

People may have got tired from the repeated measures and lock
downs and express less interest. 

People are now experienced and have developed a strong self- 
awareness on how to take care and protect themselves from the virus. 

Regarding the period of March of 2021, in which Vader polarity 
seems so high for the negative sentiments, we must note that, during this 
month, a new record was broken in Greece; about 70,000 cases and 
1,589 deaths were reported, a lot more than the 66,020 reported cases of 
November 2020. 

Fig. 3. COVID-19 interest over time (Greece and Worldwide).  

Table 3 
Correlation coefficients.  

Lexicons R signifigant 

Vader and cases − 0,70668 yes 
Nkryst and cases − 0,93095 yes  

Fig. 4. Positive and negative polarity of the lexicons.  

Fig. 5. COVID-19 sentiments.  

Table 4 
The decomposition of sentiments of each type.  

Type Vader % 

postive 21,924  13.11% 
negative 49,839  29.79% 
neutral 95,530  57.10% 
Total 167,293  100.00%  

L. Samaras et al.                                                                                                                                                                                                                                



Expert Systems With Applications 230 (2023) 120577

7

5.2. Sentiment tracking 

Tracking the sentiments through the Web is possible providing that 
there is an appropriate ranking system and a mechanism to evaluate 
events reported on the Web (blogs, social media, etc.). Our research 
contribution lays on the following: 

For the first time for Greece there are specific results for a period of 
an entire year. 

The proposal for extending a lexicon to track about 20% of the total 
words of the Greek vocabulary may lead to get more reliable data 
samples for sentimental analysis. 

The comparison of two different systems, regarding their technical 
characteristics and sentiment ranking. 

In addition, unlike other cases of COVID-19 in other countries (e.g., 
Singapore), the positive polarity found in Greece is even lower than 
other countries. From the Vader system, they are less than one third of 
the total tweets in Singapore according to the work of Ridhwan and 
Hargreaves (2021), while from the other lexicon the positive is below 
the 1/8 of the total. 

We agree with Garcia and Berton (Garcia and Berton, 2021) that is 
important to understand public reactions, information dissemination 
and consensus expressed by all forms and means (such as the social 
media) across all countries, but this may have a significant impact or 
influenced by critical Government interventions or decisions related to 
public health and also a phycological impact to individuals because of 
these decisions and interventions, especially for negative sentiments, 
such as anger or fear (Brooks et al., 2020). 

Concerning the results, comparing to the findings on the recent work 
of Imran et al. (2022), despite we use much less data since Greece is a 
much smaller country, we conclude to the same result for the association 
of positive and negative sentiments; that the negative ones are at least 
twice more. In the above-mentioned study, the researchers examined 
almost two billion tweets and found that 52.31% are negative, while the 
positive are only 13.92% and ours are 29.79% and 13.11% respectively. 
Although our rate is smaller, the negative ones are almost the same 
(around 13%). 

Our study includes measurements after the first lockdown in Greece 
in March 4th 2020. Another work by Barkur and Vibha (2020) of pro
vides evidence from the national lockdown in India from March 25th to 
March 28th 2020. A total of 24,000 tweets were considered for the 
analysis. While the amount of the Twitter messages is a lot less, these are 
focused only on four days, meaning the first days of the first lockdown. 
The results of this study revealed that the positive sentiments were the 
most, as such people were expecting such a measure as lockdown to 
contain the spread of the virus. The positive sentiments were more than 
twice of the negative ones (total score around 23,000 versus less than 
around 10,000 of the negative), while “trust” was shown to prevail 
(around 17,000). “Disgust” was the lower sentiment score with around 
3,000, while “surprsise” was next with about 3,500 and “sadness” follow 
with 6,500. In any case, these results are the opposite of those found in 
Greece. 

5.3. Limitations: lexicons and privacy 

By taking advantage of the morphology and linguistic theory, we can 
construct rules and computer systems to capture the sentiments inside a 
text. The next step and, as it seems the most difficult part of these pro
cedures, is to aggregate the semantic orientation, or estimate values of 
individual words found in a text. And, according to work of Taboada 
(Taboada, 2016), there is an important way to do so: the Discourse 
patterns, but in relation to an extending procedure through finding re
lations of concession and conditions as proposed by some theories, e.g., 
a condition relation will limit the extent of a positive evaluation (Mann 
and Thompson, 1988). No matter what language we use, there may be 
similar rules of evaluating a text or individual words, but as we show for 
the Greek language, it may require additional patterns for each different 

language. In any case, we think that if we can improve lexicons to track 
as many as possible words of a certain language vocabulary, the most 
reliable data samples we may get out of this procedure, since we can take 
advantage of a bigger part of this language vocabulary. However, the 
proper selection of the key words of phrases towards a sentimental 
tracking remains critical. 

Apart from the lexicon building, another issue refers to public health 
and privacy. What social media have as advantage is at the same time a 
drawback: the ability to identify, not only the general trend, but also 
specific personal information, such as the username, the message itself 
and the location which this comes from, at least whenever this infor
mation is available. The capability of collecting mass personal infor
mation from electronic systems for individual identification, 
advertisement, and tracking through multiple channels, like wearable 
devices, microphones, heart and respiratory monitors, and user in
teractions is something that nowadays is observed to the extent that we 
have never seen before (Data Privacy Manager, 2021). While public 
health can certainly benefit from electronic systems of this kind, ac
cording to the American Psychological Association, the danger of 
extracting personal data could result in providing an intimate window 
into a person’s life by revealing, not only one person’s particular 
movements, but through them his familial, political, professional, reli
gious, and sexual associations by constructing individual profiles 
possibly for non-health purposes (Robbennolt, 2020). 

Aside from the above, as regards the knowledge-based ruling and 
methods, we could lay down two remarks, as already discussed in the 
work of by Pantic et al.: 

The first has to do with the linguistic analysis and rules. For example, 
as we presented in the analysis Section (Section 2.3), a knowledge base 
can correctly classify the sentence “This is a nice day” as being happy 
and positive, but it is attainable or possible to fail on a sentence like 
“Today wasn’t a nice day at all”. 

In some cases, the opposite meaning of an unhappy day, as in the 
previous paragraph, could not lead into a negative sentiment (as it might 
be expected) and this is the reason of so many neutral sentiments, 
observed by us and by other researchers as well. On the other side, while 
Pantic et al. propose the concurrent use of language-based techniques 
along with statistical processing, even then it is feasible to achieve a 
dissolution of the sentiments, enough to reveal the impact of a certain 
situation to the people, such as the case of a pandemic. 

For instance, if we simply put into Vader the sentence “Today is not a 
nice day” in Greek (“σήμερα δεν είναι ωραία μέρα”, we get a neutral po
larity of 0.563 and a positive of 0.437. Also, if we enter the sentence 
“today is not a nice day at all” in Greek (“Σήμερα δεν είναι καθόλoυ μια 
ωραία μέρα”) the result is not also the expected one with a polarity of 
neu’: 0.659, ’pos’: 0.341. It seems that the use of the negative verbs or 
particles (“is not”, “do not”) may cause this effect. 

Conclusions and outlook. 
Sentiment tracking has been of a great interest during the last years 

of research. With our work we tried to deal with specific problems, 
regarding the Greek language and the development of Twitter messages 
in a long period of one year within the pandemic. 

By using, extending and comparing two different implementations 
and lexicons to extract sentiments of the ongoing COVID-19 pandemic, 
we found that, as expected, negative sentiments in Vader dominate 
almost three times more than the positive ones and about nine times 
more when using the Nkryst modified system. Moreover, the polarity 
calculated by both systems does not follow the exact development of the 
COVID-19 pandemic, since the interest of people for COVID-19 has 
dropped to almost 20% of what it was observed during the year of 2020, 
despite that COVID-19 had three major waves from late September of 
2020. This happens because, if we correlate the data volume (Twitter 
messages or possibly Google search engine data) to the epidemiological 
data (COVID-19 cases), the correlation coefficient is very low (R2 is 
0,167387), although it seems higher during the first four months of the 
examination period from September 2020 until January 2021, i.e., 
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before the interest of the time drops a lot. This is the opposite of what 
was found in similar other cases when correlating just the volume of the 
data from the Internet, e.g., Twitter with epidemiological data on 
various infectious diseases, e.g., influenza, malaria, scarlet fever or 
measles. Fortunately, this does not cause the absence of the sentiment 
tracking. 

By using sentiment analysis, we managed to evaluate the sentiments 
for the entire time series of a period of exactly one year and found that 
negative emotions were the most frequent, as an epidemic situation is 
doubtful to cause the opposite. Concretely, surprise and disgust were the 
prevalent sentiments. 

Although we did not change the total number of the words inside the 
lexicons we used, we managed these words to have the potential to 
capture totally at least around 100,000 words of the official Greek dic
tionary with different grammatical types or patterns. 

As mentioned in the Discussion Section, the most difficult task is to 
be able to evaluate each word or sentence or even an entire text inside a 
text and this should be done as fast as possible, given that the data from 
the Twitter could concern bigger countries than Greece with al lot of 
more messages. The Python script took totally much more time (almost 
24 min, although in Linux the total time was reduced by around 40%) to 
extract results than the system written for NET Core environment 
(almost three and a half minutes for a single thread application and 
around twenty seconds by a multithread algorithm). 

Finally, it should be considered that sentiments are generally influ
enced by the individual situation of a person, but also by the external 
environment, such as the health conditions or the policy implementation 
by Governments or health organizations, while some policies could 
result in a severe phycological impact among people. We should not 
forget the proposition of the recent research by Huang et al. (2022), that 
mining and analyzing social networks should be done in a quick and 
immediate way in order to accomplish early warning and detection, 
which in turn could lead in human mobility monitoring by measuring 
public attitudes and emotions and, consequently, avoiding misinfor
mation, detestation, social unrest and possible violent behaviors. This 
and many previous studies discuss the sentiment analysis of one given 
epidemic or pandemic, such as COVID-19. Towards a possible future 
work, it would be interested to extend this analysis about the occurrence 
of different types of infectious events, such as epidemics, pandemics, 
viruses or outbreaks, during a major time frame, e.g., during the last 10 
years, in order to retrieve resemblances or differences (Alamoodi et al., 
2021). Furthermore, it would also be interesting to perform a compar
ative study on the main models used so far; the lexicon-based, machine 
learning-based, hybrid-based and individuals’ models. 

In another direction, as previous said in the Discussion section, a 
hard task is the aggregation of the semantic orientation, because values 
of individual words found in a text are subjected to errors or difficulties 
to be detected. Such cases are the detection of irony and sarcasm. 
Therefore, it would be very interesting to use some methods to detect 
these by using Feature Fusion and Ensemble Classifier (Keerthi Kumar & 
Harish, 2019) or with other specific language resources, such as 
morphological dictionaries, sentiment lexicon, lexicon of markers and a 
WordNet based ontology (Mladenovic, 2017). We could also explore the 
concepts of unexpectedness and contradiction that seems to be frequent 
in expressions (Potamias et al., 2020). 
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