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Abstract
Whereas prototypical conceptions of translation and interpreting as two separate and distinct entities are still being upheld in 
different contexts, the professional reality shows a less clear-cut picture. Given the relentless advancement of technological 
innovation and the important role played by (media) accessibility in society, translation, interpreting and accessibility are in a 
state of flux, with increasingly blurring boundaries between them. Interpreting is not only concerned with spoken and signed 
modalities, but also with written target texts, which links it to audio–visual translation. In turn, audio–visual translation is no 
longer only about dubbing and subtitling films from one language to another. It now covers the provision of intra- and inter-
lingual translation for live programmes and live events for users who have no access to the original version (be it for linguistic, 
sensory-related or other reasons). Speech-to-text interpreting (STTI), also referred to as live subtitling, is a communication-
enabling service that allows the production of written access to live events or programmes for people with and without hearing 
loss. It thus brings together translation, interpreting and accessibility. The aim of this paper is to introduce STTI for readers 
who may not be familiar with it and to delve into interlingual live subtitling (ILS), and more specifically to explore the research 
carried out to date about this new technique, its professional development and the way in which it is being trained.

Keywords Accessibility · Speech-to-text interpreting (STTI) · Interlingual live subtitling (ILS) · Intralingual and 
interlingual respeaking · Automatic speech recognition (ASR) · Machine translation (MT)

1 Introduction

As contemporary societies become increasingly globalised, 
technologised, diverse and inclusive (at least in theory), 
forms of communication are also changing. Translation and 
interpreting, a discipline concerned with communication 
across cultures and languages, is no stranger to this state 
of flux. Until now, the boundaries between the two areas 
were kept clear by training institutions such as universities, 
most of which distinguish between modules and subjects 
about translation and those devoted to interpreting. The same 
goes for standardisation bodies such as the committees in 
charge of the ISO standards for interpreting, which define 
the latter as the “rendering of spoken or signed information 

from a source language to a target language in oral or signed 
form” (ISO 20212018:8). There is no room for any interac-
tion between interpreting and the written word in the target 
language.

However, reality is showing a much more hybrid sce-
nario, as shown in Fig. 1, produced by Pöchhacker and 
Romero-Fresco for the EU-funded project Interlingual Live 
Subtitling for Access (ILSA). The contents of the figure will 
be discussed below, but suffice it to say now that the produc-
tion of subtitles for live TV programmes/events, known as 
speech-to-text interpreting (STTI) or live subtitling, bears 
witness to a healthy and vibrant relationship between inter-
preting and the written word, operating at the crossroads 
between (audio–visual) translation and media accessibility.

The aim of this paper is to introduce STTI or live subti-
tling as a (relatively) new form of communication that can 
help bring down established barriers (Sect. 2) and to provide 
an analysis of how interlingual live subtitling is currently 
being approached in terms of research (Sect. 3), professional 
practice (Sect. 4) and training (Sect. 5).
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2  What are STTI and ILS?

STTI, known in different countries and contexts as live 
subtitling or live/real-time captioning, involves the pro-
duction of a written version of a spoken message while 
it is being delivered. It is a form of diamesic translation 
[1], that is, a change in language mode, in this case from 
speech to writing. STTI has a relatively long tradition as an 
intralingual communication service for deaf and hard-of-
hearing people [2], but it is now also used interlingually in 
a wide range of settings (e.g. TV, conferences, workplace, 
political, educational), event types (e.g. breaking news, 
business meetings, parliamentary debates, classroom inter-
action, museum tours, etc.) and formats (e.g. one speaker, 
multiparty interaction, etc.) [3]. In STTI, an interpreter 
listens to the original soundtrack of a programme or event 
and produces a written transcription (either edited or ver-
batim, but in the same language) or a written translation 
(into another language) using a keyboard, a stenotyping 
machine or speech recognition software. The latter option 
requires respeaking, that is, an interpreter (respeaker) who 
dictates or translates what is being said, adding punctua-
tion marks, to the speech recognition software, which dis-
plays the output as text on screen [4].

As noted above, when produced intralingually, STTI 
does not consist of a mere process of repetition or tran-
scription. STT interpreters are often forced to edit and 

rephrase the source text (for instance because they cannot 
keep up with the speaker’s speech rate) and are normally 
expected to add information for viewers with hearing loss, 
such as identification of different speakers and descriptions 
of sounds. Until recently, and with the exception of some 
European countries where live events are subtitled intra-
lingually through keyboards, most intralingual live sub-
titling for either TV programmes or live events has been 
produced through stenotyping (especially in countries such 
as the USA and Canada) or respeaking, which has taken 
over as the most common method [5]. Over the past few 
years, some companies and TV stations are also beginning 
to test and use fully automatic subtitles, which use speech 
recognition technology to transcribe the speaker’s voice 
directly, without intervention from an interpreter [6].

As for interlingual STTI or interlingual live subtitling 
(ILS), the topic of this paper, it can also be done by com-
bining different techniques and professionals with various 
degrees of human–machine interaction, for example, in a 
hypothetical scenario of English into Spanish translation:

• Interlingual respeaking: a single STT interpreter listens 
to the source text in English and dictates it into Spanish 
to a speech recognition software;

• Simultaneous interpreting and intralingual respeaking: 
a simultaneous interpreter translates the English audio 
into Spanish audio and an intralingual respeaker turns 
the Spanish audio into Spanish subtitles;

Fig. 1  Position of speech-to-text interpreting (live (sub)titling) in the translation, interpreting and media accessibility map
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• Simultaneous interpreting and automatic speech recog-
nition (ASR): a simultaneous interpreter translates the 
English audio into Spanish audio and an ASR engine 
turns the Spanish audio into Spanish subtitles;

• Intralingual respeaking and machine translation (MT): an 
intralingual respeaker turns the English audio into Eng-
lish subtitles and a MT engine turns the English subtitles 
into Spanish subtitles;

• A fifth method or workflow is the combination of ASR 
(to transcribe English audio into English subtitles) and 
MT (to translate English subtitles into Spanish subtitles). 
This is a fully automatic method that does not involve any 
direct human intervention.

3  Research on STTI and ILS

Research studies comparing the efficiency of different ILS 
workflows are only now beginning to take off, but there are 
relevant precedents whose origins can be traced back to the 
end of the past century.

A pioneering experiment was conducted in 1988 by Kurz 
and Katschinka [7] involving the simultaneous interpreting 
of English audio into German audio and the subsequent 
production of German subtitles by a professional subtitler. 
Den Boer [8] and de Korte [9] presented the results of a 
similar experience in the Netherlands in the 1990s with the 
participation of two teams of two subtitlers: one would do 
the simultaneous interpreting of the verbal message from 
English into Dutch, while the other subtitler would type the 
subtitles using a special type of keyboard known as Velo-
type. In both cases, the results showed that one major hurdle 
for the audience was an excessive delay between the produc-
tion of the source text and the moment in which the subtitles 
were shown on the screen [10].

3.1  Recent studies

One of the most recent analyses of the quality of different 
ILS methods was conducted by Eugeni in 2020 [11] dur-
ing the course of an international conference. Using this 
natural environment enabled Eugeni to provide insight into 
a number of real-life but non-comparable situations from an 
experimental standpoint, with source texts in different lan-
guages and translation in different directions, but with very 
interesting implications for the purpose of this paper. Eugeni 
tested 5 different workflows: (1) simultaneous interpreting 
and stenotyping, (2) interlingual velotyping, (3) intralingual 
velotyping and MT, (4) intralingual respeaking and MT and 
(5) ASR plus MT plus live editing. His results, included in 
Table 1, show that the most efficient workflow is 1, whereas 
the least efficient one is 3, followed by 5. This latter finding 

may be seen as somewhat unexpected, as this is the only 
workflow that requires three agents (or resources).

In 2021, Daniela Eichmeyer-Hell [12] compared the qual-
ity (in terms of accuracy and user preference) of the intra-
lingual subtitles in German provided by respeakers and typ-
ists in a natural environment as well. Although Eichmeyer’s 
study did not include the analysis of interlingual subtitles, 
it may still be considered pertinent, as one of the workflows 
she analysed (intralingual respeaking) is very relevant for 
the purpose of this article. Eichmeyer looked at the quality 
of the subtitles produced by professional subtitlers, either 
using a conventional keyboard or through respeaking. The 
results showed that the respoken subtitles were 12% more 
accurate—as measured with the IRA model [12]—than 
those produced by a conventional keyboard. The participants 
pointed at the delay between the source text and the subtitles 
as one of the main aspects to be improved, a reminder of 
the fact that effective communication is not just a matter of 
linguistic accuracy, but rather the result of a combination of 
factors that make up the overall users’ experience.

Also in 2021, Pablo Romero-Fresco and Luis Alonso-
Bacigalupe [13] put to the test five workflows for the pro-
duction of ILS. One of the distinctive characteristics of this 
study is that, as in the case of Eichmeyer’s, the participants 
were experienced professionals, including two conference 
interpreters with more than 20 years of experience in the 
field, two professional intralingual respeakers and two 
professional interlingual respeakers. Romero-Fresco and 
Alonso-Bacigalupe tested the efficiency (in terms of accu-
racy, delay and cost) of the following five ILS workflows: 
(1) interlingual respeaking; (2) simultaneous interpreting 
and intralingual respeaking; (3) simultaneous interpret-
ing and ASR; (4) intralingual respeaking and MT; and (5) 
ASR and MT. The experiment was done entirely online and 
involved one single language combination (EN–ES). Accu-
racy was measured using the NTR Model [14]. The results 
showed that three of the workflows (1, 2 and 4) were beyond 
the acceptability threshold of 98% according to the NTR 
model. However, the analysis of delay and cost yielded a 
much more nuanced scenario that may limit the potential 
usefulness and acceptability of some of the workflows. As 
far as delay is concerned, workflow 5 (the worst in terms 
of accuracy) ranked first, workflows 1, 3 and 4 provided 

Table 1  Results of Eugeni’s (2020) research on ILS: speed (WPM), 
accuracy (IRA) and delay

ILS 1 ILS 2 ILS 3 ILS 4 ILS 5

WPM 110 
(20.4%)

114 
(17.8%)

141 (3.3%) 118 (14%) 132 (4.5%)

IRA 97.3% 95.8% 71.2% 92.1% 86.9%
Delay 7.3” 4.8” 4.3” 6.8” 8.1
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intermediate results and workflow 2 (the best in terms of 
accuracy) ranked last, which is not surprising, as it is the 
only one which involved the participation of two human 
resources. This study also looked at the potential cost of the 
service in terms of the amount of resources required for each 
workflow. The workflows assessed ranged from those that 
are fully human (1 and 2) to those that are semiautomatic 
(3 and 4) and finally one that is fully automatic (5). The 
analysis shows, as in the case of Eugeni [11], an inversely 
proportional relationship between automatisation of the 
workflow and cost. The more automatic the workflow, the 
more affordable it is. Conversely, the higher the number of 
humans involved, the higher the cost of the service.

Hayley Dawson [15] replicated this experiment using the 
same workflows and language pair, but resorting to a dif-
ferent language direction (ES–EN), different participants 
(all professionals, but in this case native English speakers) 
and different source texts. Unlike in Romero-Fresco’s and 
Alonso-Bacigalupe’s study, where three workflows reached 
the 98% accuracy threshold set by the NTR model, none of 
the workflows tested by Dawson achieved 98%. Yet, despite 
the difference in accuracy rates, Dawson’s results are very 
much in line with those obtained by Romero-Fresco and 
Alonso-Bacigalupe. Workflows 3 and 5 ranked in the last 
two positions in the accuracy analysis, although in differ-
ent order, and workflows 1, 2 and 4 were the best in terms 
of accuracy with very similar results. A few trends may be 
emerging here. Firstly, the two fully human workflows (1 
and 2) ranked amongst the best in both experiments, whereas 
the two workflows using ASR ranked the lowest in both 
cases. Secondly, intralingual respeaking rendered very good 
results, either in combination with simultaneous interpreting 
or with MT. Finally, interlingual respeaking seems to fare 
well in both experiments when considering both accuracy 
and delay.

More recently, Alice Pagano [16] has carried out a double 
study for her doctoral thesis. In her first experiment, she 
analysed the accuracy of three workflows previously tested 
by Dawson and Romero-Fresco and Alonso-Bacigalupe (1, 
2 and 3) with the English–Italian language pair. None of the 
workflows reached the minimum 98% accuracy threshold, 
with results that were even lower than Dawson’s (97.2% for 
workflow 1, 96.9% for workflow 2 and 95.1% for workflow 
3). Yet, the consistency between both studies seems clear, 
with the three workflows occupying the same positions 
(interlingual respeaking ranked first, followed by simulta-
neous interpreting + intralingual respeaking and simultane-
ous interpreting + ASR). In her second experiment, Pagano 
assessed the five workflows tested in the previous two stud-
ies, in this case with the language pair Spanish-Italian. As 
found by Romero-Fresco and Alonso-Bacigalupe, workflow 
2 obtained the highest accuracy (the only one reaching 98% 
for Pagano) and workflows 1, 3 and 4 took intermediate 

positions with an accuracy rate around 97.1% in all three 
workflows. In keeping with the trend observed so far, the 
poorest results were obtained by the fully automatic work-
flow 5 (ASR + MT), with an accuracy rate of 95.4%.

3.2  Emerging trends

Table 2 presents a comparative view of the results obtained 
in the experiments discussed in the previous section. Col-
umns 1 and 2 (from left to right) identify the different 
workflows (except in Eugeni’s research, where they have 
been placed right below the accuracy results in column 
3). Columns 3, 4, 5, 6 and 7 include the results (accuracy 
rate and ranking) obtained by Eugeni [11], Dawson [15], 
Romero-Fresco and Alonso-Bacigalupe [13] and Pagano’s 
[16] experiments 1 and 2, respectively.

Figures 2 and 3 provide a snapshot of the general trends 
resulting from the above-discussed findings. Regardless of 
the specific figures, there seems to be a considerable level 
of consistency between the results obtained in the different 
analyses.

Before discussing the first tentative trends resulting from 
the comparative analysis of these studies, it is important to 
note that this is not a systematised battery of experiments 
designed and carried out in parallel by one single group 
of researchers. Instead, it is a compilation of the results 
obtained by a number of researchers who share the same 
objectives and ambitions, but who have worked separately 
(although not in isolation), with different language pairs and 
directions, and testing different workflows in different situa-
tions, from real-life environments to experimental settings, 
and from online to face-to-face scenarios. Unsurprisingly, 
then, the results are not totally consistent in terms of specific 
accuracy rates, but some interesting trends are beginning to 
emerge:

• Workflow 2 (simultaneous interpreting and intralingual 
respeaking) seems to be the most efficient method, rank-
ing first in three of the analyses and second in the other 
two. Workflow 5 can be found on the other side of the 
spectrum, ranking 4th or 5th in the four studies in which 
it was tested;

• Workflow 1 (interlingual respeaking), the only one where 
one human alone is in charge of the whole ILS process, 
fared well in the experiments, except in Pagano’s study, 
where it ranked 4th. Eugeni did not test interlingual 
respeaking, but interlingual velotyping, which achieved 
very good results. More research is needed to draw clear 
conclusions, but it does seem that this type of ILS car-
ried out by a single human is neither a pipe dream nor an 
unsurmountable task for interpreters, but rather a thriving 
trend and a promising new opportunity with sufficient 
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potential for widespread use as long as good training is 
provided;

• Workflow 4 (intralingual respeaking and MT), which, 
as will be discussed in the next section, remains virtu-
ally untested in the professional arena, has yielded good 
results in all studies. Conversely, workflow 3 (simultane-
ous interpreting and ASR), which is being favoured by 
language and access service providers, has fared fairly 
poorly.

As has been discussed, these trends seem all the more 
promising if we take into account the different conditions 
under which the various studies were carried out (language 
pairs/directions, real-life vs experimental settings, online 
vs face-to-face scenarios, etc.). In this sense, there are two 
additional factors that may have significant implications for 
future research on ILS: the profile of the participants and the 
type of training provided.

The highest accuracy results, including some above the 
98% quality threshold set by the NTR model, were obtained 
in the studies by Dawson [15] and Romero-Fresco and 
Alonso-Bacigalupe [13], both of which resorted to profes-
sionals. Pagano’s participants, who were postgraduate stu-
dents in conference interpreting, did not reach this threshold. 
Still, their results were fairly good, which may be explained 
by the length of the training she provided: one 70-h work-
shop for each of the experiments she conducted. Also 
relevant is the experience obtained through the SMART 
project, in which 35 professional subtitlers and interpret-
ers with different language combinations were trained as 
interlingual respeakers. Although some top-performing par-
ticipants reached accuracy rates of 96–98% with the NTR 
model, the average accuracy rate was 95.37%, well below the 
minimum 98% target. Here, the low average accuracy may 
be explained by the fact that, despite being professionals, 
the participants only received unmonitored online training, 
which did not seem to be as efficient as the training provided 
in the other studies. Although more research is needed to 
draw firm conclusions, it would seem that, given the chal-
lenging nature of ILS, in order to obtain optimum accu-
racy rate results in empirical studies in this area, it may be 
necessary to use professionals and to provide them with as 
thorough and supervised a training programme as possible.

Finally, as mentioned above, quality and efficiency in ILS 
are not only determined by accuracy. Other factors, such 
as delay and cost, must also be factored in. An analysis of 
the studies that looked at delay (Eugeni, Pagano, Dawson, 
Romero-Fresco and Alonso-Bacigalupe) and cost (Romero-
Fresco and Alonso-Bacigalupe) shows an interesting pattern: 
the more automatic the method (especially workflow 5), the 
lower the delay, the cost and the accuracy. Conversely, the 
more human the method (especially workflows 1 and 2), 
the higher the delay, the cost and the accuracy. In between Ta
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these two poles are workflows 3 and 4, which may not be as 
accurate as the completely human methods but which may 
constitute an interesting happy medium in terms of overall 
quality and efficiency. The following section provides a brief 
account of how the industry is reacting to these different 
workflows when it comes to the production of ILS.

4  Professional ILS

All five workflows tested in the studies analysed in the 
previous section are being used by the industry. Some are, 
however, more common than others. As explained by pro-
fessional STT interpreter Nancy Guevara [17, 18], the most 
recurrent ones seem to be workflows 1 and 2: interlingual 
respeaking and the combination of simultaneous interpreting 

and intralingual respeaking. Figure 4 shows Guevara’s set-up 
for the provision of ILS through workflow 11:

Fig. 2  Accuracy rate of ILS 
workflows as measured with the 
NTR and IRA models

86
87
88
89
90
91
92
93
94
95
96
97
98
99

100

Workflow 1 Workflow 2 Workflow 3 Workflow 4 Workflow 5

Accuracy of ILS workflows (percentual points NTR/IRA) 

Eugeni Dawson PRF & LAB Pagano 1 Pagano 2

Fig. 3  Accuracy ranking of ILS 
workflows

1

2

3

4

5

Accuracy ranking of ILS workflows

Eugeni Dawson PRF & LAB Pagano 1 Pagano 2

1 Guevara’s [16] set-up for the provision of ILS through interlingual 
respeaking (workflow 1) consists of:
 “(1) second laptop (2) my co-STTI, Jacobo (3) ultrawide screen 
(4) run sheet / prep notes (5) open internet tab for quick searches (6) 
captioning platform: input field into which I dictate; my co-STTI 
then edits any errors I miss (7) speech recognition software (8) live 
output to check what the audience is receiving (9) webcam (10) cap-
tioning platform control buttons: handover, standby, edit access (11) 
chat window for communicating with co-STTI and tech support (12) 
notes: common macros I use in captions, e.g. [UNKNOWN TERM], 
[INAUDIBLE] (13) video of event streaming live in background, 
with volume low (14) Zoom call to connect with interpreters, and 
(15) chat window to communicate with them (16) main laptop, all 
apps open (17) lots of water (respeaking really dries your throat!) 
(18) on/off and volume control for headset microphone (19) ergo-
nomic mouse: precision trackball helps to quickly edit errors live (20) 
notes: event-specific macros (21) printed prep document with relevant 
terms, such as proper nouns and speaker names (22) ergonomic key-
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In a recent article published by In Touch, the magazine 
of the Australian Institute of Interpreters and Translators, 
Guevara reflects on what it is like to work at the intersection 
of two different industries: media accessibility and language 
services. She explains that most of the work currently comes 
from media access companies specialised in intralingual live 
captioning/subtitling. The challenge here lies in educating 
the companies regarding the requirements of simultaneous 
interpreting, the need for preparation material and the work-
ing conditions required for optimum provision of interlin-
gual live subtitles, including swapping with a co-interpreter 
every 15 min. Language service providers, in turn, need to 
learn about subtitles and the technology required for their 
production and provision. Guevara [18] believes that STT 
interpreters can contribute to bridging the gap between these 
two industries and “not only help expand accessibility fur-
ther through multilingual captions, but also maximise the 
work opportunities created by the demand for this service”.

Workflows 1 and 2 are, however, not the only ones being 
used in the professional ILS market. Leading companies 
within the sector are now offering three-tier access provi-
sion, which ranges from very high quality and standard 
cost (workflows 1 and 2) to good quality and reduced cost 
(workflows 3 and 4) and finally acceptable quality and very 
affordable cost (workflow 5). Very much in line with a con-
temporary market-oriented perspective, it is for the customer 
(conference organisers, broadcasters, etc.) to decide the type 
of access provision they require and they can afford to have.

An interesting example is that of the EU Parliament. As 
is well known, each Member of the Parliament has the right 
to read and write parliamentary documents, follow debates 
and speak in their own official language. The European Par-
liament, which pledges to be accessible and transparent for 
all citizens of the EU, has an in-house translation service to 
produce the different language versions of its written docu-
ments and communicate with EU citizens in all the official 
languages. It also has interpreting services for multilingual 
meetings organised by the official bodies of the institution. 
However, at the moment, Members of the European Parlia-
ment cannot access debates on screen in their own language 
and these debates are not accessible for deaf and hard-of-
hearing people.

To tackle this problem, the Official Journal of the Euro-
pean Union published on 6 August 2019 an invitation to 
tender to acquire a licence for a tool “that is able to auto-
matically transcribe and translate parliamentary multilingual 
debates in real time” [18], that is, a tool that can provide ILS 
using workflow 5. The tender rules out human subtitling 
(that is workflows 1 and 2) because it requires “a high degree 
of multilingualism” and it is “a highly resource-intensive 
task” (ibid: 4). It adds that automatic ASR is already being 
used to facilitate the production of verbatim transcripts of 
plenary sessions. The new live speech-to-text and machine 
translation tool goes a step further in order to provide “bet-
ter, cost-efficient services for cross-lingual communication 
for its Members and European citizens” (ibid: 4). The tool 
will start working in 10 core languages (English, German, 
French, Italian, Polish, Spanish, Greek, Romanian, Dutch 
and Portuguese) and will then be rolled out to all 24 official 
languages of the European Parliament.

The implementation of the tool is subject to a posi-
tive evaluation of the quality of its output, which will 

Fig. 4  Nancy Guevara’s set-up for the provision of interlingual live subtitles through interlingual respeaking (workflow 1)

board (23) headset with microphone (24) back-up keyboard with dual 
connection to both laptops.”.

Footnote 1 (continued)
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be monitored by a team of researchers that includes the 
authors of this article. This quality assessment is all the 
more important in light of the above-mentioned arguable 
results obtained by workflow 5 in the experimental studies 
conducted so far. This does not mean, of course, that this 
workflow cannot aspire to obtain optimum results someday 
in the future, but, at the moment, and considering that it 
is going to be applied in 24 languages, it seems unrealis-
tic to anticipate a scenario where the results can be fully 
satisfactory in the short run. Based on the results shown 
in this article, it would have been interesting to consider 
workflows 1 and/or 2, which could guarantee high-quality 
output while also helping to integrate the activities of the 
translation and interpretation units of the EU Parliament. 
If workflow 2 (simultaneous interpreting and intralingual 
respeaking) was to be adopted, simultaneous interpreters 
could provide an audio translation for the hearing audience 
and intralingual respeakers working alongside them would 
produce a written translation for users who have no access to 
audio or who prefer subtitles. After the speech, these intra-
lingual respeakers could amend any errors in the subtitles 
and produce perfectly synchronised subtitles for the video 
of the event. This would integrate translation, interpreting 
and access services at the EU Parliament, bringing them in 
line with the hybrid scenario pictured in Fig. 1 and with the 
professional reality described by Nancy Guevara [17, 18].

5  Implications for training

Perhaps because live subtitling has been so far mainly per-
formed intralingually (as a form of media accessibility and 
thus not involving language transfer), this technique has so 
far received much more attention amongst professionals and 
scholars in subtitling than in interpreting. This also applies 
to training in live subtitling, which is normally delivered at 
graduate and postgraduate courses in subtitling or in-house 
by subtitling companies [4].

Even though intralingual live subtitling, especially 
through respeaking, was introduced in Europe as a profes-
sion in 2001, the provision of formal training at higher edu-
cation (HE) level did not start until 2007. During this six-
year period, and given the lack of research, codes of practice 
or even basic guidelines, companies had no option but to 
train their own professionals, many of whom were already 
working as pre-recorded subtitlers (see Fig. 5, from [5]).

Whereas courses on subtitling for pre-recorded films and 
TV programmes have proliferated in Europe over the past 
decade, live subtitling and respeaking training at university 
level is still scarce. Most of it is exclusively intralingual and 
can be found in self-contained modules or as part of larger 
modules within MAs in AVT, where the prerequisite is a 
translation or language-related BA [5]. Thus, respeaking 

training at HEIs ranges from introductory sessions on intra-
lingual respeaking as part of postgraduate courses on AVT 
(such as at the University of Leeds, in the UK, Universitat 
Autònoma de Barcelona, in Spain, and the University of 
Parma, in Italy) to the more thorough training offered by the 
University of Antwerp (a six-month face-to-face course in 
Dutch), and the University of Roehampton (a three-month 
face-to-face module in English, Spanish, French, Italian and 
German), with Universidade de Vigo offering an exclusive 
online tutored six-month programme on the interlingual 
modality that will be described below.

Now that the market demands ILS, for which there is very 
little training available at the moment, it remains to be seen 
whether this will be taken up by subtitling or interpreting 
programmes. This is directly related to the question of what 
profile (subtitlers or interpreters) is best suited to produce 
ILS.

In her doctoral thesis, Dawson [19] set out to identify 
the task-specific skills required for interlingual respeaking, 
which turned out to be multitasking, live translation, dic-
tation, command of source and target languages and com-
prehension. She also conducted the first comprehensive 
comparative analysis of the performance of interpreters 
and subtitlers doing intra- and interlingual respeaking. In 
general, interpreters obtained better results than subtitlers 
in both intra- and interlingual respeaking, but there were 
differences within and across groups. Her results show that, 
especially when it comes to interlingual respeaking, being an 
interpreter does not guarantee good respeaking performance, 
just as being a subtitler does not need to be an obstacle to 
become a good interlingual respeaker. The good perform-
ing interpreters were strong live translators and were able 
to keep up with fast speeds and to deal with the multitask-
ing aspect of respeaking. Much like the good performing 
interpreters, good performing subtitlers had clear dictation, 
good live translation skills and also seemed to keep up with 
the text. It appears that although interpreters may be better 
equipped initially to deal with the complexity of interlingual 

Fig. 5  Type of training for intralingual live subtitling
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respeaking, students from other backgrounds may also have 
the necessary task-specific skills to perform well. This high-
lights the fact that the most important aspect for trainees 
may be the development of the task-specific skills that they 
lack from previous experience rather than having a particular 
professional profile.

Partly informed by the preliminary results of the research 
conducted by Dawson [19] for her doctoral thesis and with 
the aim of developing and testing the first training course 
on ILS, the University of Vigo, as leader, and the Universi-
ties of Vienna (Austria), Antwerp (Belgium) and Warsaw 
(Poland), as partners, set up, in 2017, the EU-funded three-
year ILSA (Interlingual Live Subtitling for Access) project. 
The ILSA course is a full-fledged and freely available self-
training online programme for anyone interested in the field, 
although it is particularly suited to fine-tuning the skills of 
subtitlers and simultaneous interpreters and to adjust and 
adapt them to the principles and specificities of STTI. The 
course is made up of foundational modules (simultaneous 
interpreting, pre-recorded subtitling and media and live 
events accessibility), core modules (intralingual respeaking 
and interlingual respeaking) and applied modules (TV and 
live events and education). This is, however, a self-learning 
course, which may make it difficult for trainees to become 
proficient, given the challenging nature of STTI. In view of 
this and drawing on the contents of the ISLA course, the 
University of Vigo offers a 200-h fully tutored online post-
graduate course in STTI made up of three basic modules: 
simultaneous interpreting (60 h), intralingual respeaking 
(60 h) and interlingual respeaking (80 h). The partner uni-
versities in the ILSA project (Antwerp, Vienna and Warsaw) 
have set up similar courses, which, with very few additions 
in Italy and Germany, makes for a very limited training pro-
vision in STTI that can hardly meet the current demand for 
this service worldwide.

In our view, this is likely to remain the same until STTI 
comes out of the strict confines of audio–visual transla-
tion/media accessibility and is adopted by the interpreting 
community as a (relatively) new modality of simultaneous 
interpreting. In an attempt precisely to place STTI on the 
interpreting map and to recognise the work of the profes-
sionals currently performing this challenging task, a group 
of practitioners and scholars approached the committee in 
charge of the official ISO/FDIS 22259 Standard on Simulta-
neous Interpreting Delivery Platforms to enquire about the 
inclusion of STTI in the document. Initially, the committee 
refused to mention STTI in the standards on the grounds 
that respeaking, whether intra- or interlingual, is not inter-
preting and that there are no good quality examples of STTI 
out there, two arguments that are disproved by the literature 
included in this chapter. This negative response was not sur-
prising, especially taking into account that in ISO standards, 
interpreting is defined as the “rendering of spoken or signed 

information from a source language to a target language in 
oral or signed form” (ISO 20212018:8). In other words, a 
prototypical (and perhaps obsolete) conception of interpret-
ing that turns its back to the professional reality described 
by Guevara above, where, beyond well-established defini-
tions, interpreting may also be understood as the rendering 
of spoken information from a source language to a target 
language in the written form.

A second reason for the rejection of STTI as a form of 
interpreting may be that it is perceived as a threat for work-
ing interpreters. Yet, as shown in several recent studies [19], 
interpreters are ideally positioned to become respeakers, 
given that they already possess many of the skills required to 
undertake the task. Training in STTI can give them another 
string to their bow so that they can provide different forms of 
interpreting depending on the context and user requirements. 
Closing the door to this reality is likely to undermine the 
development of STTI and to encourage the industry to adopt 
fully automatic methods that are still not ready to provide 
high-quality translations. The new accessibility initiative by 
the EU Parliament, described in the previous section, is a 
case in point.

Fortunately, recent developments, including the increas-
ing demand for STTI worldwide, have caused the commit-
tee in charge of the official ISO/FDIS 22259 Standard on 
Simultaneous Interpreting Delivery Platforms to set up a 
working group for the inclusion of STTI in the standard. 
This may pave the way to the recognition of STTI within 
the interpreting community and its inclusion in interpret-
ing training programmes. As highlighted by [10] in their 
detailed analysis, the skills required in STTI make it an even 
more challenging task than simultaneous interpreting, which 
would perhaps warrant its inclusion in postgraduate rather 
than undergraduate programmes. However, intralingual 
respeaking, involving no language transfer and thus consid-
erably less demanding than interlingual respeaking, may be 
a good fit for graduate training. Furthermore, interpreting 
students would benefit from being exposed to examples of 
STTI from the beginning of their undergraduate training, so 
that they understand how translation, interpreting and media 
accessibility co-exist in a scenario that is no longer compart-
mentalised, but rather fluid and hybrid.

6  Final thoughts

As the only type of interpreting that is accessible to both 
hearing people and people with hearing loss, STTI is a par-
ticularly timely and useful service in a society that is cur-
rently striving to be more diverse and inclusive. Yet, the 
limited inroads STTI has managed to make so far into the 
interpreting community, especially when it comes to overall 
recognition and training provision, show how difficult it is to 
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do away with prototypical conceptions that keep firm bound-
aries between translation, interpreting and accessibility.

However, as is often the case, it is the professional mar-
ket that sets the demand (and the pace), which may explain 
why researchers and trainers are now beginning to jump 
on the STTI bandwagon. This article has provided the first 
comparative analysis of the research carried out in this area 
so far with regard to the efficiency of the different work-
flows currently available for the provision of ILS. Despite 
the differences across the studies, some interesting pat-
terns have emerged. The methods that have the most human 
input (workflows 1 and 2) are the ones that yield the highest 
accuracy, but also the highest delay and cost. Conversely, 
the more automatic the method (especially workflow 5), 
the lower the accuracy, the delay and the cost. As a happy 
medium in between these two poles stand workflows 4, 
which has obtained very good results, and 3, which has so 
far fared poorly.

Given the significant differences in cost (and delay) 
between the ILS workflows, it is not surprising that more 
and more companies and institutions are testing semi- or 
fully automatic methods. Researchers and scholars have here 
an important role to play, as current evidence shows that, 
for instance, workflow 5, although tempting from a finan-
cial point of view, falls very short of providing the quality 
standard required.

Drawing on the results obtained in [1], we have pointed 
to a scenario of “horses for courses”, where the choice 
of a particular workflow over the others may be based on 
aspects such as the level of accuracy required, the type of 
delay that can be considered acceptable and the financial 
means of the customer. However, the comparative analysis 
included in this article shows that some systematic trends 
are beginning to emerge, which leads to the recommenda-
tion of workflows 1, 2 and perhaps 4. All three provide new 
and exciting opportunities for interpreters and subtitlers who 
wish to branch out and expand their professional portfolio. 
That said, speech recognition and machine translation are 
improving at a steady pace and it is not unrealistic to envis-
age that workflows 3 and, perhaps to a lesser extent, 5 may 
yield better results in the future.

A brief reflection may be in order here. The development 
of these workflows, especially workflow 5, may be seen as 
a threat to interpreters and subtitlers. Yet, we should note 
that our allegiance as researchers lies with the quality of the 
service provided for the users. Monitoring, assessing and, 
whenever possible, improving this quality are the ultimate 
goal; however, the service is produced. Be that as it may, 
the current scenario shows that the human methods yield 
the best quality and even if semi- or fully automatic meth-
ods manage to raise to the same standard, human input will 
likely be needed to assist and supervise technology, not to 
mention to ensure that the provision of subtitles is tailored 

to the needs of different types of users [20]. The future looks 
vibrant and promising for those wishing to develop a career 
in this area. Here is hoping that higher education institutions 
embrace the opportunity to expose trainees to the different 
ILS workflows and to train them so that they can deliver this 
service as a new form of multilingual communication that 
brings together the affordances of translation, interpreting 
and accessibility.
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