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Abstract
One of the most active areas of research in semi-supervised learning has been to study methods for constructing good
ensembles of classifiers. Ensemble systems are techniques that create multiple models and then combine them to produce
improved results. These systems usually produce more accurate solutions than a single model would. Specially, multi-view
ensemble systems improve the accuracy of text classification because they optimize the functions to exploit different views
of the same input data. However, despite being more promising than the single-view approaches, document datasets often
have no natural multiple views available. This study proposes an algorithm to generate a synthetic view from a standard
text dataset. The model generates a new view from the standard bag-of-words approach using an algorithm based on hidden
Markov models (HMMs). To show the effectiveness of the proposed HMM-based synthetic view generation method, it has
been integrated in a co-training ensemble system and tested with four text corpora: Reuters, 20 Newsgroup, TREC Genomics
and OHSUMED. The results obtained are promising, showing a significant increase in the efficiency of the ensemble system
compared to a single-view approach.

Keywords: Hidden Markov model, text classification, ensemble systems, multi-view learning.

1 Introduction

Machine learning approaches are widely used for text classification because they are easily trainable
and adaptable to different domains and languages. During the past decades two machine learning
paradigms, semi-supervised learning and ensemble learning, have achieved great success.

Semi-supervised techniques, unlike supervised techniques where a large number of labelled
examples are required, learn a concept definition by combining a small set of labelled examples
and a large set of unlabelled ones [1].

Ensemble systems, also called multiple learning systems, are a popular way of machine learning
based on the construction of a set of classifiers whose individual decisions are combined in some way
(typically by weighted or unweighted voting) to classify new examples. It has been shown to perform
better than the best individual classifier that make them up [2–6]. This is because the ensemble has
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2 An HMM-based synthetic view generator to improve the enciency of ensemble systems

greater generalization accuracy that depends on the diversity of each individual classifier as well as
on their individual performance, in other words, help minimize incorrect answers generated from
individual classifiers in the ensemble by combining the results using different techniques [7].

Multiple learning systems have been applied in many different fields, including text processing.
For example, Smith et al. [8] combined the results of 19 systems for gene mention recognition in the
BioCreative II corpus. They found that the combined system outperformed the best individual system
by 3.5 percentage point in terms of F-measure. Baumgartner et al. [9] combined three systems for
gene name recognition with the same dataset and showed that the performance of the combination
increased the F-measure in 3.4 percentage point, the best single system. In the study of Kim
et al. [10] eight systems for event extraction were combined. The combined system increased by
4 percentage point improvement over the best individual system. Finally, Kang et al. [11] combined
six publicly available text chunkers using a simple voting approach. As compared to the best single
chunker, the F-measure of the combined system improved by 3.1 percentage point for noun phrases
recognition and by 0.6 percentage point for verb phrases recognition.

One of the most active areas of research in semi-supervised learning has been to study methods
for constructing good ensembles of classifiers [7]. In recent years, a great many ensemble learning
systems from multi-view data by considering the diversity of different views have been proposed
[12].

In contrast to single-view learning, multi-view learning systems take advantage of datasets that
have a natural separation of their features or can be described using different ‘kinds’ of information.
A prominent example are web pages, which can be classified based on their content as well as on
the anchor texts of inbound hyperlinks.

Multi-view learning algorithms introduce one function in order to model a particular view, jointly
optimize all the functions to exploit different views of the same input data and improve the learning
performance [13–15]. However, despite being more promising than single-view approaches, usually
document datasets have no natural multiple views available, so that only one view may be provided
to represent the data.

In this work, we propose a hidden Markov model (HMM)-based algorithm to automatically
generate a synthetical view from a standard document dataset. Given ba text dataset and a multiple
learning semi-supervised system as input, the goal of our algorithm is to improve the system
performance by increasing the labelled document pool used to train the classifiers.

The remainder of the manuscript proceeds as follows. The view generation process is described
in Section 2, and the method to apply it in an ensemble learning system is presented in Section 3. In
Sections 4 and 5 we show the experiments and the results obtained for four different text corpora.
Finally, the most relevant conclusions are collected at Section 6.

2 Synthetic view generation

In text classification, given a training set T = {(d0, dl0), (d1, dl1)...(dn, dln)}, which consists of a
set of pre-classified documents in classes (labels) dlx, the classifiers are used to model the implicit
relation between the characteristics of the document and its class (label), in order to be able to
accurately classify new unlabelled documents.

To achieve this end, documents need to be expressed in a format that classifying algorithms can
handle. The most common approach to represent documents is the Bag-of-Words (BoW) approach
[16]. In this case, every document is represented by a vector where elements describe the word
frequency (number of occurrences) in that document, as shown in Figure 1(a). In addition, each
document di has an attribute dli which has the assigned label as a value.
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In order to use a multi-view classifier, two representations or views of the documents are needed.
In this work, a novel synthetic view generator is presented. The model generates a new view from
the standard BoW approach using an algorithm based on HMMs.

In a previous study, the authors developed an HMM-based document classifier called T-HMM
[17]. In this model, HMMs are used to represent sets of documents. An HMM is trained per class
(label) with the documents labelled with that label. When a new document needs to be classified, the
model evaluates the probability of this document being generated by each of the HMMs, and outputs
the label with the maximum probability value.

The goal of the view generation process presented in this paper is to build a new view in
which documents are represented by similarities to other groups of documents. Specifically, these
document groups are taken from the training set of labelled documents, and a document group is
created for each label. This way, each group has all the documents from the training set that share
the same label. Every document in the new view is represented by similarities to each document
group.

In order to calculate similarities between documents and groups, HMMs are used to represent
the groups. One HMM is trained per document group, and the similarity between a document and a
group is expressed with the probability of the document being generated by the HMM that represents
that group.

Figure 1 shows the complete view generation process. Firstly, each HMM is trained with a
document group. The complete labelled set of the initial dataset represented by the BoW approach is
used as the base of the new view. One HMM is created per label, and documents assigned with that
label are used to train the HMM.

The training process of the HMMs with a document set as input is the same as that described
in [25]. HMMs with the same structure as in T-HMM are used to represent each document group.
The probability distributions of the HMMs are adjusted automatically depending on the content of
the documents, and only two additional parameters need to be fixed to start the process: the number
of stats and the generalization factor. Their corresponding values are detailed in the Experiments
Section.

Once the HMMs are trained, any document d represented by a BoW approach (labelled or
unlabelled) can be also represented in the new HMM view. In order to do so, the probabilities of
d being generated by each HMM are calculated using the forward–backward algorithm [17, 18].
Finally, the document d in the HMM view is represented by a vector with k elements, where k is the
total number of labels, and each element describes the similarity of the document with the document
group having the same label represented by the HMM.

Figure 2 shows an example of an HMM view generation. In this case, the documents in the initial
document set can be labelled as relevant (R) or non-relevant (N). This is a usual scenario in multiple
information retrieval systems where a document can be relevant or not to a specific topic.

Using the labelled set of documents represented by a BoW approach as input, one document group
is created per label. In this case, the labelled document set is split into relevant and non-relevant
document groups. Afterwards, an HMM is trained for each document group using the documents
from that group as input: HMMR and HMMN .

The new HMM view represents any document (labelled or unlabelled) by similarities to the
selected document groups. In the example, each document is represented in the new view by
similarities to the Relevant and Non-relevant document groups. Since the previously built HMMs act
as the representative document group, each document di is expressed with a vector containing two
elements: the probability of d being generated by HMMR, and the probability of d being generated
by HMMN .
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FIGURE 1. Creation of the view generator model and generation of the HMM-view. pij stands for
the probability of the document i being generated by the HMM representing the label j.
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FIGURE 2. Example of the creation of the view generator model and HMM-view generation. pij
stands for the probability of the document i being generated by the HMM representing the label j.
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FIGURE 3. Ensemble of classifiers using the synthetical HMM view.

It is important to note that the label of the document that needs to be represented in the HMM
view is not taken into account in the transformation process. Labels are only used in the training
phase of the HMMs to create the document groups that share the same label.

3 Application of the view generator in an ensemble system

To evaluate the effectiveness of the proposed synthetic view generator, we build an ensemble
system that, given a single-view dataset and a set of classifiers provided by the user, increases the
performance of the ensemble system by taking advantage of the multi-view classifying process.

Specifically, the proposed framework integrates the classifiers in a co-training-based ensemble
system using both a BoW view and an HMM view of the dataset.

The co-training method is a classical algorithm in a multi-view semi-supervised learning
technique that trains two independent classifiers, which provide each other with labels for unlabelled
data. This algorithm tends to maximize the agreement on the predictions of the two classifiers on the
labelled dataset, as well as minimize the disagreement on the predictions on the unlabelled dataset.

In co-training algorithms, one classifier is trained per view. The parameters and the classifier
models can be different or the same, but a separate classifier is used for training each view. By
maximizing the agreement on the predictions on the unlabelled dataset, the classifiers learn from
each other to reach an optimal solution. In each iteration, the classifier on one view labels unlabelled
data which are then added to the training pool of both classifiers; therefore, the information is
exchanged between the learners [12].

The classic co-training scheme can be seen in Figure 4. In each iteration, the two classifiers must
reach a consensus in the classification of the unlabelled data. Once a set of unlabelled documents is
assigned with a label, the documents are added to the training pool of both classifiers to start a new
iteration.
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FIGURE 4. Classic co-training algorithm.

Figure 5 shows the proposed co-training scheme. The HMM synthetic view is built with the
BoW view and both are used in the co-training algorithm. Two instances of the classifier given
by the user are created with the same parameters and each one is trained with each view (BoW
view and HMM view). The iterative process follows the same structure as the classical co-training
algorithm.

To improve the accuracy of the consensus between classifiers, an additional classifier is created. It
is important to note that the documents labelled in this stage are included afterwards in the training
pool, assuming that the assigned label is correct. This is why the precision of the consensus must be
very high, since a misclassification can lead to worse results.

In this example, the proposed additional classifier is a distance-based classifier like k-NN. The
choice is made based on the capacity of labelling a document with a certain level of confidence.
Using a threshold, we can determine that a document is labelled with a certain level of precision.
This way, the consensus in each iteration of the co-training algorithm is made between the two base
classifiers and the third distance-based classifier using a threshold.

4 Experiments

The goal of the experiments is to test the performance of the proposed HMM-based synthetic view
generation method using a co-training algorithm as an example of an ensemble of classifiers. The
tests are executed with four different document corpora: Reuters, 20 Newsgroup, TREC Genomics,
and OHSUMED.
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FIGURE 5. Proposed co-training algorithm.

4.1 Datasets

The first test collection is the Reuters-21578 document corpus. The document set used for this work
contains the documents from the 10 top-sized categories as used in [19], ending up with a total of
8055 documents.

The second test collection is the 20 Newsgroups dataset. This is a collection of approximately
20000 newsgroup documents, partitioned (nearly) evenly across 20 different newsgroups. It was
originally collected by Lang [20] and has become a popular dataset for experiments in text
applications of machine learning techniques.

The third test dataset is the TREC Genomics dataset. One of the tasks in TREC Genomics 2005
Track [21] was to automatically classify a full-text document collection with the train and test sets,
each consisting of about 6000 biomedical journal articles. Systems were required to classify full-
text documents from a two-year span (2002–2003) of three journals, with the documents from 2002
comprising the train data, and the documents from 2003 making up the test data. The categorization
task assessed how well systems can categorize documents in four separate categories: A (Alelle), E
(Expression), G (GO annotation) and T (Tumor). A different corpus is created for each category,
where documents can be classified as relevant or non-relevant. In this paper, the collection of
abstracts of the Allele corpus is used to test the performance of the proposed system.

The fourth and final test dataset is the TREC Genomics dataset. The OHSUMED test collection,
initially compiled by Hersh et al. [22], is a subset of the MEDLINE database, which is a
bibliographic database of important medical literature maintained by the National Library of
Medicine. OHSUMED contains 348566 references consisting of fields such as titles, abstracts and



An HMM-based synthetic view generator to improve the enciency of ensemble systems 9

TABLE 1. Description of the datasets after the preprocessing phase. For each corpus, the table shows
the number of documents, number of features, number of classes and the number of documents that
belongs to the most common and least common classes.

Class balance

Most Least
Corpus Documents Features Classes common class common class
20 newsgroups 18560 11970 20 996 600
Reuters 8055 3211 8 3916 113
TREC Allele 10795 13578 2 10204 591
TREC GO 10795 13493 2 9933 862
Ohsumed C04 10385 10671 2 7755 2630
Ohsumed C06 9650 10413 2 8430 1220
Ohsumed C14 10580 10661 2 8030 2550
Ohsumed C20 9459 10348 2 8239 1220
Ohsumed C23 10730 10328 2 6778 3952

MeSH descriptors from 279 medical journals published between 1987 and 1991. The collection
includes 50216 medical abstracts with an average of 150 words from the year 1991, which were
selected as the initial document set. Each document in the set has one or more associated categories
(from the 23 disease categories). In order to adapt them to a scheme similar to the TREC corpus,
which consists of distinguishing relevant documents from non-relevant ones, we select one of these
categories as relevant and consider the others as non-relevant. If a document has been assigned two
or more categories and one of them is considered relevant, then the document itself will also be
considered relevant and will be excluded from the set of non-relevant documents. Five categories
are chosen as relevant: Neoplasms (C04), Digestive (C06), Cardio (C14), Immunology (C20) and
Pathology (C23), since they are by far the most frequent categories of the OHSUMED corpus. The
other 18 categories are considered as the common bag of non-relevant documents. For each one of
the five relevant categories, a different corpus is created in the way mentioned above, ending up with
five distinct datasets.

4.2 Evaluation

Initially, each document corpora need to be preprocessed. Following the BoW approach, we format
every document into a vector of feature words in which elements describe the word occurrence
frequencies. All the different words that appear in the training corpus are candidates for feature
words. In order to reduce the initial feature size, standard text preprocessing techniques are used.
A predefined list of stop words (common English words) is removed from the text, and a stemmer
based on the Lovins stemmer [23] is applied. Finally, words occurring in fewer than 10 documents
of the entire training corpus are also removed.

When the initial feature set is determined, a dataset matrix is created where rows correspond
to documents and columns to feature words. The value of an element in a matrix is determined
by the number of occurrences of that feature word (column) in the document (row). This value
is adjusted using the TF–IDF statistc (term frequency–inverse document frequency) in order to
measure the word relevance. The application of TF-IDF decreases the weight of terms that occur
very frequently in the collection, and increases the weight of terms that occur rarely [24]. Table 1
shows the characteristics of each corpus after this step.
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FIGURE 6. (a) Corpus preprocessing and splitting. (b) Workflow for each iteration in the proposed
co-training algorithm.

Once the preprocessing phase is finished, the corpus (which is represented in a BoW approach) is
randomly divided into three splits: train split, evaluation split and test split (see Figure 6(a)). Using
the train split represented in the BoW approach as input, the View Generator is built training one
HMM per label in the corpus. The parameterization of the HMM is set with a general approach. The
number of states of each HMM is equal to the average number of words in the documents, and the
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f -factor described in [25] is set to 0.5. Once the view generator is created, it is used to generate the
HMM view of each split that is originally represented with the BoW view.

Finally, each of the following different experimental setups are executed 10 times in order to test
their performance. For each setup, the Support Vector Machine (SVM), Bayes and k-NN classifiers
are evaluated with each corpus:

- Evaluate a classifier using the BoW-view train split to train the model and test it with the
BoW-view test split (baseline approach).

- Evaluate a classifier using the HMM-view train split to train the model and test it with the
HMM-view test split (HMM approach).

- Evaluate a classifier using the proposed co-training algorithm as an example of a ensemble of
classifiers. This approach is detailed below.

The proposed co-training algorithm uses the train split of each view as the labelled set of
documents, while the evaluation split is considered the unlabelled set of documents after removing
their labels. The test split contains documents that are reserved to evaluate the performance of the
algorithm (see Figure 6(b)).

The complete specification of the proposed co-training algorithm is detailed in Algorithm 1. The
iteration process is depicted in Figure 6(b). In the experiments, the selected distance-based classifier
is a k-NN with 10 neighbours. When a document is classified with this kind of classifier, the output

Algorithm 1. Proposed Co-training algorithm with HMM view.
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TABLE 2. Results achieved in every corpus by each classifier/method combination.

Corpus/technique SVM Bayes k-NN Corpus/technique SVM Bayes k-NN

Reuters OHSUMED06
Baseline 0,866 0,801 0,616 Baseline 0,815 0,861 0,820
HMM view 0,887 • 0,666 ◦ 0,874 • HMM view 0,906 • 0,815 ◦ 0,909 •
Co-train 0,869 • 0,784 ◦ 0,614 ∼ Co-train 0,815 ∼ 0,871 • 0,820 ∼
20 newsgroups OHSUMED14
Baseline 0,681 0,545 0,430 Baseline 0,778 0,835 0,539
HMM view 0,784 • 0,086 ◦ 0,756 • HMM view 0,886 • 0,721 ◦ 0,886 •
Co-train 0,710 • 0,545 ∼ 0,452 • Co-train 0,793 • 0,810 ◦ 0,668 •
Allele OHSUMED20
Baseline 0,919 0,902 0,919 Baseline 0,812 0,844 0,813
HMM view 0,930 • 0,919 • 0,930 • HMM view 0,885 • 0,808 ◦ 0,881 •
Co-train 0,919 ∼ 0,908 • 0,919 ∼ Co-train 0,811 ◦ 0,840 ◦ 0,814 •
GO OHSUMED23
Baseline 0,882 0,826 0,882 Baseline 0,492 0,648 0,552
HMM view 0,883 • 0,881 • 0,884 • HMM view 0,707 • 0,489 ◦ 0,708 •
Co-train 0,882 ∼ 0,828 • 0,882 ∼ Co-train 0,490 ◦ 0,651 • 0,529 ◦
OHSUMED04
Baseline 0,752 0,836 0,720
HMM view 0,883 • 0,651 ◦ 0,882 •
Co-train 0,757 • 0,828 ◦ 0,720 ∼
p-value (confidence level): 0.05 t-value confidence limits (two-tailed, 10 degrees of freedom): +/− 2.2282 null-hypothesis:
There is no difference between methods •: Method is statistically better than the baseline option ◦: Method is statistically
worse than the baseline option ∼: There is no statistical difference between method and baseline option

is not only the predicted label. The classifier also outputs a vector with k elements, where k is the
number of possible labels and each element describes the probability of the document having that
label. With this information, an average level of confidence can be calculated using the probabilities
of correctly assigned labels. In order to do so, the train split with the HMM view is used to train a
k-NN classifier and calculate the threshold value for the experiments.

As stated earlier, the SVM, Bayes and k-NN classifiers are evaluated in each experimental setup.
The implementation of the SVM used in this case is LIBSVM [25] with a Radial Basis Function
(RBF) kernel. In addition, all the classifiers use the parameters that are defined by default in the
WEKA environment [26], setting the k-NN classifier with three neighbours and the SVM classifier
with an RBF kernel with C parameter = 1.

5 Results

Table 2 shows the results achieved. The values correspond to the average F-measure value achieved
for the total of 10 executions with each method and classifier combination. The F-measure value
corresponds to the weighted average F-measure among all the classes in the corpus. The table
compares the results achieved by training the classifiers with a single-view BoW approach (called
baseline) as opposed to the results achieved by training the classifier with the synthetical HMM-view
and with the proposed co-training algorithm.
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In addition, in order to demonstrate that the observed results are not just a chance effect in
the estimation process, we use a statistical test that gives confidence bounds to predict the true
performance from a given test set. A student’s t-test is performed on the collection of F-measures
achieved by each pair of methods: (baseline, HMM-view) and (baseline, co-training) with naive
Bayes, k-NN and SVM classifiers in order to prove their differences. The distance for a given
confidence level is checked to determine if it exceeds the confidence limit. In that case, the null-
hypothesis (the difference is due to chance) is rejected, proving that the model with a higher mean
value is statistically better than the other one.

According to the results, the usage of the synthetical view (HMM-view) increases the performance
of the SVM and k-NN classifiers in all the tested corpus. This is specially relevant in the case of
the k-NN classifier, which reaches a similar level of accuracy to that of SVM classifier with this
view. In the case of the Bayes classifier, the values achieved with the new view are lower in the
majority of cases. This is due to the nature of the data in the HMM-view. The numeric values of
the synthetical attributes correspond to calculated similarities between clusters of documents and
they are expected to work better with function-based classifiers like SVM or k-NN. In general,
any function-based ensemble classifier is expected to perform better if it uses the proposed view
as a support to the consensus process. It is important to note that the improvement achieved by
using this view is superior when using class-balanced corpus like 20 newsgroups, OHSUMED14
and OHSUMED23 (as seen in Table 1). On the rest of the corpus, the increase in performance
is less notable, which may indicate a correlation with class balance that should be studied in
future works.

Regarding the results achieved using the co-training algorithm, the performance of the classifiers
depends largely on the tested corpus. In general, the values remain similar to the baseline approach,
showing a visible improvement in the Reuters, 20NewsGroup and OHSUMED14 corpora. It is
important to note that the co-training algorithm needs to reach a full consensus in order to add a
document to the initial training pool. This implies that only a small percentage of the unlabelled split
may be included, reducing the final possible improvement. This is why the performance values are
expected to be close to the baseline process.

6 Conclusions

In this study, a new synthetic view generation model that allows any document dataset and text
classifier given by the user to take advantage of a multi-view learning approach has been introduced.
The model generates a new view from the standard BoW approach using an algorithm based on
HMMs.

To show the effectiveness of the proposed HMM-based synthetic view generation method, it has
been integrated in an ensemble system and tested with some text corpora.

The experimental results show that, in general, the application of the synthetical view improves
the accuracy of the text classifiers. This leads to an improvement of any ensemble of classifiers that
uses this new view of the data as a support in the final consensus process.

While the synthetic view generation method produces promising results, further investigations are
necessary to ascertain its effectiveness. Specifically, the impact of class balance in the performance
of the synthetical view should be studied, as well as the possibility of adding a weight for features and
documents in the view generation process. In addition, ensemble systems with different classifiers
can be explored. For example, another voting approach can also be incorporated in the final
ensemble, constituting another direction for further work.
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