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On existence and uniqueness of solution for a

hydrodynamic problem related to water

artificial circulation in a lake ?

Francisco J. Fernández a, Lino J. Alvarez-Vázquez b,∗,
Aurea Mart́ınez b

aUniversidade de Santiago de Compostela, Instituto de Matemáticas, 15782
Santiago, Spain.

bUniversidade de Vigo, E.I. Telecomunicación, 36310 Vigo, Spain.

Abstract

In this work we introduce a well-posed mathematical model for the processes in-
volved in the artificial circulation of water, in order to avoid eutrophication phe-
nomena, for instance, in a lake. This novel and general formulation is based on
the modified Navier-Stokes equations following the Smagorinsky model of turbu-
lence, and presenting a suitable nonhomogeneous Dirichlet boundary condition. For
the analytical study of the problem, we prove several theoretical results related to
existence, uniqueness and smoothness for the solution of this recirculation model.

Key words: Existence, Uniqueness, Modified Navier-Stokes equations,
Smagorinsky turbulence model

1 Introduction

Artificial circulation is an usual and effective technique for remediating eu-
trophic bodies of water suffering from oxygen depletion or algal blooms. By
means of the mechanical mixing of water, natural stratification is broken, so
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that the creation of a water circulation patterns allows water aeration and,
consequently, an increasing in the dissolved oxygen content and a decreasing
in water quality problems.

The use of artificial circulation as a water aeration technique is based on
forcing water to expose to the atmosphere (main source of oxygen through
diffusion processes). In order to create a circulation pattern preventing strat-
ification, flow pumps take water from the upper layer of water (the well aer-
ated epilimnion) by means of a collector, injecting it into the bottom layer
(the poorly oxygenated hypolimnion). So, water from the bottom is circulated
to the surface, where oxygenation from the atmosphere can naturally occur.
Despite its obvious practical interest, as far as we know, the environmental
problem has not been addressed before from the viewpoint of modelling and
its mathematical analysis. The first steps in this direction, though from an
optimal control perspective, have been recently given by the authors in the
work [14].

In the first part of this paper we focus our attention on setting a novel, gen-
eral, well-posed mathematical model for water artificial circulation, based on
the modified Navier-Stokes equations with a Smagorinsky term of turbulence,
and completed with nonhomogeneous Dirichlet boundary conditions (trans-
lating the complex mechanical behaviour of the process). Although in the
recent mathematical literature it is easy to find numerous articles devoted
to the numerical treatment of the Smagorinsky model (without trying to
be exhaustive, and only in the last decade, we can mention among others
[15,13,3,6,7,1,16,5,19]), its analytical study has received much less attention.
We must cite here the pioneering works [12,8,11,2], mainly devoted to the
homogeneous boundary case, unfortunately not applicable here (due to the
fundamental role played by water flow through the part of the boundary
corresponding to collectors and injectors in the mathematical formulation of
the phenomena). Thus, in the second part of the paper we address a rigor-
ous derivation of several analytical results aimed to the well-posedness of our
model. So, in particular, we present the detailed proofs of existence, uniqueness
and regularity for the solution of this recirculation model.

It is worthwhile remarking here that, despite the regularity results obtained
here are analogous to those achieved in the homogeneous case, the techniques
used in this paper in order to demonstrate our novel theoretical results are
very different from those employed in the analysis of the homogeneous (non-
slip) boundary condition problem. In particular, in our case, the construction
of a suitable lifting for the nonhomogeneous boundary condition (such that
the extension shows enough regularity to allow its mathematical analysis) is
essential in order to prove these results. Finally, we must also note that the
demonstrations presented here could be extended to more general types of
nonhomogeneous boundary conditions, just taking into account the obvious
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necessary modifications. Howevere, for the sake of precision, we will focus our
efforts on the particular condition arising in the real-world problem presented
here.

2 Setting of the governing equations

To fix ideas, we consider a domain Ω ⊂ R3 corresponding, for instance, to a
lake. In order to promote the artificial circulation of water inside the domain,
we suppose the existence of a set of NCT pairs collector-injector in such a
way that each water collector is connected to its corresponding injector by a
pipe with a pumping group. We assume a smooth enough boundary ∂Ω, such
that it can be split into three disjoint subsets ∂Ω = ΓC ∪ ΓT ∪ ΓN , where ΓC
corresponds to the part of the boundary where the water collectors Ck, k =
1, . . . , NCT , are located, ΓT corresponds to the part of the boundary where
the water injectors T k, k = 1, . . . , NCT , are located, and ΓN = ∂Ω \ (ΓC ∪ ΓT )
corresponds to the rest of the boundary.

1

C1

C2

T 1T 2

C3

C4

T 4T 3

⌦

�N

�N �N

�N

Fig. 1. Particular case of domain Ω with NCT = 4 injector-collector pairs.

In order to simulate hydrodynamics we consider the modified Navier-Stokes
equations following the Smagorinsky model of turbulence:

∂v

∂t
+∇vv −∇ · Ξ(v) +∇p = F in Ω×]0, T [,

∇ · v = 0 in Ω×]0, T [,

v = φg on ∂Ω×]0, T [,

v(0) = v0 in Ω,

(1)

where v(x, t) is the velocity of water, F(x, t) stands for the source term, n rep-
resents the unit outward normal vector to the boundary ∂Ω, v0(x) is the initial
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velocity, and boundary function φg(x, t) is given by the following expression:

φg(x, t) =
NCT∑
k=1

gk(t)

[
ϕk(x)

µ(T k)
− ϕ̃k(x)

µ(Ck)

]
n. (2)

where µ(S) denotes the usual measure of a generic set S, for each k =
1, . . . , NCT , gk(t) ∈ H1(0, T ) is the positive function representing the volu-
metric flow rate by pump k at each time t, and mappings ϕk, ϕ̃k ∈ H3/2(∂Ω),
k = 1, . . . , NCT , corresponding to collectors and injectors, satisfy the following
assumptions:

• ϕk(x), ϕ̃k(x) ≥ 0 a.e. x ∈ ∂Ω,

• ϕk(x) = 0 a.e. x ∈ ∂Ω \ T k, and
∫
Tk
ϕk(x) dγ = µ(T k),

• ϕ̃k(x) = 0 a.e. x ∈ ∂Ω \ Ck, and
∫
Ck
ϕ̃k(x) dγ = µ(Ck).

Remark 1 It is clear that, under these assumptions, the boundary function
φg verifies the usual compatibility condition

∫
∂Ωφg(x, t) dγ = 0. One of the

simplest examples of functions ϕk and ϕ̃k, k = 1, . . . , NCT , satisfying above
hypotheses is given by a suitable regularization of the indicator functions 1Tk
and 1Ck , respectively.

Remark 2 Roughly speaking, the particular nonhomogeneous boundary con-
dition given by (2) represents that the amount of water entering each collector
Ck, k = 1, . . . , NCT , must equal the amount of water released by the corre-
sponding injector T k, with the obvious modifications in its velocity due to the
possible differences of size from collector to injector. In fact, we could say that
the pass of water through pumps and pipelines “homogenizes” the properties
of water passing through them (in this case, this fact is restricted to velocities,
but it is also applicable to other tracers as could be temperatures or concentra-
tions).

Finally, the turbulence term Ξ(v) is given by:

Ξ(v) =
∂D(ε)

∂ε

∣∣∣∣∣
ε=ε(v)

, with ε(v) =
1

2

(
∇v +∇vt

)
, (3)

where D is a potential function (for instance, in the particular case of the
classical Navier-Stokes equations, D(ε) = ν [ε : ε] and, consequently, Ξ(v) =
2ν ε(v)). In our case, the Smagorinsky turbulence model, the potential function
D is defined as [12]:

D(ε) = ν [ε : ε] +
2

3
νtur [ε : ε]3/2 . (4)
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So,

Ξ(v) =
∂D(ε)

∂ε

∣∣∣∣∣
ε=ε(v)

= 2ν ε(v) + 2νtur [ε(v) : ε(v)]1/2 ε(v)

=
(
2ν + 2νtur [ε(v) : ε(v)]1/2

)
ε(v) = β(ε(v)) ε(v),

(5)

where β(ε(v)) = 2ν + 2νtur [ε(v) : ε(v)]1/2.

From a mathematical point of view, the advantage of considering the modified
Navier-Stokes equations, besides being more appropriate for turbulent flows,
lies in the fact that, if the potential function fulfills certain properties (see, for
instance, related comments in [9]), it is possible to demonstrate the uniqueness
of solution, in addition to gain in regularity with respect to the smoothness
obtained for the original Navier-Stokes equations. The potential function (4)
for the Smagorinsky turbulence model considered in this work, as we will
note when analyzing the existence of solution for the state equations, fulfills
the necessary conditions to guarantee the uniqueness and regularity of the
solution.

3 The concept of solution

We start this section by defining the functional spaces used in the search for
solution of the system (1). So, we consider:

X =
{
v ∈ [W 1,3(Ω)]3 : ∇ · v = 0, v|ΓN = 0

}
,

X̃ =
{
v ∈ [W 1,3(Ω)]3 : ∇ · v = 0, v|∂Ω

= 0
}
.

(6)

In order to define an appropriate space for the solution of problem (1), we
consider, for a Banach space V1 and a locally convex space V2 such that V1 ⊂
V2, the following Sobolev-Bochner space (cf. Chapter 7 of [17]), for 1 ≤ p, q ≤
∞:

W 1,p,q(0, T ;V1, V2) =

{
u ∈ Lp(0, T ;V1) :

du

dt
∈ Lq(0, T ;V2)

}
, (7)

where du
dt

denotes the derivative of u in the sense of distributions. It is well
known that, if both V1 and V2 are Banach spaces, then W 1,p,q(0, T ;V1, V2) is
also a Banach space endowed with the norm ‖u‖W 1,p,q(0,T ;V1,V2) = ‖u‖Lp(0,T ;V1)+∥∥∥du
dt

∥∥∥
Lq(0,T ;V2)

.

Then, we define the following spaces that will be used in the mathematical
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analysis of system (1):

W = W 1,∞,2(0, T ; X, [L2(Ω)]3) ∩ C([0, T ]; X),

W̃ = W 1,∞,2(0, T ; X̃, [L2(Ω)]3) ∩ C([0, T ]; X̃).
(8)

We will assume that source term F ∈ L2(0, T ; [L2(Ω)]3), initial condition v0 ∈
{v ∈ W 2,2(Ω) : ∇ · v = 0 and v|∂Ω

= 0} ⊂ X̃ (this additional regularity
will be necessary in the proof of the existence of solution), and function g =
(g1, . . . , gNCT ) satisfies the compatibility condition g(0) = 0. Now, we will
prove an extension theorem that will be useful in the definition of solution.

Lemma 3 There exists a linear continuous extension:

Rv : [H1(0, T )]NCT → W 1,2,2(0, T ; [H2
σ(Ω)]3, [H2

σ(Ω)]3)

g → Rv(g) = ζg,
(9)

such that ζg|∂Ω
= φg, where φg is defined by (2), and H2

σ(Ω) = {u ∈ [H2(Ω)]3 :

∇ · u = 0}.

Proof We denote, for k = 1, . . . , NCT ,

ψk(x) =

[
ϕk(x)

µ(T k)
− ϕ̃k(x)

µ(Ck)

]
n ∈ [H3/2(∂Ω)]3, (10)

we have that∫
∂Ω
ψk(x) · n dγ =

1

µ(T k)

∫
∂Ω
ϕk(x) dγ − 1

µ(Ck)

∫
∂Ω
ϕ̃k(x) dγ = 0. (11)

Thanks to results proved in [4], there exists, for k = 1, . . . , NCT , ζk ∈ [H2(Ω)]3

and pk ∈ H1(Ω)/R solutions of the following Stokes system:
−ν∆ζk +∇pk = 0 in Ω,

∇ · ζk = 0 in Ω,

ζk = ψk on ∂Ω,

(12)

that satisfy the following inequality:

‖ζk‖[H2(Ω)]3 + ‖pk‖H1(Ω)/R ≤ C‖ψk‖[H3/2(∂Ω)]3 . (13)

Then, if we define

ζg(t,x) =
NCT∑
k=1

gk(t)ζk(x), (14)

we have that ζg ∈ W 1,2,2(0, T ; [H2(Ω)]3, [H2(Ω)]3), and:
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∥∥∥ζg∥∥∥W 1,2,2(0,T ;[H2(Ω)]3,[H2(Ω)]3)
≤ C

NCT∑
k=1

‖gk‖H1(0,T )

(
‖ϕk‖H3/2(∂Ω)

µ(T k)
+
‖ϕ̃k‖H3/2(∂Ω)

µ(Ck)

)
,

which concludes the proof. �

Lemma 4 The following inclusion is continuous:

W 1,2,2(0, T ; [H2(Ω)]3, [H2(Ω)]3) (15)

⊂ W 1,∞,2(0, T ; [H2(Ω)]3, [H2(Ω)]3) ∩ C([0, T ]; [H2(Ω)]3).

Proof We can apply Lemma 7.1 of [17], taking V1 = V2 = H2(Ω), and
p = q = 2. �

We consider now, for g ∈ [H1(0, T )]NCT , the extension obtained in Lemma 3:

ζg ∈ W 1,2,2(0, T ; [H2(Ω)]3, [H2(Ω)]3). (16)

We formally have that v ∈W is a solution of (1) if and only if z = v−ζg ∈ W̃
is a solution of the following system with homogeneous Dirichlet boundary
conditions:

∂z

∂t
+∇(ζg + z)z +∇zζg

−∇ ·
(

2νε(z) + 2νtur

∫
Ω

[
ε(ζg + z) : ε(ζg + z)

]1/2
ε(ζg + z)

)
+∇p

= F−
∂ζg
∂t
−∇ζgζg + 2ν∇ · ε(ζg) in Ω×]0, T [,

z = 0 on ∂Ω×]0, T [,

z(0) = v0 in Ω.

(17)

Thus, we will use system (17) to define the concept of solution for the system
(1).

Remark 5 It is worthwhile emphasizing here that:

• The sum ζg+z is well defined in W since W 1,2,2(0, T ;H2(Ω), H2(Ω)) ⊂W.
• The term 2ν∇ · ε(ζg) vanishes in the variational formulation thanks to the

construction made in the proof of lemma 3:

ν
∫

Ω
ε(ζg) : ε(η) dx = 0, ∀η ∈ X̃. (18)

• We must note that the regularity obtained in lemma 3 is more restrictive
than the one needed to define the concept of solution. However, this addi-
tional regularity for the extension will be necessary in next section in order
to guarantee that the time derivative of the solution lies in L2(0, T ; [L2(Ω)]3).
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Then, we can give the following definition of solution:

Definition 6 An element v ∈ W is said to be a solution of problem (1) if
there exists an element z ∈ W̃ such that:

a) v = ζg + z, with ζg ∈ W 1,2,2(0, T ; [H2(Ω)]3, [H2(Ω)]3) the reconstruction
of the trace as given in Lemma 3.

b) z(0) = v0 a.e. in Ω.
c) z verifies the following variational formulation:

∫
Ω

∂z

∂t
· η dx +

∫
Ω
∇(ζg + z)z · η dx +

∫
Ω
∇zζg · η dx + 2ν

∫
Ω
ε(z) : ε(η) dx

+2νtur

∫
Ω

[
ε(ζg + z) : ε(ζg + z)

]1/2
ε(ζg + z) : ε(η) dx

=
∫

Ω
Hg · η dx, a.e. t ∈]0, T [, ∀η ∈ X̃,

(19)

where

Hg = F−
∂ζg
∂t
−∇ζgζg ∈ L2(0, T ; [L2(Ω)]3). (20)

4 Existence of solution

In order to better understand the results proved in this section, we will divide
it in two parts: In the first subsection we will obtain some a priori estimates
for the solution. In the second one, we will prove the existence of solution for
the Galerkin approximations of system (17), and we will demonstrate that
the limit v of these Galerkin approximations is a solution of the system (17)
and that, consequently, the system (1) admits, at least, a solution of the form
v = ζg + z. Uniqueness of solution will be analyzed in the last section.

4.1 A priori estimates

Lemma 7 If z ∈ W̃ is a solution of the system (17) in the sense of Definition
6, then there exist positive constants C1 and C2 such that:

‖z‖2
L∞(0,T ;[L2(Ω)]3) + ‖z‖2

L2(0,T ;[W 1,2(Ω)]3) + ‖z‖3
L3(0,T ;[W 1,3(Ω)]3)

≤ C1

(
‖v0‖2

[L2(Ω)]3 + ‖ζg‖3
L3(0,T ;[W 1,3(Ω)]3) + ‖Hg‖2

L2(0,T ;[L2(Ω)]2)

)
.

(21)
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∥∥∥∥∥∂z

∂t

∥∥∥∥∥
2

L2(0,T ;[L2(Ω)]3)

+ ‖z‖2
L∞(0,T ;[W 1,2(Ω)]3) + ‖z‖3

L∞(0,T ;[W 1,3(Ω)]3)

≤ C2

(
ν‖ε(v0)‖2

[L2(Ω)]3×3 +
2

3
νtur‖ε(v0)‖3

[L3(Ω)]3×3 + ‖H̃g‖2
L2(0,T ;[L2(Ω)]3)

)

×

1 + exp
(
‖v0‖2

[L2(Ω)]3 + ‖ζg‖3
L3(0,T ;[W 1,3(Ω)]3) + ‖Hg‖2

L2(0,T ;[L2(Ω)]2)

+

∥∥∥∥∥∂ζg∂t
∥∥∥∥∥

2

L2(0,T ;H1(Ω))

+

∥∥∥∥∥∂ζg∂t
∥∥∥∥∥

3

L2(0,T ;W 1,3(Ω))

)

(22)

Proof For the sake of simplicity, we will divide the proof into two parts: So,
in the first part we will take η = z(t) as a test function in the variational
formulation (19) and we will obtain the first estimate. Finally, in the second
part, we will take η = ∂z

∂t
as a test function in order to obtain an estimate for

the time derivative.

As above commented, we first take η = z(t) as a test function in the variational
formulation (19) and, integrating over the time interval [0, t], we obtain:

1

2
‖z(t)‖2

[L2(Ω)]3 +
∫ t

0

∫
Ω
∇ζgz · z dx ds+ 2ν

∫ t

0
‖ε(z)‖2

[L2(Ω)]3×3 ds

+2νtur

∫ t

0
‖ε(ζg + z)‖3

[L3(Ω)]3×3 =
1

2
‖v0‖2

[L2(Ω)]3 +
∫ t

0

∫
Ω

Hg · z dx ds

+2νtur

∫ t

0

∫
Ω

[
ε(ζg + z) : ε(ζg + z)

]1/2
ε(ζg + z) : ε(ζg) dx ds,

(23)

where we have used that
∫

Ω
∇zζg · z dx =

∫
Ω
∇zz · z dx = 0, and where C is

a positive constant that can depend of Korn inequality. Now, if we take into
account the inequality ab ≤ (1/2)a2ε+ (1/2)b2ε−1, we obtain that

∫ t

0

∫
Ω

Hg · z dx ds ≤
1

2
ε1

∫ t

0
‖z(s)‖[L2(Ω)]3 +

1

2ε1

∫ t

0
‖Hg‖2

[L2(Ω)]3

≤ Cε1

∫ t

0
‖ε(z)‖2

[L2(Ω)]3×3 ds+
1

2ε1

∫ t

0
‖Hg‖2

[L2(Ω)]3 ,

forall ε1 > 0. In the other hand, ab = (aε2/3)(bε−2/3) ≤ (2/3)a3/2ε+(1/3)b3ε−2,
and then: ∫ t

0

∫
Ω

[
ε(ζg + z) : ε(ζg + z)

]1/2
ε(ζg + z) : ε(ζg) dx ds

≤
∫ t

0
‖ε(ζg + z)‖2

[L3(Ω)]3×3‖ε(ζg)‖[L3(Ω)]3×3 ds

≤ 2

3
ε2

∫ t

0
‖ε(ζg + z)‖3

[L3(Ω)]3×3 ds+
1

3ε22

∫ t

0
‖ε(ζg)‖3

[L3(Ω)]3×3 ds,

(24)
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for all ε2 > 0. Finally:∫ t

0

∫
Ω
∇ζgz · z dx ds ≤

∫ t

0
‖∇ζg‖[L3(Ω)]3×3‖z‖2

[L3(Ω)]3 ds

≤ C

ε23

∫ t

0
‖ε(ζg)‖3

[L3(Ω)]3×3 ds+ Cε3

∫ t

0
‖ε(z)‖3

[L3(Ω)]3×3 ds

≤ C
(

1

ε3
+ ε3

) ∫ t

0
‖ε(ζg)‖3

[L3(Ω)]3×3 ds+ Cε3

∫ t

0
‖ε(z + ζg)‖3

[L3(Ω)]3×3 ds,

(25)

for all ε3 > 0, where C is a positive constant. If we adjust the values of εk,
k = 1, 2, 3, we have that:

‖z(t)‖2
[L2(Ω)]3 +

∫ t

0
‖ε(z(s))‖2

[L2(Ω)]3×3 ds+
∫ t

0
‖ε(ζg + z)‖3

[L3(Ω)]3×3

≤ C
(
‖v0‖2

[L2(Ω)]3 +
∫ t

0
‖Hg‖2

[L2(Ω)]3

∫ t

0
‖ε(ζg)‖3

[L3(Ω)]3×3 ds
)
.

(26)

So, there exists a positive constant C1 such that:

‖z‖2
L∞(0,T ;[L2(Ω)]3) + ‖z‖2

L2(0,T ;[W 1,2(Ω)]3) + ‖z‖3
L3(0,T ;[W 1,3(Ω)]3)

≤ C1

(
‖v0‖2

[L2(Ω)]3 + ‖ζg‖3
L3(0,T ;[W 1,3(Ω)]3) + ‖Hg‖2

L2(0,T ;[L2(Ω)]2)

)
,

(27)

and first estimate (21) is stated.

Now, in this second part of the proof, we will consider the following notation

H̃g = F−
∂ζg
∂t
∈ L2(0, T ; [L2(Ω)]3) (28)

and we will take η = ∂z
∂t

as a test function in the variational formulation (19).
So, we have that:∥∥∥∥∥∂z

∂t
(t)

∥∥∥∥∥
2

[L2(Ω)]3

+
d

dt

∫
Ω
D(ε(ζg(t) + z(t))) dx =

∫
Ω

H̃g ·
∂z

∂t
(t) dx

−
∫

Ω
∇(ζg(t) + z(t))(ζg(t) + z(t)) · ∂z

∂t
(t) dx

+
∫

Ω
β(ζg(t) + z(t))ε(ζg(t) + z(t)) : ε

(
∂ζg
∂t

(t)

)
dx,

(29)

where the potential D is defined by formula (4) and β is given by β(ε(v)) =

2ν+2νtur [ε(v) : ε(v)]1/2. Now, thanks to Young inequality ab = (
√

2a)(b/
√

2) ≤
a2 + b2/4, we obtain:

∫
Ω

H̃g(t) · ∂z

∂t
(t) dx ≤ ‖H̃g(t)‖2

[L2(Ω)]3 +
1

4

∥∥∥∥∥∂z

∂t
(t)

∥∥∥∥∥
2

[L2(Ω)]3

, (30)

10



and also:

∫
Ω
∇(ζg(t) + z(t))(ζg(t) + z(t)) · ∂z

∂t
(t) dx

≤ ‖∇(ζg(t) + z(t))(ζg(t) + z(t))‖2
[L2(Ω)]3 +

1

4

∥∥∥∥∥∂z

∂t
(t)

∥∥∥∥∥
2

[L2(Ω)]3

.

(31)

Then, integrating in the time interval ]0, t[:

1

2

∥∥∥∥∥∂z

∂t

∥∥∥∥∥
2

L2(0,t;[L2(Ω)]3)

+
∫

Ω
D(ε(ζg(t) + z(t))) dx−

∫
Ω
D(ε(ζg(0) + z(0))) dx

≤ ‖H̃g‖2
L2(0,t;[L2(Ω)]3) + ‖∇(ζg − z)(ζg − z)‖2

L2(0,t;[L2(Ω)]3)

+
∫ t

0

∫
Ω
β(ζg(s) + z(s))ε(ζg(s) + z(s)) : ε

(
∂ζg
∂t

(s)

)
dx ds,

(32)

and we obtain that:

1

2

∥∥∥∥∥∂z

∂t

∥∥∥∥∥
2

L2(0,t;[L2(Ω)]3)

+ ν‖ε(ζg(t) + z(t))‖2
[L2(Ω)]3×3 +

2

3
νtur‖ε(ζg(t) + z(t))‖3

[L3(Ω)]3×3

≤ ν‖ε(v0)‖2
[L2(Ω)]3×3 +

2

3
νtur‖ε(v0)‖3

[L3(Ω)]3×3 + ‖H̃g‖2
L2(0,t;[L2(Ω)]3)

+‖∇(ζg − z)(ζg − z)‖2
L2(0,t;[L2(Ω)]3)

+
∫ t

0

∫
Ω
β(ζg(s) + z(s))ε(ζg(s) + z(s)) : ε

(
∂ζg
∂t

(s)

)
dx ds.

(33)

We will focus our attention into the last two terms. Thanks to Poincaré and
Holder inequalities:

∫ t

0
‖∇(ζg(s) + z(s))(ζg(s) + z(s))‖2

[L2(Ω)]3 ds

≤ C
∫ t

0
‖ζg(s) + z(s)‖2

[L6(Ω)]3‖∇(ζg(s) + z(s))‖2
[L3(Ω)]3×3

≤ C
∫ t

0
‖∇(ζg(s) + z(s))‖2

[L3(Ω)]3×3

×
(
‖∇(ζg(s) + z(s))‖2

[L2×2(Ω)]3 + ‖∇(ζg(s) + z(s))‖3
[L3(Ω)]3×3

)
ds,

≤ C
∫ t

0
‖ε(ζg(s) + z(s))‖2

[L3(Ω)]3×3

×
(
‖ε(ζg(s) + z(s))‖2

[L2×2(Ω)]3 + ‖ε(ζg(s) + z(s))‖3
[L3(Ω)]3×3

)
ds.

(34)
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On the other hand:

∫ t

0

∫
Ω
β(ζg(s) + z(s))ε(ζg(s) + z(s)) : ε

(
∂ζg
∂t

(s)

)
dx ds

= ν
∫ t

0

∫
Ω
ε(ζg(s) + z(s)) : ε

(
∂ζg
∂t

(s)

)
dx ds

+νtur

∫ t

0

∫
Ω

[ε(ζg(s) + z(s)) : ε(ζg(s) + z(s))]1/2ε(ζg(s) + z(s)) : ε

(
∂ζg
∂t

(s)

)
dx ds.

Thus, a simple computation shows us that:

ν
∫ t

0

∫
Ω
ε(ζg(s) + z(s)) : ε

(
∂ζg
∂t

(s)

)
dx ds

≤ ν
∫ t

0
‖ε(ζg(s) + z(s))‖[L2(Ω)]3×3

∥∥∥∥∥ε
(
∂ζg
∂t

(s)

)∥∥∥∥∥
[L2(Ω)]3×3

ds

≤ νt

4
+
∫ t

0
‖ε(ζg(s) + z(s))‖2

[L2(Ω)]3×3

∥∥∥∥∥ε
(
∂ζg
∂t

(s)

)∥∥∥∥∥
2

[L2(Ω)]3×3

ds ≤ νt

4

+
∫ t

0

(
‖ε(ζg(s) + z(s))‖2

[L2(Ω)]3×3 + ‖ε(ζg(s) + z(s))‖3
[L3(Ω)]3×3

)∥∥∥∥∥ε
(
∂ζg
∂t

(s)

)∥∥∥∥∥
2

[L2(Ω)]3×3

ds,

and:

νtur

∫ t

0

∫
Ω

[ε(ζg(s) + z(s)) : ε(ζg(s) + z(s))]1/2ε(ζg(s) + z(s)) : ε

(
∂ζg
∂t

(s)

)
dx ds

≤ νtur

∫ t

0
‖ε(ζg(s) + z(s))‖2

[L3(Ω)]3×3

∥∥∥∥∥ε
(
∂ζg
∂t

(s)

)∥∥∥∥∥
[L3(Ω)]3×3

ds

≤ 4νturt

27
+
∫ t

0
‖ε(ζg(s) + z(s))‖3

[L3(Ω)]3×3

∥∥∥∥∥ε
(
∂ζg
∂t

(s)

)∥∥∥∥∥
3/2

[L3(Ω)]3×3

ds ≤ 4νturt

27

+
∫ t

0

(
‖ε(ζg(s) + z(s))‖2

[L2(Ω)]3×3 + ‖ε(ζg(s) + z(s))‖3
[L3(Ω)]3×3

)∥∥∥∥∥ε
(
∂ζg
∂t

(s)

)∥∥∥∥∥
3/2

[L3(Ω)]3×3

ds.
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Taking into account previous estimates:

1

2

∥∥∥∥∥∂z

∂t

∥∥∥∥∥
2

L2(0,t;[L2(Ω)]3)

+ ν‖ε(ζg(t) + z(t))‖2
[L2(Ω)]3×3 +

2

3
νtur‖ε(ζg(t) + z(t))‖3

[L3(Ω)]3×3

≤ ν‖ε(v0)‖2
[L2(Ω)]3×3 +

2

3
νtur‖ε(v0)‖3

[L3(Ω)]3×3 + ‖H̃g‖2
L2(0,t;[L2(Ω)]3)

+C
∫ t

0

(
‖ε(ζg(s) + z(s))‖2

[L2(Ω)]3×3 + ‖ε(ζg(s) + z(s))‖3
[L3(Ω)]3×3

)
‖ε(ζg(s) + z(s))‖2

[L3(Ω)]3×3 ds

+
νt

4
+
∫ t

0

(
‖ε(ζg(s) + z(s))‖2

[L2(Ω)]3×3 + ‖ε(ζg(s) + z(s))‖3
[L3(Ω)]3×3

)∥∥∥∥∥ε
(
∂ζg
∂t

(s)

)∥∥∥∥∥
2

[L2(Ω)]3×3

ds

+
4νturt

27
+
∫ t

0

(
‖ε(ζg(s) + z(s))‖2

[L2(Ω)]3×3 + ‖ε(ζg(s) + z(s))‖3
[L3(Ω)]3×3

)∥∥∥∥∥ε
(
∂ζg
∂t

(s)

)∥∥∥∥∥
3/2

[L3(Ω)]3×3

ds.

Then, if we denote by:

Ψ1(s) = ‖ε(ζg(s) + z(s))‖2
[L2(Ω)]3×3 + ‖ε(ζg(s) + z(s))‖3

[L3(Ω)]3×3 ,

Ψ2(s) = ‖ε(ζg(s) + z(s))‖2
[L3(Ω)]3×3 +

∥∥∥∥∥ε
(
∂ζg
∂t

(s)

)∥∥∥∥∥
2

[L2(Ω)]3×3

+

∥∥∥∥∥ε
(
∂ζg
∂t

(s)

)∥∥∥∥∥
3/2

[L3(Ω)]3×3

≤ 5

6
+

2

3
‖ε(ζg(s) + z(s))‖3

[L3(Ω)]3×3 +

∥∥∥∥∥ε
(
∂ζg
∂t

(s)

)∥∥∥∥∥
2

[L2(Ω)]3×3

+
1

2

∥∥∥∥∥ε
(
∂ζg
∂t

(s)

)∥∥∥∥∥
3

[L3(Ω)]3×3

,

we can rewrite the inequality (35) in the following terms:

∥∥∥∥∥∂z

∂t

∥∥∥∥∥
2

L2(0,t;[L2(Ω)]3)

+ Ψ1(t) ≤ ν‖ε(v0)‖2
[L2(Ω)]3×3 +

2

3
νtur‖ε(v0)‖3

[L3(Ω)]3×3

+ ‖H̃g‖2
L2(0,t;[L2(Ω)]3) + C

∫ t

0
Ψ1(s)Ψ2(s) ds.

(35)

In order to derive the estimate for the time derivative, by applying Gronwall’s
lemma to previous inequality, we need first to check that Ψ2 ∈ L1(0, T ). So,
we have that:

∫ T

0
Ψ2(s) ds ≤ C

(
1 + ‖v0‖2

[L2(Ω)]3 + ‖ζg‖3
L3(0,T ;[W 1,3(Ω)]3)

+‖Hg‖2
L2(0,T ;[L2(Ω)]2) +

∥∥∥∥∥∂ζg∂t
∥∥∥∥∥

2

L2(0,T ;H1(Ω))

+

∥∥∥∥∥∂ζg∂t
∥∥∥∥∥

3

L2(0,T ;W 1,3(Ω))

)
,

(36)

where we have used estimate (21). Then, by Gronwall’s lemma, we have a.e.
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t ∈]0, T [:

Ψ1(t) ≤ C
(
ν‖ε(v0)‖2

[L2(Ω)]3×3 +
2

3
νtur‖ε(v0)‖3

[L3(Ω)]3×3 + ‖H̃g‖2
L2(0,T ;[L2(Ω)]3)

)
× exp

(
‖v0‖2

[L2(Ω)]3 + ‖ζg‖3
L3(0,T ;[W 1,3(Ω)]3) + ‖Hg‖2

L2(0,T ;[L2(Ω)]2)

+

∥∥∥∥∥∂ζg∂t
∥∥∥∥∥

2

L2(0,T ;H1(Ω))

+

∥∥∥∥∥∂ζg∂t
∥∥∥∥∥

3

L2(0,T ;W 1,3(Ω))

) (37)

and then we obtain the existence of a positive constant C2 such that:

∥∥∥∥∥∂z

∂t

∥∥∥∥∥
2

L2(0,T ;[L2(Ω)]3)

+ ‖z‖2
L∞(0,T ;[W 1,2(Ω)]3) + ‖z‖3

L∞(0,T ;[W 1,3(Ω)]3)

≤ C2

(
ν‖ε(v0)‖2

[L2(Ω)]3×3 +
2

3
νtur‖ε(v0)‖3

[L3(Ω)]3×3 + ‖H̃g‖2
L2(0,T ;[L2(Ω)]3)

)

×

1 + exp
(
‖v0‖2

[L2(Ω)]3 + ‖ζg‖3
L3(0,T ;[W 1,3(Ω)]3) + ‖Hg‖2

L2(0,T ;[L2(Ω)]2)

+

∥∥∥∥∥∂ζg∂t
∥∥∥∥∥

2

L2(0,T ;H1(Ω))

+

∥∥∥∥∥∂ζg∂t
∥∥∥∥∥

3

L2(0,T ;W 1,3(Ω))

),

(38)

which concludes the proof. �

4.2 Galerkin approximation

In this subsection we will construct a sequence of approximations to the solu-
tion aimed at converging to a solution of problem (1). In order to pass to the
limit in below approximations, we will need the following technical result:

Lemma 8 The operator:

A : X̃ → X̃′

z → A(z),
(39)

where, for any ξ ∈ X̃,

〈A(z), ξ〉 =
∫

Ω
β(ε(ζg + z))ε(ζg + z) : ε(ξ) dx, (40)

satisfies the following monotony condition:

〈A(z1)− A(z2), z1 − z2〉 ≥ C
∫

Ω
‖∇(z1 − z2)‖2

[L2(Ω)]3×3 . (41)
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Proof Using classical results of integral calculus:

β(ε(v1))ε(v1)− β(ε(v2))ε(v2) =
∂D(ε)

∂ε

∣∣∣∣∣
ε=ε(v1)

− ∂D(ε)

∂ε

∣∣∣∣∣
ε=ε(v2)

=
∫ 1

0

d

dτ

∂D(ε)

∂ε

∣∣∣∣∣
ε=ετ

dτ =
∫ 1

0

∂2D(ε)

∂ε2

∣∣∣∣∣
ε=ετ

dτ (ε(v)) ,

(42)

where v1 and v2 are two elements of X, ετ = τε(v1) + (1 − τ)ε(v2), with
τ ∈ [0, 1],and, consequently, ∂

∂τ
ετ = ε(v1) − ε(v2) = ε(v). Then, taking into

account the definition (4) of operator D, it is straightforward to check that:

(∫ 1

0

∂2D(ε)

∂ε2

∣∣∣∣∣
ε=ετ

dτ (ε(v)) , ε(v)

)
[L2(Ω)]3×3

=
∫ 1

0

(
∂2D(ε)

∂ε2

∣∣∣∣∣
ε=ετ

(ε(v)) , ε(v)

)
[L2(Ω)]3×3

dτ

≥ C1‖ε(v)‖2
[L2(Ω)]3×3

∫ 1

0

(
1 + ‖ετ‖[L1(Ω)]3×3

)
dτ ≥ C2‖ε(v)‖2

[L2(Ω)]3×3 ,

(43)

where C1 y C2 are positive constants. Thus, we can conclude that there exists
a positive constant C such that:

〈A(z1)− A(z2), z1 − z2〉 ≥ C
∫

Ω
‖∇(z1 − z2)‖2

[L2(Ω)]3×3 . (44)

�

Theorem 9 There exists a solution z ∈ W̃ of the system (17) in the sense
of Definition 6.

Proof We consider a basis {ξn}n∈N of the functional space {v ∈ W 2,2(Ω) :
∇ · v = 0 and v|∂Ω

= 0}, formed by eigenfunctions of the Stokes operator:


−∆ξn +∇pn = λnξn in Ω,

∇ · ξn = 0 in Ω,

ξn = 0 on ∂Ω,

(45)

where 0 < λ1 ≤ λ2 ≤ . . . are the eigenvalues, with limn→∞ λn = ∞. We can
also suppose that the previous basis is orthonormal with respect to L2(Ω). For
N ∈ N we denote by:

zN =
N∑
k=1

zNk (t)ξk, (46)

where the coefficients zNk (t), k = 1, . . . , N , are such that zN is the solution of
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the following differential equation, for k = 1, . . . , N :∫
Ω

∂zN

∂t
· ξk dx +

∫
Ω
∇(ζg + zN)zN · ξk dx

+
∫

Ω
∇zNζg · ξk dx + 2ν

∫
Ω
ε(zN) : ε(ξk) dx

+2νtur

∫
Ω

[
ε(ζg + zN) : ε(ζg + zN)

]1/2
ε(ζg + zN) : ε(ξk) dx =

∫
Ω

Hg · ξk dx,

(47)

which can be rewritten in the following standard matrix formulation:
dz(t)

dt
= F(z(t), t) a.e. t ∈]0, T [,

z(0) = z0,
(48)

where:
z(t) =

(
zN1 (t), zN2 (t), . . . , zNN(t)

)T
, (49)

z0 =
(
(zN0 , ξ

1), (zN0 , ξ
2), . . . , (zN0 , ξ

N)
)T
, (50)

F(z, t) =



(Hg(t), ξ1)− a(t; z · ξ, ξ1)

(Hg(t), ξ2)− a(t; z · ξ, ξ2)
...

(Hg(t), ξN)− a(t; z · ξ, ξN)


, (51)

ξ =
(
ξ1, ξ2, . . . , ξN

)T
, (52)

a(t; z · ξ, ξk) =
∫

Ω
∇(ζg(t) + (z · ξ))(z · ξ) · ξk dx +

∫
Ω
∇(z · ξ)ζg · ξk dx

+2νtur

∫
Ω

[
ε(ζg + (z · ξ)) : ε(ζg(t) + (z · ξ))

]1/2
ε(ζg(t) + (z · ξ)) : ε(ξk) dx

+2ν
∫

Ω
ε(z · ξ) : ε(ξk) dx, k = 1, . . . , N,

(53)

for zN0 the orthogonal projection in L2(Ω) of v0 onto 〈{ξ1, . . . , ξN}〉.

Then, we can apply the Caratheodory theorem to this system of ordinary
differential equations (cf., for instance, Theorem 5.2 of [10]). Indeed, F(·, t) is
continuous for any t ∈ [0, T ], and F(z, ·) ∈ L2(0, T ) for any z ∈ R3N . Thus,
given an open ball B in R3N , we can prove that there exist two functions
mB, lB ∈ L1(0, T ) (in fact, in L2(0, T )) such that:

‖F(z, t)‖ ≤ mB(t) a.e. t ∈]0, T [, ∀ z ∈ B,

‖F(z1, t)− F(z2, t)‖ ≤ lB(t)‖z1 − z2‖ a.e. t ∈]0, T [, ∀ z1, z2 ∈ B,
(54)

and then, we conclude that system (48) has a unique absolutely continuous
solution which can be extended to the boundary of B×]0, T [. Moreover, thanks

16



to the regularity of F in time, zNk ∈ H1(0, T ), ∀k = 1, . . . , N , and then,
zN ∈ W 1,2,2(0, T ; [H2(Ω)], [H2(Ω)]3).

It is important to mention here that we can repeat the proof of the esti-
mates (21) and (22) in the Galerkin approximation (47) and then the sequence
{zN}N∈N is bounded in the space W̃ by a constant not depending on N .

The final part of this proof corresponds to the pass to the limit in the Galerkin
approximations in order to obtain a solution of the system (17). Taking sub-
sequences, if necessary, we have that:

• zN → z strongly in Lp(0, T ; [Lq(Ω)]3), for all 1 < p <∞ and 2 ≤ q <∞,
• zN ⇀ z weakly in L3(0, T ; X̃),

• dzN

dt
⇀

dz

dt
weakly in L2(0, T ; [L2(Ω)]3),

• ∇zN ⇀∗ ∇z weakly-∗ in L∞(0, T ; [L3(Ω)]3),
• β(ε(ζg + zN)) ε(ζg + zN) ⇀ β̂ weakly in L3/2(0, T ; X̃′).

Let us fix now an index k ∈ N. If we multiply (47) by a scalar function
ψ ∈ H1(0, T ), such that ψ(T ) = 0, integrate with respect to t, and integrate
by parts, we have, ∀N ≥ k:

−
∫ T

0

∫
Ω

zN(t) · dψ
dt

(t)ξk dx dt+
∫ T

0

∫
Ω
∇(ζg + zN)(ζg + zN) · ψ(t)ξk dx dt

+
∫ T

0

∫
Ω
β(ε(ζg + zN))ε(ζg + zN) : ε(ψ(t)ξk) dx dt =

∫
Ω

zN0 · ψ(0)ξk dx

+
∫ T

0

∫
Ω

Hg · ψ(t)ξk dx dt.

(55)

Thanks to the previous convergences we can pass to the limit in this expression
and we obtain:

−
∫ T

0

∫
Ω

z(t) · dψ
dt

(t)ξ dx dt+
∫ T

0

∫
Ω
∇(ζg + z)(ζg + z) · ψ(t)ξ dx dt

+
∫ T

0

∫
Ω
β̂ : ε(ψ(t)ξ) dx dt =

∫
Ω

z0 · ψ(0)ξ dx +
∫ T

0

∫
Ω

Hg · ψ(t)ξ dx dt,

(56)

for each ξ ∈ X̃ which is a finite linear combination of elements ξk. Since each
term of above expression depends linearly and continuously on ξ for the norm
of X̃, previous equality is still valid, by continuity, for each ξ ∈ X̃. Then, we
are only left to demonstrate that β̂ = β(ε(ζg + z)) ε(ζg + z).

So, by Lemma 8, we have:∫ T

0

∫
Ω

[
β(ε(ζg + zN)) ε(ζg + zN)− β(ε(ζg + η))ε(ζg + η)

]
: ε(zN − η) dx dt ≥ 0,

for all η(t,x) = ψ(t)ξ(x), with ψ ∈ H1(0, T ) and ξ ∈ 〈{ξ1, . . . , ξN}〉. Then,
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by (55),

∫ T

0

∫
Ω

zN(t) · d
dt

(zN − η) dx dt−
∫ T

0

∫
Ω
∇(ζg + zN)(ζg + zN) · (zN − η) dx dt

+
∫ T

0
zN0 · (zN(0)− η(0)) dx dt+

∫ T

0

∫
Ω

Hg · (zN − η) dx dt

−
∫ T

0

∫
Ω
β(ε(ζg + η))ε(ζg + η) : ε(zN − η) dx dt ≥ 0.

(57)

If we pass to the limit, taking into account (56):

∫ T

0

∫
Ω

[
β̂ − β(ε(ζg + η))ε(ζg + η)

]
: ε(z− η) dx dt ≥ 0, (58)

for all η ∈ L3(0, T ; X̃) (where we need to use a standard argument by density).
Then, choosing η = z± εζ, with ζ ∈ L3(0, T ; X̃), and ε an arbitrary positive
number, multiplying both sides of the inequality by ε−1, and letting ε tend to
zero, we obtain that, for all ζ:∫ T

0

∫
Ω

[
β̂ − β(ε(ζg + z))ε(ζg + z)

]
: ζ dx dt = 0. (59)

Thus, β̂ = β(ε(ζg + z))ε(ζg + z) a.e. (x, t) ∈ Ω×]0, T [.

Finally, since we can derive directly from the definition of z0 that z(0) = v0,
the proof is complete. �

5 Uniqueness of solution

Theorem 10 Under the hypotheses that guaranty the existence of solution for
the problem (17), there exists a unique solution in the sense of Definition 6.

Proof We suppose that there exist v1 and v2 two solutions of (17) in the
sense of definition 6, that is, there exists z1 and z2 in the space W̃ such that
v1 = ζg + z1 and v2 = ζg + z2 and satisfy the variational formulation (19). If

we denote by v = z1 − z2 = v1 − v2 ∈ W̃, we have that v(0) = 0, and:

∫
Ω

∂v

∂t
· η dx +

∫
Ω

(∇v1v1 −∇v2v2) · η dx

+
∫

Ω
(β(ε(v1))ε(v1)− β(ε(v2))ε(v2)) : ε(η) dx = 0, a.e. t ∈]0, T [, ∀η ∈ X̃.

(60)

On one hand, we know that

∇v1v1 −∇v2v2 = ∇v1v +∇vv2 (61)
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and, if we take η = v(t) as a test function and use that ∇ · v = 0, we obtain:

(∇vv2,v)[L2(Ω)]3 = 0,

(∇v1v,v)[L2(Ω)]3 = − (∇vv,v1)[L2(Ω)]3 .
(62)

Then, thanks to Lemma 8:

d

dt
‖v(t)‖2

[L2(Ω)]3 + 2C‖∇(v)(t)‖2
[L2(Ω)]3×3 ≤ (∇v(t)v(t),v1(t))[L2(Ω)]3 . (63)

Using now the fact that W ⊂ Lp(0, T ; [Lq(Ω)]3) for all 1 < p, q <∞:

(∇v(t)v(t),v1(t))[L2(Ω)]3 ≤ ‖∇v(t)‖[L2(Ω)]3×3‖v(t)‖[L4(Ω)]3‖v1(t)‖[L4(Ω)]3

≤ C1‖∇v(t)‖7/4
[L2(Ω)]3×3‖v(t)‖1/4

[L2(Ω)]3‖v1(t)‖[L4(Ω)]3

≤ 2C‖∇(v)(t)‖2
[L2(Ω)]3×3 + C2‖v(t)‖2

[L2(Ω)]3‖v1(t)‖8
[L4(Ω)]3 ,

(64)

where the second inequality is a consequence of lemma 3.5 of [18] and the
third one is a direct consequence of Young inequality. Finally, we deduce that:

d

dt
‖v(t)‖2

[L2(Ω)]3 ≤ C2‖v(t)‖2
[L2(Ω)]3‖v1(t)‖8

[L4(Ω)]3 (65)

and, since the function t → ‖v1(t)‖8
[L4(Ω)]3 is integrable, we can multiply the

previous inequality by exp
(
−C2

∫ t
0 ‖v1(t)‖8

[L4(Ω)]3 dt
)
, and we obtain:

d

dt

[
exp

(
−C2

∫ t

0
‖v1(t)‖8

[L4(Ω)]3 dt
)
‖v(t)‖2

[L2(Ω)]3

]
≤ 0. (66)

Finally, integrating and taking into account that v(0) = 0, we find that:

‖v(t)‖2
[L2(Ω)]3 ≤ 0, ∀t ∈ [0, T ], (67)

which implies that v = 0 or, equivalently, that v1 = v2. �
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