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Abstract: In the context of academic expert finding, this paper investigates and compares the
performance of information retrieval (IR) and machine learning (ML) methods, including deep
learning, to approach the problem of identifying academic figures who are experts in different
domains when a potential user requests their expertise. IR-based methods construct multifaceted
textual profiles for each expert by clustering information from their scientific publications. Several
methods fully tailored for this problem are presented in this paper. In contrast, ML-based methods
treat expert finding as a classification task, training automatic text classifiers using publications
authored by experts. By comparing these approaches, we contribute to a deeper understanding of
academic-expert-finding techniques and their applicability in knowledge discovery. These methods
are tested with two large datasets from the biomedical field: PMSC-UGR and CORD-19. The results
show how IR techniques were, in general, more robust with both datasets and more suitable than the
ML-based ones, with some exceptions showing good performance.

Keywords: expert finding; information retrieval; machine learning; deep learning; recommender systems;
academia; authorship attribution

1. Introduction

In both our personal and professional lives, there are moments when our knowledge
or ability to solve a problem falls short, necessitating us to connect with individuals whose
experience or expertise can provide valuable assistance for the issue at hand. If a tool
were available for such situations, it could assist us in locating these individuals, who
may be represented within a system through various means, such as the services they
offer (in structured or unstructured formats), CVs, blog entries, tags, and more. These
matches would typically be identified based on our expressed needs, either through a
natural language query or a simple list of keywords. This software would be responsible
for determining the most suitable experts who can fulfill our requirements.

This problem is called expert finding and in general refers to the process of identifying
individuals who possess specialized knowledge or expertise in a particular subject or field.
The goal is to locate individuals who can provide valuable insight, guidance, or assistance
in relation to a specific topic.

Expert finding has found success in various applications, including in relation to
enterprises [1,2], community question answering [3,4], social networks [5,6], online fo-
rums [7], medicine [8], and academia [9–12]. A strong indicator of the significance of
and interest in expert finding is the abundance of publications on the topic, including a
substantial number of survey papers [13–19].
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We focus on the academic or scholarly field, where the search for experts typically
involves identifying the key figures (researchers, scholars, professors) who have pioneered
fundamental concepts, made significant advancements, or possess in-depth knowledge
and expertise in specific academic disciplines. Two illustrative use cases that exemplify the
process of finding academic experts are as follows: (1) An international project office seeks
to identify reviewers for evaluating project proposals submitted for a particular call. In
this scenario, the office administrators aim to identify academics whose research expertise
aligns with the proposal topics, as expressed through keywords, so they can carry out the
evaluation task. (2) A multidisciplinary research team is engaged in a project spanning
multiple knowledge domains, necessitating the inclusion of researchers from various fields.
In such cases, the research team leaders strive to identify other research groups or specific
researchers who excel in fields that make them essential for incorporation in their research.

Taking it to the next level, the goal of this paper is to study academic-expert-finding
methods by utilizing information retrieval (IR) and machine learning (ML), including
classical and deep learning models. In this case, the academics are represented by the
papers published in journals or conferences, giving clear evidence of what their expertise
fields are. Then, the recommendation of experts is carried out by providing a text where
potential users express their information needs. These are typically represented by a kind
of abstract describing the problem and the type of required knowledge. This might be seen
as a recommendation process, where a hypothetical system recommends experts by means
of ranking them, given an information need.

The IR-based methods construct multifaceted textual profiles (subprofiles) for each
expert by clustering information from their scientific publications. An IR system (IRS)
indexes these subprofiles and retrieves those most similar to the query expressing the
required expertise. In this paper, we present a set of IR-based alternatives fully adapted
to the problem. ML-based methods treat the problem as a classification task. They use
the publications authored by each expert to train an automatic text classifier, where the
categories represent different experts. We use different classifiers ranging from classical
algorithms, like naive Bayes or logistic regression, to deep learning algorithms, such as
convolutional or recurrent neural networks.

Hence, the two main objectives of this research are, firstly, to inquire into whether
the concept of an author’s profile could significantly contribute to the recommendation
of academic experts and, secondly, to investigate whether there exists a technique drawn
from IR and ML methods better suited for this specific task compared to others.

The contributions of this paper to the field of academic expert finding encompass the
following key aspects:

• The development of information retrieval methods grounded in the concept of profiles,
making it possible to capture the diverse ranges of topics covered by academic experts.

• The application of machine learning techniques to address this problem, an area that
has received limited attention in previous research.

• A comprehensive performance evaluation comparing both types of methods. This
evaluation was conducted through extensive experimentation using two collections of
scientific publications: the PMSC-UGR dataset [20] and the CORD-19 dataset [21].

The remainder of our paper is organized as follows: Section 2 examines related work.
Then, Section 3 provides an explanation of the two distinct approaches employed to address
the expert-finding problem, and Section 4 delves into the specifics of the experiments
conducted using the proposed methods, encompassing the experimental setup, the results
obtained, and the subsequent discussion. Lastly, in Section 5, we conclude the paper by
highlighting the primary findings of this work and suggesting potential avenues for further
research in this domain.

2. Related Work

Within academia, in addition to works where the goal is to find experts for a general,
unspecified task [11,22,23], there are also works focusing on more specific tasks, such as
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supervisor identification [9] or reviewer recommendation for journals, conferences [12,24–27],
or even grant proposals [28]. Another application involves searching for collaborators in
a research field, which may entail seeking collaboration within the user’s own research
area or in a different field. These two situations may necessitate different methods. In
the first case, when identifying experts with similar expertise, we can directly compute
similarities between the target researcher and potential candidates [10,29]. In the second
case, we need to identify candidates who match the terms or topics that describe the desired
expertise [30,31]. In our case, we focus on general methods where the input to the system
is text expressing the required knowledge.

Approaches to expert finding can typically be categorized as content-based mod-
els, link structure-based models (also known as network-based models), or hybrid mod-
els that combine elements of both [32]. Content-based models rely on textual content
from documents associated with each expert for information [33–35]. In contrast, link
structure-based models leverage scholarly networks based on co-authorship or co-citation
relationships [36–39], often employing algorithms like PageRank, HITS, or random walk
with restart to analyze these relationships. Since our models are content-based, our focus is
on this type of approach.

Content-based models can utilize textual content directly, considering terms from
documents. They often integrate all documents’ text into a single personal profile or
analyze each document separately [34,40–42]. In the first case, these models combine all
the documents associated with each expert, merging their text into a single document that
represents the expert’s profile. This approach generates a unified profile for each expert that
encompasses their expertise as demonstrated through their own documents. This method is
called the single-document author model in [43] and also referred to as a candidate-centric
or query-independent approach [44]. In the second case, each document associated with
an expert is treated as an individual unit, forming a subprofile that focuses on the specific
expertise related to the content of that document. With this method, an expert will have
multiple subprofiles corresponding to the number of associated documents they have.
This is known as a document-based method [33] and is also called a query-dependent
approach [34].

If a single profile were constructed from all the documents of the experts, it would
amalgamate all their topics of interest. This could lead to more general topics overshad-
owing specialized ones, resulting in an inaccurate representation of the expert’s interests.
Consequently, there is a risk that they might not be identified when searching for specific
expertise. Conversely, the document-based method excessively atomizes the information
about an expert’s expertise by assigning one subprofile for each document, as many of
the associated documents can be related to the same expertise. This extreme atomization
could compromise the comprehensibility of the subprofiles. Regarding the efficacy of
these two methods, while document-based approaches are generally deemed superior to
profile-based methods [33], certain studies have arrived at the opposite conclusion [41,45].
Therefore, it may be a matter of the specific application being considered.

Our IR-based models adopt an intermediate approach by generating multiple sub-
profiles for each expert using clustering methods, aiming to ensure that each subprofile
represents a specific topic or a homogeneous group of topics. Some related works also
use clustering methods, such as [46,47], but they typically cluster people based on similar
expertise, whereas our approach clusters documents to separate different kinds of expertise
for each researcher. Our approach also shares similarities with the research in [43], which
employed the author–persona–topic (APT) model to suggest suitable reviewers for submit-
ted papers. In this model, authors can assume diverse “personas”, each characterized by
distinct distributions over hidden topics, representing various combinations of expertise.
Similarly, our approach distributes a researcher’s expertise into several subprofiles through
clustering techniques.

Another avenue in content-based methods involves the use of topic models, such
as LDA and its extensions [48–50], to represent content at a higher level than individual
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terms [51,52]. In some of our IR-based models, we also employ LDA but with a different
approach. We use LDA to discover hidden topics in the article collection and then cluster
these articles by topics. This clustering process helps determine the subprofiles of each
expert while retaining the representation of these subprofiles using terms, which may be
an advantage regarding their expressiveness.

Another approach to manage content-based methods is by employing ML, particu-
larly classification models, to rank experts based on models learned from their previously
published articles. While relatively few works have explored this approach, some examples
can be found in the field of community question answering (CQA). For instance, [53] used
support vector machines (SVM) to detect different types of experts within the community.
The authors of [54] utilized logistic regression to model the users’ answer quality for previ-
ously answered questions, and [55] employed a binary SVM trained with question–user
pairs to assess whether a given user could provide a satisfactory answer to a question. In
the realm of deep learning models, [56] used recurrent neural networks for reviewer recom-
mendation. In the CQA domain, other works have also leveraged deep learning techniques,
such as convolutional neural networks [57,58], long short-term memory networks [59], and
transformers [60]. Beyond CQA, deep learning models, especially convolutional neural
networks, have found applications in financial problems [61].

3. Materials and Methods

In this section, we describe the two different approaches used to tackle the expert-
finding problem.

3.1. Approaching the Problem Using Information Retrieval

From an IR perspective, the problem can be approached using the following generic
strategy: we begin with a corpus of scientific articles authored by a group of researchers,
from which we construct a collection of text documents that somehow reflect the researchers’
interests, knowledge, and expertise. Each researcher is associated with either a single
document/profile or multiple documents/subprofiles within this collection. For instance,
when there are multiple documents, each one could be tied to a specific research interest
of the researcher. The collection is subsequently indexed by an IRS. A query, representing
the desired expertise, is then submitted to the IRS, which in turn provides a ranked list of
profiles/subprofiles. To convert this list into a ranked list of recommended researchers, a
method is applied that combines the scores of each subprofile associated with the same
researcher.

In the previous section, we discussed the two primary methods for creating text
documents that represent profiles or subprofiles: the candidate-centric and document-
based models. These two approaches represent the two opposite ends of the spectrum:
consolidating all the information about an author into a comprehensive, unified profile or
fragmenting this information to the greatest extent possible, considering a single publication
as the smallest unit of knowledge about a researcher.

An alternative, intermediate approach would be to group the publications of each
researcher into clusters based on their thematic or topical similarities. This would result
in multiple subprofiles for each researcher, reflecting the different topics covered in their
work. By separating subprofiles based on the thematic coherence of articles, a more precise
representation of each researcher’s expertise can be achieved. Consequently, this method
has the potential to improve the identification of suitable experts for specific information
requirements. This approach is similar to the one which was proposed in [62] in the context
of publication venue recommendation.

Our approach takes a global perspective, focusing on identifying the broader themes
covered in our collection of scientific articles rather than discerning specific topics within
an individual author’s articles. Our goal is to capture the comprehensive topics that emerge
from the entire corpus of articles, encompassing the works of all authors involved.
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We can utilize a clustering algorithm to group all the articles within the corpus. This
algorithm will categorize the articles into K clusters (K represents a parameter of the
clustering algorithm).To derive the subprofiles associated with each author, we concatenate
the text from all the articles written by that author that belong to the same cluster into a
single document. Consequently, each author will have a maximum of K subprofiles. It is
important to note that if an author has not published any articles on certain topics covered
in a particular cluster, their corresponding subprofile for that cluster will be empty.

It should be noticed that when we approach the problem from an IR perspective, the
fact that an article in the corpus may have several authors (which is quite common in this
context) does not pose any technical problem: this article will be considered to build the
profiles or one of the subprofiles of each of its authors.

3.2. Approaching the Problem Using Machine Learning

Another approach to tackling the problem is by employing machine learning methods,
including classical or deep learning models. The process begins with a collection of articles
written by a group of researchers. The problem is then framed as a supervised text classification
task, where the classes represent different authors, the instances refer to the individual
articles, and the features correspond to the words (textual content) present in these articles.
Subsequently, a model can be trained to predict the most appropriate class when provided with
a textual representation of the required expertise. By utilizing a model capable of assigning a
score to each researcher, a ranked list of potential experts can be obtained.

However, when approaching the problem from a machine learning perspective, we
encounter a technical issue stemming from the presence of multiple authors for articles in
the corpus. In fact, our problem becomes one of multi-label classification since several labels
(authors) could be associated with each instance. Therefore, we need to transform this
multi-label classification problem into a single-label classification task. However, given the
large number of possible authors (several thousands in the experiments below), the most
common problem-transformation methods—namely, binary relevance (which involves
learning one binary classifier for each class label) [63] and label powerset (which requires
learning a single multi-class classifier, where each different label combination found in the
multi-label data is a single label) [64]—can be prohibitive in our case.

Due to this rationale, we employ an alternative technique for problem transformation,
as stated in [64]. This particular approach involves breaking down each training instance
with multiple labels into separate instances, each with a single label. Subsequently, a
single multi-class classifier is trained on this expanded dataset where the number of classes
remains the same as the original problem.

We have used a number of very different classification models: from relatively simple
models, such as naive Bayes, decision trees, K-nearest neighbors, logistic regression, and
other linear classifiers [65], to more complex models, such as multi-layer perceptron,
convolutional neural networks, long short-term memory networks, and bidirectional long
short-term memory networks [66].

4. Experimental Results and Discussion

In this section, we provide details about the experiments carried out with the proposed
methods, including the experimental setup and the obtained results, and discuss them.

4.1. Test Collections

We used two different collections of scientific publications to test the capabilities of
the different methods. On the left-hand side of Figure 1, we present a summary of the
datasets used and outline the procedure employed for partitioning the data into training
and test sets.
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Figure 1. Graphical scheme of the experimental design: datasets and their partitions and ML- and
IR-based recommendation and evaluation.

PMSC-UGR [20] is a collection of journal papers extracted from PubMed and Scopus
focusing on the biomedical domain. One advantage of this collection is that the authors’
names are disambiguated using their ORCID codes. Therefore, we avoid the issue of
confusing publications between authors who share the same name. We specifically selected
articles published between 2007 and 2016, utilizing the articles from 2007 to 2015 for the
training set and those published in 2016 for the test set. Additionally, we only considered
authors who had a minimum of 10 articles in the training set, ensuring a sufficient amount
of information to train the models, and at least 1 article in the test set. As a result, this
document collection consisted of 341,520 articles, with 304,596 articles in the training set
and 36,924 articles in the test set, authored by 9453 authors.

The reason for this splitting was to prevent prediction of historical events based on
future information; i.e., to refrain from suggesting potential experts based on the content of
a test article by relying on information from articles published after the test article’s date.
To ensure this, the test articles, which represented the sought-after expertise, had to have a
publication date later than the training articles used to form the experts’ subprofiles. This
criterion guided the division of the data into training and test sets.

The other collection was the COVID-19 open research dataset, CORD-19 [21], a re-
source for scholarly articles about COVID-19 and related coronaviruses (https://www.
kaggle.com/datasets/allen-institute-for-ai/CORD-19-research-challenge, accessed 19 June
2023). In this dataset, authors’ names are not disambiguated and we performed some basic
procedures to clean data and deal with similar author names. To mitigate name ambiguity,
the initial step involved filtering out entries in which authors had provided only their
initials instead of their preferred canonical full names. For instance, in cases like “Smith
L.”, “Smith L”, and “Smith Louis”, only “Smith Louis” was recognized as a valid author.
Furthermore, for enhanced reliability, we limited our analysis to authors with a minimum
of 20 publications signed using their canonical full names, obtaining 7389 authors and
130,477 articles. We aimed to achieve a split between training and test partitions based
on publication dates, following a similar approach as used for the PMSC-UGR collection.
However, the concentration of articles within a brief time period posed a challenge for reli-

https://www.kaggle.com/datasets/allen-institute-for-ai/CORD-19-research-challenge
https://www.kaggle.com/datasets/allen-institute-for-ai/CORD-19-research-challenge
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able date-based division. Additionally, editorial factors complicated the determination of
whether an article published on a certain date genuinely followed another article published
slightly earlier. As a result, we chose an alternative method for splitting: an 80/20 stratified
sampling approach, obtaining 104,382 articles for training and 26,095 for test. Additionally,
we guaranteed that a paper co-authored by multiple authors was not included in both the
train and test splits simultaneously.

In Figure 2, we show two histograms that display the frequency for authors based on
the number of published papers they had in each respective dataset. Despite employing
distinct criteria concerning the time span and topics during the compilation of these
collections, both exhibited a notable power-law pattern. This pattern revealed that a small
fraction of authors had contributed significantly to the total number of papers, while the
majority had made relatively fewer contributions, as expected. It is worth noting that a
consistent pattern persisted when examining the dataset’s division into training and test sets
using two distinct splitting methods, as illustrated on the right-hand side of Figure 2, with
a focus on the test partition. This observation suggested that employing either temporal
splitting, as in PMSC-UGR, or stratified sampling, as in CORD-19, did not introduce bias
into the distribution of the test set, thus giving robustness to the obtained results.
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Figure 2. Author publication distribution in PMSC-UGR and CORD-19 datasets and articles’ respec-
tive distributions in the test partitions.

Both collections contained textual information consisting of the title, abstract, and
keywords for each article, as well as the authors’ names/codes. This information was
utilized differently depending on whether the article belonged to the training set or the
test set. For training articles, the textual content was employed to train a model/profile
that reflected the scientific interests and expertise of the authors. On the other hand, for an
article in the test set, its content served the purpose of expressing the required information
or expertise. It is important to note that the assumption underlying this approach was that
the authors of the test articles were indeed experts in the topics discussed within them.
This assumption was objective yet conservative, as it was reasonable to assume that other
researchers working on the same or similar topics could also possess expertise in them.
Consequently, our evaluation method resembled authorship attribution [67,68], in which
the aim is to identify the authors of a test article (it is worth mentioning that we solely focus
on the content of texts and do not employ stylometric features for this purpose, as is usual
for authorship attribution [69]).

All of the methods considered take each test article as the input and use the learned
model/profiles to obtain a list of potential experts; i.e., possible authors of the article
(ranked by predicted scores). As an article may have several authors and we wanted to deal
with each author separately, we duplicated those test articles with more than one author
as many times as the number of authors. In this way, each test article was associated with
only one author.

4.2. Evaluation Measures

The evaluation measures only aimed to detect the ability of the different models to
identify the authors of the test articles. For that purpose, we used the top_n metric (called
top_k_accuracy_score in scikit-learn or precision at k in [70]) for different values of n. This
metric computes the number of times, in proportion, that the correct label (the true author)



Algorithms 2024, 17, 51 8 of 18

is among the top n labels predicted. This metric also has relevance for problems where
there are many possible labels for each instance but only a few labels are in fact associated
with the instance (in our case, we had many possible authors for each article but only a
very small fraction of them were the true authors, and we were not interested in counting
the number of times that a researcher was correctly discarded as the author of an article).
We used three values for top_n; namely, top_1 (which reflects the number of times that a
true author of an article is the first recommended expert), top_5, and top_10. Note that
top_1 is interesting as knowing one of the authors is usually enough to know which group
or lab a work comes from, which is an important input for our research task. Given that
we associated each test article with only one author, this implies that several metrics were
collapsed in this case: top_1 = accuracy = ndcg@1 = averagePrecision@1. Furthermore,
top_k = recall@k = precision@k. Therefore, we believe that employing multiple instances of
top_k captures the fundamental information about the system’s performance, which is the
reason these were the evaluation measures used in this research. In Figure 1, the evaluation
process is depicted on the right-hand side.

4.3. Experimental Setup for the IR Models

In this section, we provide the technical details about the experiments with the IR-
based approaches, as well as the software tools and parameters used for both clustering and
retrieval. This is additionally illustrated in the lower section of the “Expert recommendation”
column in Figure 1, showcasing the information retrieval (IR) workflow.

4.3.1. Clustering

To construct the term subprofiles of each researcher, we leveraged the article collections
using two methods. Firstly, we utilized the K-means clustering algorithm [71]. Secondly, we
employed latent Dirichlet allocation (LDA) [48] to generate K latent topics and subsequently
performed clustering by assigning each article to its most probable topic. For the imple-
mentation of K-means, we relied on the scikit-learn Python library (https://scikit-learn.org,
accessed 19 June 2023), whereas for LDA, we utilized the Python implementation available
in the Gensim library (https://pypi.org/project/gensim, accessed 19 June 2023).

To address the large size of the document-term matrices in both collections (consisting
of hundreds of thousands of rows representing articles and columns representing different
terms), we employed a dimensionality reduction process. After removing stopwords and
applying stemming, we disregarded terms that appeared in fewer than 750 articles or more
than 90% of the articles. Additionally, to further reduce the dimensionality, we selected a
maximum of 5000 of the most frequent remaining terms in the corpus as input for both
K-means and LDA. However, it is important to note that the subprofiles derived from these
algorithms encompassed all the terms present in the original articles once the clusters were
generated.

Regarding the determination of the number of clusters, K, we conducted experiments
using various approaches. Two of them were derived from conventional cluster analysis
methods, while in the other three cases the value of K was fixed:

• We employed the formula K =
√

m/2 [72], where m represents the number of articles
in the training set. Consequently, for PMSC-UGR and CORD-19, we obtained K values
of 390 and 239, respectively.

• Another approach we considered was K = m ∗ t/e [71], where t corresponds to
the number of distinct terms appearing in the articles within the training set, and e
represents the number of non-zero entries in the document-term matrix. For PMSC-
UGR and CORD-19, we obtained K values of 54 and 29, respectively.

• We set K = 110, which aligned with the number of descriptors or categories in the
second level of the Medical Subject Headings (MeSH) thesaurus (https://meshb.nlm.
nih.gov/treeView, accessed 4 July 2021).

https://scikit-learn.org
https://pypi.org/project/gensim
https://meshb.nlm.nih.gov/treeView
https://meshb.nlm.nih.gov/treeView
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• We set K = 20, the number of medical specialties at St. George’s University (https:
//www.sgu.edu/blog/medical/ultimate-list-of-medical-specialties, accessed 4 July
2021).

• We set K = 10 to test a case with a very low number of clusters.

We also experimented with two extreme cases where no explicit clustering was per-
formed: one where all the articles of a given author were grouped into a single profile
(equivalent to using K = 1), which we called the Joint model, and another where each
article of an author formed an independent subprofile (equivalent to using K = articles in
the collection), which was called the Atomic model.

4.3.2. IR Model

After obtaining the clusters (utilizing either K-means or LDA with a specific value of
K), we proceeded to generate the corresponding document collection that represented the
subprofiles linked to each author. To facilitate indexing, we employed the Lucene library
(https://lucene.apache.org, accessed 15 January 2023) after eliminating stopwords and
performing stemming. For IR, we opted for the Language Model as our chosen model,
specifically utilizing the default Jelinek–Mercer smoothing implementation within Lucene.

We created a query for each article in the test set by using its textual content and
submitted it to the IRS. The IRS then provided us with a ranked list of authors’ subprofiles
as the outcome. Since our desired output was a ranking of authors, we had to perform
a final fusion step to combine the scores of all the subprofiles associated with the same
author. This step ensured that the authors were appropriately ranked. There are several
options available for this fusion purpose [73].

We tested two fusion strategies. The first method was called CombLgDCS [74]. Es-
sentially, this approach sums up the scores of all the subprofiles associated with the same
author, considering only those that appear in the first p positions of the ranking and ap-
plying logarithmic devaluation based on their positions. In the second method, named
CombMax, the author’s score is determined by their highest-scoring subprofile.

The results were very similar, with a slight advantage for CombMax when used with
PMSC-UGR (in this context, it seems that the subprofile most closely aligned with the query
captured the relevant context, while the other subprofiles contributed only marginally) and
a slightly better performance for CombLgDCS when applied to CORD-19. We believe that
this behavior was due to the characteristics of the document collections because PMSC-
UGR covers a broader range of topics while CORD-19 is focused on the study of COVID-19.
This makes the themes in the latter more interconnected, and it is beneficial to combine
the relevance of various aspects involved in a specific query. We therefor present the best
results obtained with each dataset accordingly.

4.4. Experimental Setup for the ML Models

We now present the technical information about the experiments conducted using
ML-based approaches. This information is summarized in the top part of the “Expert
recommendation” column in Figure 1. Specifically, we utilized the scikit-learn and Keras
libraries [75]. Scikit-learn (https://scikit-learn.org, accessed 15 January 2023) is an open-
source ML library designed for Python, while Keras (https://keras.io, accessed 15 January
2023) is a Python-based deep learning API that runs on top of the TensorFlow machine
learning platform. The scikit-learn library was applied to classical models, whereas the
Keras library was employed for deep learning models, which are not available in the
scikit-learn library.

A total of 10 ML models divided into two categories were utilized. On one hand,
we employed decision trees (DTs), K-nearest neighbors (KNN), logistic regression (LR),
naive Bayes (NB), random forests (RFs), and stochastic gradient descent (SGD) linear
models. On the other hand, we utilized multi-layer perceptron (MLP), convolutional neural
networks (CNNs), long short-term memory (LSTM), and bidirectional long short-term
memory (BiLSTM).

https://www.sgu.edu/blog/medical/ultimate-list-of-medical-specialties
https://www.sgu.edu/blog/medical/ultimate-list-of-medical-specialties
https://lucene.apache.org
https://scikit-learn.org
https://keras.io
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We conducted numerous experiments and carefully selected a subset for reporting.
For instance, we experimented with using the text of the articles as input data, both with
and without feature selection. The feature selection involved removing terms that appeared
in fewer than 750 articles or more than 90% of the articles, following the same selection
criteria as used by the clustering algorithms; stop-word removal and stemming were always
applied, regardless of whether feature selection was used or not. Additionally, we explored
the conversion of the text into numerical vectors using two transformer-based architectures:
bidirectional encoder representations from transformers (BERT) [76], which uses a pre-
trained model with PubMed documents to extract the vector associated with the [CLS]
special token as a contextual representation of the whole text, and a sentence-BERT (SBERT)
model [77], which uses the fine-tuned model sentence-transformers/allenai-specter
consisting of a fine-tuned pooling layer on top of a transformer encoder.

However, our findings indicated that experiments using feature selection consistently
yielded worse results compared to those without it. Therefore, we only report the results
obtained without feature selection. Similarly, the experiments using BERT consistently
performed worse than those using SBERT, so we solely present the results using SBERT.
Moreover, we explored various configurations for some of the models, such as different
numbers of layers and neurons in each layer for deep learning models. However, we only
report the results of the best configuration for each model that we employed.

Concerning the configuration parameters of the different classical models, we used
all the default values for the DT, KNN, LR, and NB models. For the RF model, we set
max_depth=20, which represents the maximum depth of the tree. Regarding SGD, we
employed loss=‘modified_huber’ because it allows probability estimates, which are not
available for other loss functions.

For the deep learning models, the configuration parameters were as follows:

• For MLP, we used only one hidden layer with 8500 neurons for PMSC-UGR and 5000
for CORD-19 and trained for 20 epochs.

• For the CNN, LSTM, and BiLSTM models, we employed an embedding layer with pre-
trained weights obtained from PubMed with a sequence length of 1024, an embedding
size of 200, and 10 iterations.

• Additionally, for the CNN, we utilized one convolutional layer consisting of 2048 neu-
rons, a kernel size of 3, and a stride of 1; for the LSTM, we used two LSTM layers, each
with 200 neurons; lastly, for the BiLSTM, we employed two BiLSTM layers, one with
200 neurons and the other with 100 neurons.

4.5. Results and Discussion

In this section, we present and discuss the results of the experiments with the two
document collections. Before diving into the details, it is worth pointing out that these
experiments were carried out with an Intel(R) Xeon(R) Gold 6230 CPU @ 2.10 GHz with
20 cores, 314 GB of RAM, and 14 TB of space in the HDD running a Fedora 39 distribution.

Table 1 presents the results obtained with the IR-based models for the PMSC-UGR col-
lection. The results exhibit a notable degree of consistency, with only minor variations when
a different number of clusters, K, was used. This observation is particularly interesting,
as it suggests that the choice of this parameter is not of critical importance. Furthermore,
the results consistently favored K-means over LDA, although the distinctions were more
pronounced for top_5 and top_10 than for top_1.



Algorithms 2024, 17, 51 11 of 18

Table 1. Top_n results obtained for PMSC-UGR with the IR-based models.

K top_1 top_5 top_10 top_1 top_5 top_10

Using K-means Using LDA
10 0.3566 0.5874 0.6644 0.3558 0.5527 0.6316
20 0.3565 0.5861 0.6647 0.3555 0.5585 0.6358
54 0.3596 0.5863 0.6623 0.3563 0.5617 0.6405
110 0.3587 0.5855 0.6587 0.3564 0.5645 0.6434
390 0.3580 0.5812 0.6566 0.3580 0.5692 0.6454

Atomic 0.3502 0.5706 0.6453
Joint 0.3518 0.5847 0.6659

When focusing on K-means, it became apparent that the inclusion of subprofiles
enhanced the performance of extreme alternatives (namely, Atomic and Joint), especially
for top_1 and top_5, provided that K was not excessively high. For top_10, a relatively low
value for K was preferable, and in this scenario, the best outcome was achieved when using
a single profile per author.

Remarkably, the system demonstrated an ability to correctly identify the author or
expert in more than one third of the articles, and in over two thirds of cases, the correct
author was found within the first 10 recommended authors out of a pool of 9453 potential
authors.

Table 2 presents the results of our experiments with ML models for PMSC-UGR. It
is noteworthy that some of the classical models, such as the DT, KNN and NB models,
produced relatively poor results when applied to the text data. However, there was a
significant improvement in their performance when we used SBERT embeddings instead
of the original text, except for the DT model. On the other hand, models like SGD, LR, and
MLP exhibited better results when using the raw text data.

Table 2. Top_n results obtained for PMSC-UGR with the ML-based models.

Model top_1 top_5 top_10 top_1 top_5 top_10

Using text Using SBERT
DT 0.0537 0.0613 0.0622 0.0227 0.0501 0.0703
NB 0.0665 0.1438 0.1910 0.1681 0.3641 0.4615
KNN 0.0683 0.1620 0.1624 0.2428 0.4703 0.4706
RF - - - 0.1181 0.2344 0.3002
SGD 0.2272 0.4188 0.4839 0.1785 0.2648 0.2667
LR 0.1948 0.3696 0.4470 0.2707 0.5010 0.5918
MLP 0.3441 0.5791 0.6621 0.2365 0.4600 0.5520
CNN 0.1425 0.2888 0.3600
LSTM 0.0821 0.2196 0.3111
BiLSTM 0.0894 0.2417 0.3331

Interestingly, LR showed substantial improvements when SBERT embeddings were
utilized instead of the text, while models like SGD and MLP displayed the opposite behavior.
Among the deep learning models, including the CNN, LSTM and BiLSTM models, the
results were consistently worse than those obtained with SGD, LR and MLP. In absolute
terms, the best results were achieved by MLP using the raw text data.

Unlike the results of the IR-based models, the ML-based ones exhibited considerable
variability, spanning from very low to moderately good performance (see Figure 3). How-
ever, it is worth noting that even the best results achieved by the ML-based models were
somewhat inferior to those of the IR-based models.
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Figure 3. Top_n results for PMSC-UGR for the models based on IR using K-means (left) and ML
using text (right).

Tables 3 and 4 display the results obtained from the CORD-19 collection using IR-based
and ML-based models, respectively. We can observe that the obtained results partially
exhibited similar trends to those of the previous experiments with PMSC-UGR while also
revealing some distinct patterns.

In the case of the IR-based models, the results continued to demonstrate a significant
degree of similarity, even more pronounced than in the other dataset. Remarkably, neither
K-means nor LDA showed superior performance compared to the other in this context.
Additionally, it appears that the results slightly improved when a larger number of clusters
was utilized.

Table 3. Top_n results obtained for CORD-19 with the IR-based models.

K top_1 top_5 top_10 top_1 top_5 top_10

Using K-means Using LDA
10 0.1760 0.2812 0.3228 0.1717 0.2791 0.3218
20 0.1792 0.2823 0.3244 0.1779 0.2813 0.3234
29 0.1778 0.2834 0.3240 0.1787 0.2840 0.3248
110 0.1861 0.2893 0.3285 0.1853 0.2922 0.3316
239 0.1901 0.2919 0.3279 0.1883 0.2928 0.3313

Atomic 0.2006 0.3047 0.3466
Joint 0.1717 0.2874 0.3351

Table 4. Top_n results obtained for CORD-19 with the ML-based models.

Model top_1 top_5 top_10 top_1 top_5 top_10

Using text Using SBERT
DT 0.0602 0.0745 0.0758 0.0093 0.0239 0.0359
NB 0.0166 0.0372 0.0504 - - -
KNN 0.0389 0.1304 0.1308 0.0835 0.2241 0.2245
RF - - - 0.0363 0.0714 0.0929
SGD 0.1308 0.2397 0.2798 0.0614 0.0967 0.0983
LR 0.0638 0.1275 0.1659 0.1084 0.2162 0.2704
MLP 0.1852 0.3121 0.3696 0.0954 0.1939 0.2401
CNN 0.0486 0.1097 0.1495
LSTM 0.0362 0.0927 0.1322
BiLSTM 0.0401 0.1006 0.1411

Among the ML-based models, the DT, NB, and KNN models continued to exhibit
consistently poor results. However, it is worth noting that KNN showed significant im-
provement when SBERT embeddings were utilized. On the other hand, SGD, LR, and MLP
demonstrated better performance. Furthermore, LR’s performance still benefited from the
use of SBERT embeddings, while the SGD and MLP models’ performance declined in this
scenario. The deep learning algorithms (CNN, LSTM, and BiLSTM) fell somewhere in
between, with MLP still being the standout performer, achieving even better results than
the IR-based models.

Figure 3. Top_n results for PMSC-UGR for the models based on IR using K-means (left) and ML
using text (right).

Tables 3 and 4 display the results obtained from the CORD-19 collection using IR-based
and ML-based models, respectively. We can observe that the obtained results partially
exhibited similar trends to those of the previous experiments with PMSC-UGR while also
revealing some distinct patterns.

In the case of the IR-based models, the results continued to demonstrate a significant
degree of similarity, even more pronounced than in the other dataset. Remarkably, neither
K-means nor LDA showed superior performance compared to the other in this context.
Additionally, it appears that the results slightly improved when a larger number of clusters
was utilized.

Table 3. Top_n results obtained for CORD-19 with the IR-based models.

K top_1 top_5 top_10 top_1 top_5 top_10

Using K-means Using LDA
10 0.1760 0.2812 0.3228 0.1717 0.2791 0.3218
20 0.1792 0.2823 0.3244 0.1779 0.2813 0.3234
29 0.1778 0.2834 0.3240 0.1787 0.2840 0.3248
110 0.1861 0.2893 0.3285 0.1853 0.2922 0.3316
239 0.1901 0.2919 0.3279 0.1883 0.2928 0.3313

Atomic 0.2006 0.3047 0.3466
Joint 0.1717 0.2874 0.3351

Table 4. Top_n results obtained for CORD-19 with the ML-based models.

Model top_1 top_5 top_10 top_1 top_5 top_10

Using text Using SBERT
DT 0.0602 0.0745 0.0758 0.0093 0.0239 0.0359
NB 0.0166 0.0372 0.0504 - - -
KNN 0.0389 0.1304 0.1308 0.0835 0.2241 0.2245
RF - - - 0.0363 0.0714 0.0929
SGD 0.1308 0.2397 0.2798 0.0614 0.0967 0.0983
LR 0.0638 0.1275 0.1659 0.1084 0.2162 0.2704
MLP 0.1852 0.3121 0.3696 0.0954 0.1939 0.2401
CNN 0.0486 0.1097 0.1495
LSTM 0.0362 0.0927 0.1322
BiLSTM 0.0401 0.1006 0.1411

Among the ML-based models, the DT, NB, and KNN models continued to exhibit
consistently poor results. However, it is worth noting that KNN showed significant im-
provement when SBERT embeddings were utilized. On the other hand, SGD, LR, and MLP
demonstrated better performance. Furthermore, LR’s performance still benefited from the
use of SBERT embeddings, while the SGD and MLP models’ performance declined in this
scenario. The deep learning algorithms (CNN, LSTM, and BiLSTM) fell somewhere in
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between, with MLP still being the standout performer, achieving even better results than
the IR-based models.

It is also important to highlight that the absolute results in this case were considerably
lower than those obtained with PMSC-UGR, showing an average reduction in performance
of approximately 50%. One possible explanation for this discrepancy is that CORD-19 is
a more homogeneous collection centered around COVID-19, while PMSC-UGR covers a
broader range of topics within biomedicine (just to illustrate this fact, we can highlight that
the number of unique terms (i.e., the vocabulary size) in PMSC-UGR is 506,536, whereas
in CORD-19, it is 180,501). Consequently, distinguishing between authors based solely on
textual content was more challenging within the CORD-19 dataset.

Finally, and in terms of efficiency, we have to mention that the IR methods were
faster during training compared to neural network-based approaches, as the training
phase was considerably longer for the latter, especially when compared to the construction
and indexing of profiles for IR techniques. As an example, for those experiments with
the best performance, the clustering with K = 110 and the corresponding indexing for
the subprofiles obtained from PMSC-UGR lasted 8529′′ (2.36 h), while for CORD-19 and
K = 239, they lasted 7060′′ (1.96 h). In contrast, the training phase for MLP was 163,478′′

(45.41 h) for PMSC-UGR and 54,137′′ (15.04 h) for CORD-19. The model construction
times from the IR models represented 5% of the training time for the first dataset and
13% for the second with respect to MLP. While retrieval and classification times could
be comparable for both types of techniques once the models are trained (less than 0.2 s
per test article), ML-based methods are less suitable for real-time environments with high
dynamism, such as in this case where new authors and papers continuously arrive in
the system. Maintaining document collection freshness in ML requires frequent model
updates, which can be resource-intensive. This is not as crucial for clustering and indexing
in IR-based models, which can be updated rapidly.

5. Conclusions

In this paper, we addressed the challenge of academic expert finding; i.e., the task of
searching for researchers who are experts in a particular scientific field. We approached
this problem using two distinct methods: information retrieval and machine learning. Our
objective was to compare these techniques from these two major areas and determine if
one was more suitable than the other in terms of performance for this problem.

On one hand, IR-based techniques considered all the published papers of the authors
as a collection of documents. These documents were used to feed an IRS, which generated
a ranking of authors based on the provided information needs. More specifically, IR
methods were grounded in the concept of profile, which acted as a “container” for storing
an author’s papers, thereby reflecting their expertise. We explored three types of profiles,
ranging from the simplest approaches to more sophisticates ones: (1) a single profile
containing all the text from an author’s published papers; (2) treating each paper as an
individual subprofile, resulting in a collection of subprofiles within the overall profile; and
(3) different subprofiles based on distinct clusters/topics mined from the whole dataset.
To achieve this, we employed methods such as clustering and LDA to extract and capture
the underlying topics from the entire document collection and build subprofiles for each
author with papers from the same topic, trying to acquire the different topics in which the
author was an expert.

On the other hand, ML-based techniques treated this problem as a classification task.
In this approach, publications and their associated words served as features, while their
corresponding authors were treated as classes. In this study, we conducted an extensive
evaluation of classifiers spanning from classical methods to the latest advancements in deep
learning. To the best of our knowledge, there is a noticeable absence of prior comprehensive
experimental studies, despite the apparent potential, applying ML and deep learning
techniques to the task of expert finding. This fact is configured as one of the contributions
of this paper.
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To assess the effectiveness of the various techniques employed in this study, we
subjected them to testing with two distinct collections of scientific papers: PMSC-UGR and
CORD-19. The former comprises published articles in the wider field of biomedicine, while
the latter focuses more specifically on heterogeneous aspects related to COVID-19. These
datasets also exhibit disparities in size, including the numbers of papers and authors, as
well as variations in the homogeneity of topics.

When considering the results obtained during the evaluation phase, it is important
to emphasize that IR techniques were well suited for this problem, consistently deliv-
ering strong performance. They possessed a significant advantage in that they yielded
more consistent results across various techniques, making their application less reliant on
parameter-tuning (e.g., the number of clusters/topics used) and computational resources.
In contrast, ML methods generally exhibited lower performance, with the exception of
MLP, which achieved results similar to those of IR-based techniques but required careful
parameter optimization.

When we delve into the insights garnered from IR-based techniques, specifically
those centered around topicality, such as clustering using K-means and LDA, we find
that they performed similarly to the more basic Joint and Atomic models, albeit with
marginal differences. However, their application could prove beneficial in real-world
search scenarios where the information derived from clusters can provide added value
by offering explanations for recommendations. For instance, in a study such as the one
mentioned in [78] where an evaluation with real users was conducted, tag clouds from
various subprofiles played a pivotal role as explanatory tools for the recommender system’s
outputs. Another potential advantage of utilizing profiles is that, by having author–topic
pairs as the information source prior to the ultimate fusion of the retrieval model, it
becomes feasible to suggest groups of experts corresponding to each of the primary topics
encompassed within the required expertise.

When comparing various ML algorithms, one notable observation is that the state-
of-the-art deep learning techniques utilized in this study did not consistently outperform
the other classification algorithms. However, it is worth highlighting the commendable
performance of the MLP classifier, which is also rooted in neural networks. A plausible
explanation for this phenomenon could be that, despite the datasets used in the experi-
mentation being of substantial size, they might need to be even larger to fully leverage the
capabilities of deep learning methods, particularly considering the very large number of
authors (classes) involved in the experimentation. Another hypothesis that could explain
the limitations of transformer-based approaches is that BERT and SBERT provide semantic
representations for entire documents. However, in some instances, expertise attribution
may be linked to a specific topic within a text that discusses various subjects. IR-based
methods appear to be better equipped to manage such associations compared to the single
representations of entire documents provided by BERT and SBERT.

Regarding the dual research question presented in Section 1, it is worth noting that the
widespread utilization of profiles contributed moderately to enhancing the resolution of the
problem. These structures have the capacity to effectively encapsulate the core subjects in
which authors possess expertise. This enhancement was quantifiably demonstrated by the
slightly superior performance observed in our experiments. However, the true potential
lies in the realm of explanation, as previously highlighted. Concerning the comparison
between IR and ML for the specific problem under consideration, we can conclude that IR
outperforms ML in most cases, with the exception of a specific ML technique, as stated in
the preceding paragraph.

While this study offers valuable insights into the academic-expert-finding problem,
it is crucial to acknowledge certain limitations that warrant further investigation. Firstly,
in this research only biomedicine-related datasets were used. Extending the analysis to
other knowledge domains would help assess the models’ performance across diverse fields.
Secondly, the ML algorithms were mostly executed with default parameters. Exploring op-
timal parameter values could enhance the models’ effectiveness. Moreover, the IR segment
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of the study examined only one retrieval model. Evaluating alternative models would
contribute to a more comprehensive understanding of the information retrieval process.
Finally, the IR and ML models were implemented and tested in a research environment,
focusing solely on content. Relevant features for a production system, such as bibliometric
indexes or temporality, were intentionally not incorporated. In such cases, the output of our
model could serve as input for various re-ranking strategies. These identified limitations
underscore the necessity for future research to delve into specific aspects within a broader
and more varied context.

The primary practical implication drawn from this in-depth empirical study, assuming
the implementation of these models in a live production environment for a real-time
academic recommendation system, is that while the top-performing IR and ML models
exhibit similar performance, we would advocate for an IR-based solution. The key rationale
behind this preference lies in the dynamic nature of the problem, where new authors and
papers frequently enter the recommender system. The construction of IR models proved
to be faster compared to the training of ML models, particularly those based on neural
networks. Additionally, quick methods can be devised to seamlessly integrate new authors
and their papers into the IR-based system without the need to rebuild data structures from
scratch. This ensures that the system is continually updated. In contrast, ML models in
this scenario would require retraining with all available data, which, while feasible offline,
sacrifices the system’s real-time freshness.

In addition to these previous ideas, and also in terms of future research directions, this
study gives rise to several further promising avenues. The first involves the integration
of supplementary information extracted from the document collections into the models,
including scholarly co-authorship and citation networks. The underlying assumption
here is that these additional data, which establish relationships among authors and their
associated works, could prove highly beneficial in enhancing the models’ performance.
This is because the models would not solely rely on textual data but would also be enriched
with information that could bolster the evidence of an author’s expertise, as discussed in
previous studies [32,79].

In this study, we recommended experts in a specific topic even if they actively worked
in that area 20 years ago, provided that their historical work aligned with the current infor-
mation need. However, it may be advantageous to prioritize experts whose publications
in that same topic are more recent, as this suggests they are more likely to be up-to-date.
This consideration prompts us to explore adaptations of the methods developed in [80] to
accommodate the possibility of researchers’ expertise evolving over time. Such adaptations
would involve assigning greater weight to their more recent expertise, aligning with the
dynamic nature of their knowledge.

Lastly, we are in the process of developing a practical search application that empow-
ers users to discover academic experts for a wide range of purposes, including finding
collaborators for research, paper reviewers, and project evaluators, among others. This
application will incorporate explanatory features, entirely reliant on the models, aimed
at enhancing user understanding of the recommendations. These enhancements will be
designed to strengthen user trust and overall satisfaction with the recommender system.
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