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A B S T R A C T   

This article examines various additively manufactured heat exchangers for high-temperature applications. The 
heat exchangers differ in terms of their internal fin structure as well as optimizations in terms of manufacturing 
quality. Starting from a reference fin type, optimizations with focus on low pressure drop and high heat transfer 
are performed. The heat exchangers are investigated experimentally, focusing on the laminar flow regime be
tween 60<Re<600. By means of a presented evaluation algorithm, the Nusselt numbers for the different fin types 
and designs are determined. The investigations show that even the smallest manufacturing deviations result in up 
to 70–120% higher f-factors and up to 30% higher Nu numbers. Taking these manufacturing deviations into 
account in the design process leads to very good agreement with the numerically determined values and the 
influence of surface roughness is comparatively small. Furthermore, the influence of internal heat radiation is of 
minor importance for the heat exchangers considered here.   

1. Introduction 

The manufacturing of compact heat exchangers by means of additive 
manufacturing (SLM/LPBF) is becoming increasingly important, as it 
allows heat exchangers to be easily adapted to specific requirements and 
new geometric boundary conditions. Examples of additively manufac
turable structures include lattice structures, minimal surface structures 
and also specific optimizations in terms of heat transfer and pressure 
drop. 

Lattice Structures are designed to provide increased turbulence and 
thus higher heat transfer by means of a large number of struts, as shown 
in Shen et al. [1], Ekade et al. [2] and Liang et al. [3]. Other examples 
are so-called minimal surface structures, e.g. gyroids, which are inves
tigated in Dixit et al. [4], Tang et al. [5] and Dassi et al. [6]. Thus, ad
ditive manufacturing can be used to enable specific optimizations to 
structures to influence flow in terms of heat transfer and pressure drop, 
as presented in Alexandersen et al. [7], Dede et al. [8], and Pilagatti 
et al. [9], among others that are presented in the reviews done by Dbouk 
et al. [10]. 

However, the development of such structures is accompanied by the 
issues of manufacturability, fabrication accuracy, and the influence of 
surface roughness. 

Bichnevicius et al. [11] compared additively and conventionally 

fabricated louvered fins experimentally and found significant deviations 
of 203% in pressure drop and 105% in the overall heat transfer coeffi
cient compared to the conventionally fabricated version. Similarly, even 
a 72% higher pressure drop was found when manufactured by a 
different SLM/LPBF machine. The authors attribute this to the increased 
surface roughness and, as a result, an earlier changeover to turbulent 
flow. However, no information is provided on hydraulic diameters and 
the relative surface roughness. Vafadar et al. [12] investigated addi
tively and conventionally manufactured fin elements and also find 
increased pressure losses of the additively manufactured variants, with 
no clear trend in the heat transfer. It is argued that the increased surface 
roughness results in better heat transfer, but the increased porosity of 
the material leads to lower thermal conductivity and thus again to lower 
overall performance. Niknam et al. [13] provide a review of various 
additively manufactured heat exchangers and also conclude that pres
sure drop, in particular, due to the increased surface roughness is a 
sensitive variable in the design of the corresponding apparatus. Saltz
man and Lynch [14] investigated the influence of additively manufac
tured heat exchangers with off-set strip fin structures made of an 
aluminium alloy or, alternatively, by a polymer. The authors found that 
the agreement between the calculation and the heat exchanger made of 
polymer is significantly better than for the variant made of aluminium. 
In the laminar region, deviations between the numerical calculations 
and experiments of about 20% are found, in the turbulent region up to 
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50% higher f-factors. Furthermore, they detect a changeover to turbu
lent flow at lower Reynolds numbers, which is determined using a Laser 
Doppler Velocimetry method. Statements on the deviation of the hy
draulic diameter due to the surface roughness are not given. Also 
Saltzman and Lynch [15] studied 5 heat exchangers with off-set struc
tures, with two additive manufactured heat exchangers made of polymer 
and three made of metal. They again determined good agreement with 
the correlations for the polymer heat exchangers. For the heat ex
changers made of metal, a maximum of 20% higher f-factors in the 
laminar region and 40% higher f-factors in the turbulent region were 
determined. Huang et al. [16] studied the roughness of additively 
manufactured tubes and varied the relative roughness in the range 0.008 
- 0.417. They found that the agreements in the laminar region for low 
roughness up to 0.071 is in good agreement with the values for a smooth 
tube. From a relative roughness of 0.095 and more, the deviations in
crease to +15 - 20%. For further increasing roughness, a considerable 
increase of the f-factor is determined, as well as a shift of the critical 
Reynolds number towards smaller values. However, it should be noted 
in these investigations that a constant hydraulic diameter is assumed for 

all cases investigated. The smaller flow cross-section that arises, espe
cially at high relative roughness, is not taken into account. The change in 
hydraulic diameter just by variation of roughness is typically under
estimated in literature. Ning et al. [17] studied three additively manu
factured heat exchangers (316L stainless steel) with different internal 
structures and compared them with the numerically determined data. 
The data show some scatter in the heat transfer coefficient between 
-10% and +19% compared to the numerical values. The pressure drop 
reaches a maximum of 14 - 25% higher than the numerically calculated 
values, depending on the structure used. No information is given about 
the measured roughness and possible manufacturing deviations, but 
they are mentioned as a possible influence on the results. 

In this paper, six additively manufactured compact heat exchangers 
with different internal fin types will be investigated with respect to heat 
transfer and pressure drop. In this context, the influence of 
manufacturing defects, such as bulges, and roughness on heat transfer 
and pressure drop is discussed and the results are compared to numerical 
calculations. Furthermore, an evaluation methodology is presented by 
means of which the unknown heat transfer coefficients can be 

Nomenclature 

A Area (m2) 
A∗ Thermally conductive cross-section (m2) 
bch Channel width (m) 
B Heat exchanger width (m) 
cp Mean specific isobaric heat capacity (J/(kg⋅K) 
C Coefficient for Nu or f-factor correlation (-) 
dh Hydraulic diameter (M) 
g Acceleration of gravity (m/s2) 
h Height (mm) 
H Heat exchanger height (m) 
k Overall heat transfer coefficient (W/(m2⋅K)) 
Kp Dimensionless axial resistance coefficient (-) 
Kγf ,ij

geo,f,i,j Geometric parameter coefficient for Nu, f-factor 
correlation (-) 

l Length of a single fin passage (m) 
L Heat exchanger length (m) 
ṁ Mass flow rate (kg/s) 
nl, nq Number of fin passages along the flow direction (-) 
N Number of channels (-) 
n Coefficient for Nu- or f-factor correlation (-) 
N Maximum number of measuring points (-) 
p Pressure (Pa) 
P Perimeter (m) 
Q̇ Heat flow (W) 
Rz Roughness (µm) 
s Error function (-) 
T Temperature (K) 
u Velocity (m/s) 
Ẇ Heat capacity rate (W/K) 

Greek formula symbols 
α Heat transfer coefficient (W/(m2⋅K)) 
γNu/f ,i,j Coefficient for geometric parameter in Nu/f-factor 

correlations (-) 
δt Thermal boundary layer thickness (m) 
Δh Height difference (m) 
Δp Pressure loss (Pa) 
ΔTlog Logarithmic temperature difference (K) 
ζ Pressure loss coefficient (-) 
η0 Surface efficiency (-) 

ηfin Fin efficiency (-) 
λ Heat conductivity (W/(m⋅K)) 
ρ Density (kg/m3) 

Dimensionless number 
Nu Nusselt number (Nu = α⋅dh

λf
) 

Pr Prandtl number (Pr =
η⋅cp

λ ) 
Re Reynolds number (Re = u⋅dh

ν ) 
j Colburn-j-factor (j = Nu

Re⋅Pr(
1
3)

) 

f Fanning-friction-factor f (f =
Δp⋅dh

2⋅ρ⋅u2⋅L) 

Sub- and superscripts List of Abbreviation 
axe axial direction 
c cold fluid 
cal calculated 
con contraction 
Dist distributor 
ex expansion 
exp experimental 
f fluid 
fin fin 
f, fr, fric f-factor, friction 
h hot fluid 
ht Heat transfer 
i, counting variable, c or h 
in inlet 
j counting variable 
m mean 
max maximum 
min minimum 
out outlet 
s, solid solid 
tot total 
w water 
approx. approximately 
CAD computer aided design 
FO flow-optimized 
HTO heat-transfer-optimized 
Num Numerical 
Vers. Version  
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determined. 

2. Method 

2.1. Investigated Heat Exchangers 

The heat exchangers investigated are plate-fin heat exchangers 
equipped with different internal fin types. The material used for the heat 
exchangers tested here is stainless steel 316L. 

Fig. 1 shows an example of such a heat exchanger and the different 
fin types. The heat exchangers are composed of several layers, with the 
layers alternately serving as a flow channel for the hot and cold fluid. 
Each layer consists of two manifolds and one main section, with only the 
main section, 66mm in length, being equipped with the appropriate heat 
transfer fin type. A counterflow configuration is present in the main 
area, while the manifold areas have a crossflow characteristic. In total, 
all the heat exchangers presented have seven layers, three for the hot 
side and four for the cold side. The heat exchangers have identical 
external dimensions, and the construction volume of each heat 
exchanger is ~0.45 litre, of which about ~0.15 litre is accounted for the 
manifolds. The exact dimensions are not published for reasons of 
confidentiality. The design of the internal fin types was initially based on 
off-set strip fin heat exchangers and then optimized with respect to heat 
transfer and low irreversible entropy production. The heat transfer 
areas, minimum flow cross-section and hydraulic diameter are sum
marized in Table 1. The applications for which these heat exchangers are 
developed are within the high temperature range up to 900◦C and for 
low pressure losses of <50mbar only. Especially the last aspect leads 
inevitably to the situation that the heat exchangers have to be operated 
in the laminar range with comparatively small Reynolds number. This 
further has the consequence that turbulent effects decay quickly and do 
not persist over a longer flow path [18]. Therefore, the fin types are 
developed and optimized under the premise of generating as little 
pressure loss as possible outside the thermal boundary layer, which 
leads to a reduction of recirculation areas and detachment regions. 

The development of the fin type "Reference" is based on geometrical 
parameter variations presented in Fuchs et al. [19]. Based on the 

parameters presented there, an entropically optimal parameter combi
nation giving the lowest entropy production rate in an average operating 
range is determined, which gives the fin type called "Reference". Based 
on the resulting streamlines, two different structural adjustments are 
made, see also Fig. 2. For the "FO" version, the fins are shaped in such a 
way that a reduction of the front stagnation area is achieved. This is 
intended to prevent flow detachment in the front region of the fin and 
thus make better use of the area of the thin thermal boundary layer and 
thus of high heat transfer mechanisms. Furthermore, the available solid 
cross-sectional area within the fin for better heat conduction is increased 
in this region, which leads to a higher fin efficiency. The fins, which are 
getting continuously thinner in the downstream direction, are intended 
to reduce frictional pressure loss through thick hydrodynamic boundary 
layers precisely in those areas where heat transfer is reduced anyway 
due to thicker thermal boundary layers. For the “Heat Transfer Opti
mized” (HTO)" fin type, the fin design is based on the forming of the 
thermal boundary layer. The fins are shaped in such a way that the 
thermal boundary layer is reduced with increasing fin length, in order to 
keep heat transfer at a high level. At the same time, however, the hy
drodynamic boundary layer is also thinned out, resulting in high ve
locity gradients and thus high shear stresses, which lead to increasing 
frictional pressure losses. However, by combining these increased fric
tional pressure losses with the presence of a thin thermal boundary 
layer, the resulting pressure losses contribute directly to heat transfer. 
Furthermore, a negative longitudinal displacement reduces the detach
ment area in the wake of the fin rows, thus avoiding unnecessary pres
sure losses. 

Fig. 1. Design principle of the heat exchangers to be tested with different heat transfer fin types ("Ref", "FO", "HTO") located in the “structured section”.  

Table 1 
Geometric parameters for the different fin types.   

Heat transfer area 
[m2] 

Minimum cross section 
area [mm2] 

Hydraulic diameter 
[mm] 

“Ref” 0.136 1000 1.55 
„HTO“ 0.163 723 1.18 
„FO“ 0.151 869.4 1.42  
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2.2. Detailed analysis of the heat transferring fin types 

There are already many studies on additively manufactured heat 
exchangers in the literature, as presented in Section 1. As explained, the 
manufacturing accuracy and the roughness are often cited as a major 
factor of uncertainty for the predictability of heat transfer and pressure 
loss. Therefore, in this section, a comparison between the manufactured 
component with the corresponding CAD model will be carried out on the 
basis of the “HTO”-fin type, the main deviations will be discussed. 

Fig. 3 shows the X-ray micrographs of the "Heat Transfer Optimized" 
fin type. For this investigation only a small section of the heat exchanger 
is manufactured, containing one half of the hot side and one half of the 
cold side channel. The manufacturing direction of the printing process 
(SLM/LPBF technique) is vertical, as indicated. The most obvious 

deviation is the increased roughness of the surface compared to the CAD 
model. Furthermore, corresponding manufacturing inaccuracies can be 
seen at the tip of the fins, such as bulges, which do not appear in the CAD 
model. It can also be stated that the shaping of the fin types and the 
details such as the changed fin tracking can be reproduced compara
tively well by additive manufacturing. In order to check how well the 3D 
printing can reproduce the contour of the fin, a BestFit comparison is 
also carried out using the "GOM Inspector" [20] program from the Zeiss 
company. The corresponding deviations are shown in Fig. 4. The anal
ysis shows quite clearly that the deviations on the upper side of the fins 
are comparatively small, averaging only +8-16% of the fin thickness of 
the CAD model. Furthermore, the deviations are evenly distributed over 
the entire surface, there is no preferred direction, neither towards the 
base of the fins nor towards the fin tip. The analysis of the fin down side 

Fig. 2. Details of the different optimized fin geometries: The shape of the “FO”-fins is adapted to the streamlines forming around the “Ref”-fin type to reduce wake 
and detachment areas. The shape of the “HTO”-fins is adapted to form a thin thermal boundary for increasing heat transfer coefficients and to reduce wake areas by 
modify the position of the following fin row. 

Fig. 3. Left: X-Ray microscopy of the “HTO”-fin type, right: details of the fins.  
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shows that the deviations compared to the CAD model are on average 
about +23% of the fin thickness and are also subject to significantly 
larger deviations (from the lowest to the highest roughness -4 to +46%). 
The analysis of the deviations further shows that no significant differ
ence in the deviations can be detected along the fin height (from fin root 
to fin tip). This means that no deformation of the fins and thus no change 
in geometry (e.g. lowering of the fin tip) occurs during the 
manufacturing process, which would have a corresponding effect on the 
subsequent measurement result. The frontal stagnation point as well as 
the outflow edge of the fin show no major deviations compared to the 
CAD model. In direct comparison, significant manufacturing inaccura
cies can be seen at the tip of the fin, amounting to up to 46% of the fin 
thickness. These manufacturing inaccuracies significantly reduce the 
flow cross-section, thus they force the flow into the open areas between 
the fins. This leads to flow acceleration and thus to an increasing pres
sure drop. Furthermore, the size of these manufacturing inaccuracies at 
the fin tips is stochastically distributed, which makes the design less 
resilient and requires greater safety factors. The analysis shows clearly 
that additive manufacturing can in principle well reproduce the devel
oped and optimized fin types, including details such as the fin pitch. 

In addition to dimensional accuracy, the roughness of additively 
manufactured components is as already stated an important aspect, also 
shown in Fig. 4. For this purpose, the roughness values of both the lower 
and upper surfaces of the “HTO”-fin were measured. Fig. 4 shows the 
topography of the upper and lower sides of the fins. The analysis shows 
that the upper surface has an average roughness of Rz = 25.2 μm and the 
lower surface an average roughness of Rz = 63.1 μm, which is compa
rable with the values of Saltzmann et al. [21] and [22]. These data will 
serve in the further course of the article for the classification of the 
measurement results. Based on the analysis carried out, a slight 

modification for a second version of the same fin types is made. For this 
purpose, the design of the tip of the fins is shortened to create a flat 
terminating surface of max. 93 µm width for production, which prevents 
some of the manufacturing inaccuracies from forming. The two variants, 
referred to as version 1 and version 2, are shown in Fig. 5. A comparison 
of the flow cross sections in the CAD model shows that version 2 has less 
than 0.8% higher flow cross section than version 1. 

2.3. Heat exchanger test bench 

A test rig located at the Institute is used for the investigation of the 
different versions of heat exchangers. Fig. 6 shows a flow schematic and 
a photograph of a heat exchanger test section during installation. The 
connection is made by quick-fit flanges and clamps, and a mica-based 
high-temperature gasket resistant up to 1300∘C is used as the flange 
gasket. Before each commissioning of a new test object, a leak test of all 
previously opened connections is carried out. The heat exchanger and 
the surrounding equipment is insulated by a high-temperature insu
lation wool (λins = 0.035 W/mK). The test stand provides two air flows 
from the compressed air network, whose volume flows are each 
controlled by a MassFlowController (Bronkhorst F-203AV and Bürkert 
type 8746). The temperature of the air can be controlled by one heater 
each (with an electrical power of 8kW each), up to 900◦C can be reached 
on the hot side and 750◦C on the cold side. The temperatures at the inlet 
and outlet of the heat exchanger under test are measured with two type 
K thermocouples (diameter: 1 mm, 0.5 mm) each, which have been 
calibrated in advance by means of a block calibrator type Isotech 
Pegasus Advanced and a type R thermocouple as a reference ther
mometer. The thermocouples are placed in straight tubes about 140 mm 
long, at the inlet of each of which a mixing chamber is mounted in order 

Fig. 4. Top: Deviations between the X-Ray microscopy and the original CAD-Model Bottom: Surface topography of the fin top side and bottom side.  
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to reduce a possible temperature profile across the cross-section and thus 
increase the measurement accuracy. Furthermore, these tubes are 
wrapped with heating tapes and equipped with two wall temperature 
measurements each, this serves to control the wall temperature in the 
area of the fluid temperature measurement. The aim of this additional 

heating of the tube wall is to adjust the wall temperature close to the 
fluid temperature to minimize the influence of thermal radiation on the 
fluid temperature measurement. The arrangement of the thermocouples 
and the heating as well as the principle is shown in Fig. 6. The control of 
the heating bands is as follows: the wall temperature is increased until a 

Fig. 5. Comparison of the fins in version 1 and modified in version 2. The modification takes place over the complete length of the fins to a maximum width of 93 µm.  

Fig. 6. Top: left: Picture of the test rig during heat exchanger installation before insulation, right: flow schematic of the test rig, Bottom: left: external heating to 
compensate radiation influence on the fluid thermocouples, right: principle of the external heating and corresponding heat flows (dotted line: Radiation between the 
thermocouple and the wall, solid line: convection between the fluid and the thermocouple). 
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constant difference of 1-2 K between wall and fluid temperature occurs, 
whereby the wall temperature is always below the fluid temperature. 
Mounting two wall thermocouples approximately 70 mm apart will also 
ensure an uniform temperature distribution along the length of the pipe, 
resulting in a lower radiation-based error in the fluid temperature 
measurement. This concept is superior to radiation shielded thermo
couples. Flow distributors are welded to the heat exchangers manifolds 
to connect them to the four heated inlet and outlet tubes. Capillary tubes 
are inserted vertically onto the inlet and outlet section to enable the 
pressure loss measurement. The capillary tubes contain 4 holes across 
the length so that a pressure averaged over the cross-section is 
measured. The capillary tubes are placed directly at the inlet and outlet 
of the heat exchangers. Since, in addition to the heat exchangers pre
sented here, various other ones with large pressure loss ranges are 
examined in this test rig. Therefore the pressure loss measurement must 
also be as accurate as possible over a large measuring range. Precision U- 
tube pressure gauges are ideal for this purpose, since their accuracy is 
constant over the entire measuring range and thus different heat ex
changers can be examined with identical measuring technique. 
Furthermore, the U-tube manometers do not exhibit any drift, which 
also ensures long-term stability. The height difference at the U-tube 
manometer is converted to the pressure difference by Δptot = Δh⋅g⋅ρw, 
where ρw denotes the density of the distilled water in the manometer. 
The tests will be carried out at three different inlet temperature levels: 
200/80◦C, 400/80◦C and 700/380◦C. The working fluid is air, the 
Reynolds-Number of both flows is varied between 60 and 600. 
Furthermore the tests contain balanced as well as unbalanced flows up 
to 0.25 < Ẇh/Ẇc < 4, where Ẇi = ṁi⋅cp,i. 

3. Evaluation methodology 

By means of the experimental investigations, the Nusselt numbers, 
the pressure loss coefficients and other characteristic values are to be 
determined. These data will then be used for comparison with the 
numerically determined values in order to check the calculation accu
racy as well as to evaluate the influence of manufacturing deviations. 

3.1. Pressure loss coefficient (Fanning f-factor) 

The pressure drop of the heat exchanger is composed of a total of five 
parts, the pressure drops at the inlet and outlet of the distributor 
(Δpcon,Dist & Δpex,Dist), the friction pressure drop inside the finned section 
Δpfric,fin and the pressure drop due to contraction/expansion at the inlet 
and outlet of the finned area (Δpcon,fin& Δpex,fin). Thus the overall pres
sure drop is defined as follows (i indicates wether it is the hot or cold 
fluid) 

Δptot,i = Δpcon,Dist,i + Δpcon,fin,i + Δpfric,fin,i + Δpex,fin,i + Δpex,Dist,i. (1) 

The following simple equation [23] is used to calculate the pressure 
losses due to expansion and contraction. 

Δpex,con,i = ζex,con,i
ρex,con,i

2
u2

max,i. (2) 

For the velocity umax, the velocity in the smaller cross section is 
chosen throughout. The density is calculated with the temperatures at 
the inlet or outlet of the distributor or finned section. The determination 
of the loss coefficients ζex,con is based on the diagrams according to Kays 
[24] for "multiple square tubes" for the Reynolds number Remax and the 
respective flow area ratio. 

With the knowledge of the expansion and contraction losses, the 
pressure losses can be reduced to the pressure loss due to friction. It thus 
follows 

Δpfric,fin,i = Δptot,i − Δpcon,Dist,i − Δpcon,fin,i − Δpex,fin,i − Δpex,Dist,i. (3) 

The pressure loss coefficient due to friction, the Fanning f-factor, is 

now calculated using the following equation. 

fi =
Δpfric,fin,i⋅dh,i

2⋅ρm,i⋅L⋅u2
m,i

. (4) 

For the hydraulic diameter, the value from Table 1 is used accord
ingly, and the velocity um,i = ṁi/Amin,i ρm,i is determined at the nar
rowest cross section in each case, using an arithmetic mean value 
between inlet and outlet for the density ρm,i. The flowed-through channel 
length L is the same for all heat exchangers. 

3.2. Experimental overall heat transfer coefficient 

The Nusselt number and the surface efficiency can be determined by 
means of the experimentally determined overall heat transfer coeffi
cient. This is calculated by means of the overall heat transfer equation 
via the inlet and outlet temperatures as well as the mass flow of the cold 
side 

kAexp =
Q̇cold

ΔTlog
=

ṁc cp,c
(
Tc,out − Tc,in

)

(Th,in − Tc,out)− (Th,out − Tc,in)

ln
(Th,in − Tc,out)
(Th,out − Tc,in)

. (5) 

The specific isobaric heat capacity is calculated at the arithmetic 
mean temperature between inlet and outlet. However, this overall heat 
transfer coefficient is subject to axial heat conduction within the solid 
material from the hot end to the cold end, causing the temperature 
profile of the wall to flatten along the flow direction. This results in 
smaller cold and higher hot outlet temperatures. This leads to smaller 
overall heat transfer coefficients than those actually present due to heat 
transfer when equation (5) is applied directly [25]. Therefore, a direct 
determination of the heat transfer would lead to correspondingly 
smaller values as those which are actually present. 

3.3. Calculation program for consideration of axial heat conduction 

In order to take into account the influence of axial heat conduction, a 
calculation procedure is set up in Matlab which has already been pre
sented by Fuchs et al. [25]. It is adapted to the heat exchangers used 
here. A simple program flow schematic of the calculation model is 
shown in Fig. 7. The inlet temperatures, mass flow rates and inlet 
pressures are required as input variables. Furthermore, the following 
geometrical data must be entered for the different heat exchangers: heat 
transfer area, minimum flow cross-section, hydraulic diameter and the 
total solid cross-section. These values are derived for a single fin passage 
directly from the CAD data of the fins. Compared to the data in Fuchs 
et al. [25], the following deviating definitions have to be considered for 
the calculation. According to Manglik and Bergles [26], the following 
applies to the hydraulic diameter 

dh,i =
4⋅Af,min,i

Aht,i
li

(6)  

where Aht,i is the heat transfer area, Af,min,i is the minimum flow cross 
section, and li is the overflow length of a single fin passage. Based on the 
number of channels Ni as well as the number of fin passages along (nl,i)

and across (nt,i) to the flow direction, the total heat transfer area as well 
as the total minimum flow cross-section can be calculated, the following 
applies for the total heat transfer area 

Aht,tot,i = Ni⋅nl,i⋅nt,i⋅Aht,i (7)  

and for the total minimum flow cross section 

Af,min,tot,i = Ni⋅nt,i⋅Af,min,i. (8) 

The definition of the axial heat resistance coefficient Kp changes to 
the following expression. 
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Kp =
L⋅
(
ṁ⋅cp

)

h
λs⋅Aax,solid

(9)  

with Aax,solid as the solid cross-section (see marked area in Fig. 8). This 
value is calculated over the entire cross-section of the heat exchanger 
minus the cross-section of the internal channels (hot and cold sides) 

Aax,solid = B⋅H − [(Nc +Nh)⋅hch⋅bch]. (10) 

As a third input, correlations matching the heat transferring fins are 
stored for the calculation of the Nusselt number and the pressure loss 
coefficient. These can come either from numerical calculations, experi
ments or literature. For the definition of the heat transfer coefficient in 
the program, the following still applies 

αi =
Nui⋅λf,i

dh,i
. (11) 

The overall fin efficiency is calculated using the following equation. 

η0,i = 1 −
Afin,i

Ai

(
1 − ηfin,i

)
, (12)  

where Afin,i describes the heat transferring area of the fins and Ai the 
total heat transferring area of the hot or cold side. The fin efficiency ηfin,i 

is calculated using the well-known equation for planar fins with fin 
height hf,i 

ηfin,i =
tanh

(
mi hf,i

)

mi hf,i
, (13)  

where mi =
̅̅̅̅̅̅̅̅̅̅̅̅

αi Pi
λfin,i A∗

i

√
. In this equation, Pi denotes the perimeter of a fin, 

A∗
i its thermally conductive cross-section, and λfin,i the thermal con

ductivity of the fin material. After the input of the inlet conditions, the 
geometric data and the correlations for the heat transfer, the calculation 
of the fluid properties is first calculated at the initial mean temperature 

Fig. 7. Program flowchart of the evaluation program to consider axial heat conduction.  

Fig. 8. . Schematic of a heat exchanger section with corresponding dimensions.  
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Tm = (Th,in + Tc,in)/2. This is followed by the calculation of the heat 
transfer coefficients (Eq. (11)) and NTU values. The NTU values can now 
be used to calculate the eigenvectors and eigenvalues of the differential 
equation system, which in turn are used to solve the equation system (cf. 
Fuchs et al. [25]). As a result, the outlet temperatures of the heat 
exchanger are obtained. These new outlet temperatures are used to 
calculate updated fluid properties and thus heat transfers, the calcula
tion ends when the deviation between two iteration steps is <0.01 K. 
Output of the calculation are the temperatures, heat flows, pressure 
losses and Nusselt numbers as well as the overall fin efficiencies. Using 
the calculated outlet temperatures, the overall heat transfer coefficient is 
now calculated using Eq. (5). The calculated overall heat transfer coef
ficient kAcal,j is thus also subject to the axial heat conduction calculated 
in this case. 

3.4. Structure of the correlations for the calculation of the Nusselt number 
and the Fanning f-factor 

The calculation program presented above allows for the calculation 
of counterflow heat exchangers with different geometries, taking into 
account the axial heat conduction in the separation plates between the 
channels as well as in the outer boundary plates. This program will be 
used to compare the correlations for the Nusselt number and the pres
sure loss coefficient determined in advance by means of numerical 
simulations with the measurement results. Furthermore, the calculation 
program will be modified in such a way as to enable calculation of the 
experimental Nusselt numbers. 

Basically, the correlations for calculating the Nusselt number for off- 
set strip fin structures always conform to the following pattern, 

Nui = CNu,i⋅RenNu,i
i ⋅Pr

1
3
i ⋅
∏N

j=1
KγNu,i,j

geo,Nu,i,j, (14)  

as also shown by Manglik and Bergles [26], Joshi & Webb [27], and 
Chennu [28]. In these, CNu,i denotes a prefactor describing unspecifiable 
influences and nNu,i denotes the exponent of the influence of the Rey
nolds number on the Nusselt number. KγNu,i,j

geo,Nu,i,j describes the influence of 
different geometry ratios (index j) on the Nusselt number, for example 
the ratio of fin height to fin spacing, where each geometry ratio is given 
its own individual exponent γNu,i,j. However, for the studies undertaken 
here, the factor Kgeo,Nu,i,j is set to 1, as the differences in the fin types are 
caused primarily by their shapes, which cannot be meaningfully 
expressed by simple geometry ratios. Thus, the simple expression for the 
hot/cold side (index i=h/c) follows for the Nusselt number 

Nui = CNu,i⋅RenNu,i
i ⋅Pr

1
3
i (15)  

with the fin type-dependent adjustable parameters CNu,i and nNu,i. 
For the pressure loss coefficient (Fanning f-factor), according to 

Manglik and Bergles [26], Joshi and Webb [27] and Chennu [28], the 
following structure follows in a similar way: 

fi = Cf,i⋅Renf,i
i ⋅

∏N

j=1
Kγf,ij

geo,f,i,j, (16)  

as for the case of the Nusselt number, the equation simplifies to the 
following expression: 

fi = Cf,i⋅Renf,i
i . (17) 

The corresponding coefficients CNu,i; nNu,i; Cf,i; nf,i differ with 
respect to the various fin types presented in the detailed analysis of the 
heat exchangers. 

The development of the fin types presented here was based on shape 
adjustments to the present flow conditions, as described in the details of 
the heat exchangers. Based on the numerical calculations, the Nusselt 

number as well as the Fanning f-factor can be determined for different 
Reynolds numbers investigated. The Nusselt-numbers can directly 
calculated by using the fluid and wall temperatures from the numerical 
calculations, using the definition of the logarithmic temperature dif
ference for constant wall heat flux [29]. For more information on the 
numerical details of the fin type "Reference", such as validation against 
literature, determination of the Nusselt number, respectively j- and 
f-factors and mesh independence, please refer to Fuchs et al. [19] and 
[30]. The fin types “FO” and "HTO" are based on the fin type "Reference", 
which is why the calculation mesh used there is used as a starting point 
and is refined using mesh independence analysis until a 
mesh-independent result is available. A validation of this calculation 
takes place in the further course of this article. By logarithmizing the 
power laws Eq. (15) and (17) and by linear regression, the coefficients 
CNu,i; nNu,i; Cf,i; nf,i are fitted to the numerically determined Nusselt 
numbers and f-factors. The results for the coefficients of the different fin 
types are shown in Table 2. As the same fin type is installed on the hot 
and cold side of the heat exchanger, Ch = Cc and nh = nc continue to 
apply to the coefficients of the Nusselt number and f-factor. The 
temperature-related differences are already covered by the varying 
Prandtl number and Reynolds numbers. 

3.5. Determination of the coefficients CNu and nNu from the experimental 
data 

As with the numerical calculations, pressure loss coefficients and, in 
particular, Nusselt numbers are to be obtained from the experimental 
data in order to be able to better compare the agreement of the nu
merical calculations with the experiments rather than to restrict oneself 
to the overall heat transfer coefficients alone. The determination of the 
coefficients Cf and nf is quite straight forward. By logarithmizing the 
power law (Eq. (17) and by performing a linear regression over all 
measuring points of the f-factor (calculated according to Eq. (4)), these 
can be determined for the three (six) different fin types (heat 
exchangers). 

The determination of the coefficients for the Nusselt number is to be 
done on the basis of the measured overall heat transfer coefficients. For 
this purpose, the presented calculation program is slightly modified and 
used to calculate heat transfer coefficients that are already subject to 
axial heat conduction. The coefficients CNu and nNu obtained from the 
experiments are shown in the results chapter. Arbitrary starting values 
for the coefficients CNu and nNu are given to the calculation program and 
a corresponding overall heat transfer coefficient is calculated. The 
calculated overall heat transfer coefficients are then compared with the 
experimental data. The coefficients CNu and nNu are then varied until the 
deviation between the calculated and experimental overall heat transfer 
coefficients is minimal. This results in a nonlinear optimization problem 
for the determination of the unknown coefficients in Nusselt correla
tions, as also presented by Rose [31], Khartabil and Christensen [32] 
and Steinhoff [33]. This optimization problem can be expressed by the 
following equation. 

s = min
x→=(CNu ,nNu)

⎛

⎝

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1
Ntest − 1

∑Ntest

j=1

(

1 −
kAexp,j

kAcal,j( x→)

)2
√
√
√
√

⎞

⎠, (18)  

where the index j represents each individual measuring point and Ntest 

Table 2 
Coefficients for the Nusselt- and f-factor correlations obtained from the nu
merical simulations.  

Coefficients Ref FO HTO 

CNu 0.961 0.747 0.653 
nNu 0.39 0.399 0.412 
Cf 5.55 5.68 5.49 
nf − 0.672 − 0.697 − 0.688  
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the maximum number of measuring points used for optimization. kAexp,j 

denotes the respective experimental overall heat transfer coefficient and 
kAcal,j an overall heat transfer coefficient calculated by means of the 
program, depending on the selected parameters CNu and nNu. For the 
optimization, a genetic algorithm is used to determine the global mini
mum and not a possible local one, Matlab R2021b [34] is used as the 
calculation program. For the algorithm, a starting population of 10,000 
individuals is used and the number of generations is set to 5000, thus 
achieving an accurate exploration of the solution space [35]. The rec
ommended settings of Matlab are used for the mutations and in
heritances. Following the optimization by means of the genetic 
algorithm, the global minimum is further narrowed down via the local 
algorithm fmincon in order to determine the exact coefficients CNu and 
nNu. The choice of the measurement points for the evaluation is crucial 
for the result of the optimization. The parameters CNu and nNu for the 
calculation of the Nusselt number should only be influenced by con
vection. Therefore, only the measuring points of the temperature level 
200/80◦C are used for the determination of the parameters CNu and nNu 
in order to keep the influence of potential heat radiation as low as 
possible. The influence of axial heat conduction is already taken into 
account via the model. With the coefficients determined in this way, the 
Nusselt numbers for the two other temperature levels at 400/80◦C and 
700/380◦C can also be calculated and the resulting overall heat transfer 
coefficients compared with the experimental data. The comparison 
provides information on the extent to which additional heat-transfer 
effects, such as heat radiation, occur in the measurements which may 
influence the results. 

3.6. Determination of the measurement uncertainty 

The determination of the measurement uncertainty is basically car
ried out according to the "Guide to the expression of Uncertainty in 
Measurement" [36]. The uncertainties of the measuring equipment used 
as well as the correlations for the calculation of the fluid properties are 
summarized in Table 3. The uncertainties of the geometric parameters 
are not considered. The calculation of the measurement uncertainties of 
overall heat transfer coefficient, f-factor, Reynolds number and other 
directly derivable quantities can be calculated directly via the error 
propagation. The calculation of the uncertainties of the heat transfer 
coefficients, or the Nusselt number, on the other hand, must be done by a 
different method, since their uncertainties depend not only on the 
Reynolds number, but also on the coefficients CNu and nNu, which must 
be determined [37]. For this purpose, 100,000 random start values for 
the optimization are distributed in the solution space and, using a 
MonteCarlo-like method programmed in Matlab, the solution range of 
the coefficients CNu and nNu is calculated in such a way that the resulting 
uncertainties of the calculated overall heat transfer coefficients corre
spond to the uncertainties of the measured overall heat transfer co
efficients. The principle is also shown in Fig. 9. With this procedure, the 
uncertainties of the calculated coefficients CNu and nNu and conse
quently the one of the Nusselt numbers are determined. 

4. Evaluation of the experiments 

4.1. Validation of the optimization algorithm 

The proper functioning of the optimization algorithm is validated in 
advance using numerical flow simulations for the "Reference" fin type. 
Based on the numerically determined fluid and wall temperatures given 
in Fuchs et al. [19], the Nusselt numbers are determined for different 
Reynolds numbers and a correlation according to equation(15) is 
derived. This is implemented in the design program and a calculation of 
different operating points (with and without axial heat conduction) with 
different mass flow rates and temperatures is performed. The overall 
heat transfer coefficients determined in this way are in turn used as a 
starting point for the optimization in order to determine the corre
sponding coefficients CNu and nNu via the algorithm. As a result, both 
without and with consideration of axial heat conduction, the identical 
coefficients are determined on two decimal places as in the numerical 
calculation, thus confirming the basic function of the optimization al
gorithm. The results are shown in Table 4. 

4.2. Evaluation of the overall heat transfer coefficients for the different 
heat exchangers 

The determination of the coefficients CNu and nNu is performed on 
the basis of the measurements at the 200/80◦C temperature level. Due to 
the low temperature level, further internal heat transfer effects, espe
cially radiation, can be minimized or excluded. Furthermore, the heat 
losses are significantly lower and thus they influence the measured 
overall heat transfer coefficients to a much lesser extent. Before the 
overall heat transfer coefficients are presented, a brief review of the test 
rig performance will first be made. For this purpose, Fig. 10 shows the 
parity plots of the heat flows for the hot and cold sides for the three 
temperature levels, exemplarily for the fin type "HTO" vers. 2. The figure 
shows that the energy balances differ between 3.5 and 10% for all three 
temperature levels, except for very low Reynolds numbers for the 700/ 
380◦C measurement. However, a slight systematic error can also be 
observed, this is due to insufficient mixing of the hot outlet in this heat 
exchanger, whereby as the mass flow rate increases, a hot air strand 
distorts the result and therefore the hot outlet temperature turns out to 
be between 1-4K higher. For the other heat exchangers, the mixing 
chamber was revised accordingly so that this error no longer occurs for 
these heat exchangers. The determined measurement data can therefore 
be used for further evaluation. Fig. 11 shows the parity plots of the 
overall heat transfer coefficients for the different heat exchangers, the 
different colours symbolize the different temperature levels. The overall 
heat transfer coefficients are also corrected for heat losses by adjusting 
the outlet temperature of the hot side accordingly. The x-axis represents 
the experimentally determined overall heat transfer coefficient and the 
y-axis the overall heat transfer coefficient calculated by means of the 
optimization algorithm. 

The comparison clarifies several aspects. The selected ansatz func
tion is very well suited to describe the Nusselt numbers for all heat ex
changers investigated, both in the Vers. 1 and Vers. 2 at the 200/80◦C 
temperature level. The average deviation from the parity line for all heat 
exchangers is only 0.1% and the maximum deviation is 2%. Table 5 
summarizes the experimental coefficients CNu and nNu for the different 
fin types and versions and the respective intervals (95.4% confidence 
interval). If the coefficients CNu and nNu determined at the 200/80◦C 
measurement are used to calculate heat transfer coefficients at the 
higher temperature levels, a similar picture emerges. Here, the de
viations increase for the 400◦C measurements, with no systematic de
viation in the positive or negative direction for any heat exchanger. 
From this it can be concluded that for the 400◦C measurements there are 
apparently no additional heat transfer effects, such as internal heat ra
diation, which would lead to a significant systematic deviation of the 
overall heat transfer coefficient compared to the 200◦C measurements. 

Table 3 
Uncertainty parameters, their assumed distribution function and the deviation.  

Parameter Distribution 
function 

Deviation 

Temperature rectangular ±0.002⋅ϑ 
Volume flow hot side rectangular ±0.5 % rd.± 0.1 % FS 
Volume flow cold side rectangular ±1.5 % rd.± 0.3 % FS 
Height difference in U-tube 

manometer 
rectangular ±1 mm 

Specific isobaric heat capacity  
[40] 

rectangular ±0.3 % 

Thermal conductivity [41] rectangular ±2 % 
Dynamic viscosity [23] rectangular ±4 %  
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Furthermore, the comparison shows that the calculation of the axial heat 
conduction is performed correctly and depicts the influence adequately. 
In the 700◦C measurements, systematic deviations now occur in isolated 
cases for the respective heat exchangers, although these are not limited 
to systematic higher or lower overall heat transfer coefficients compared 
to the parity line. The heat exchanger "Reference Vers. 2" shows 
increasingly higher experimental overall heat transfer coefficients (max. 
+6.7%) for increasing Reynolds numbers. The other heat exchangers 
with similar internal fin type show smaller experimental overall heat 
transfer coefficients. However, an analysis of the measurement un
certainties also shows that this has increased significantly for the 700◦C 
measurements and that the measurement points of all heat exchangers 
also extend beyond the parity line. The reasons for these increased un
certainties lie in the increased uncertainty of the temperature mea
surement due to thermal radiation, which is added to the already higher 
sensor-related uncertainty at high temperatures. A more detailed 

analysis of this temperature level follows in the further course of this 
article. 

In summary, for all heat exchangers investigated and furthermore for 
all three temperature levels investigated, the maximum deviation of the 
overall heat transfer coefficients excluding the two extreme points is less 
than 15%. The corresponding percentage errors for all heat exchangers 
are summarized in Table 6. 

4.3. Detailed investigation of the Nusselt-Number and the Fanning f-factor 

With the C and n values determined for the various heat exchangers, 
it is now possible to determine the Nusselt numbers for the Reynolds 
numbers at 200/80◦C as well as at 400/80◦C and 700/380◦C. Further
more, a comparison between the versions 1 and 2 can be made and how 
the fin configurations affect the Nusselt numbers and the f-factor. 

For the heat exchangers "Reference" vers. 1 and vers. 2, the experi
mental and numerical Nusselt numbers and the f-factors are shown in 
Fig. 12. The evaluation of the Nusselt number and f-factor shows that the 
agreement between the experiments and the simulation for version 2 can 
be described as good over the entire Reynolds number range. The de
viation of the Nusselt number is less than 4% for average Reynolds- 
numbers (Re ≈ 300) and a maximum of 11% for high Reynolds 
numbers (Re ≈ 580). The measurement uncertainty of the Nusselt- 
number ranges between ±6.6 % at Re ≈ 580 and ±12.5 % at Re ≈

100 . The relative uncertainty is decreasing with increasing Reynolds 

Fig. 9. Flow chart of the uncertainty calculation principle for CNu and nNu.  

Table 4 
Comparison of the coefficients CNu and nNu from the numerical calculation and 
the optimisation procedure.   

CNu nNu 

Numerical 0.9612 0.389 
Opt. with axe. heat conduction 0.9605 0.3892 
Opt. without axe. heat conduction 0.9605 0.3892  

Fig. 10. Parity plot of the heat flows for: left: 200/80 ◦C measures, right: 400/80 ◦C and 700/380 ◦C measurements.  
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Fig. 11. Parity plots of the overall heat transfer coefficient of the three different fin types in version 1 and 2 
top: “Reference (Ref)” left: version 1, right: version 2 middle: “Flow optimized (FO)” left: version 1, right: version 2 bottom: “Heat Transfer Optimized (HTO)” left: 
version 1, right: version 2. 
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number, since the uncertainty of the overall heat transfer coefficient is 
also decreasing with increasing Reynolds-number. Due to the decreasing 
effectiveness of the heat exchanger as the Reynolds number increases, 
the uncertainties of the temperature measurement have less influence on 
the determination of the overall heat transfer coefficient and thus on the 
underlying Nusselt numbers. This fact applies to all heat exchangers and 
versions studied here. 

The deviation between simulation and measurement thus correspond 
to the values determined by Chennu [28] and [38] in his calculations for 
off-set strip fin heat exchangers in the laminar region. The analysis of the 
f-factor shows a scatter of about ±5 % due to the direct evaluation of 
measured data, nevertheless the agreement with the numerical data over 
the whole Reynolds number range can also be considered as good. The 
measured data of all temperature levels are on average 8% higher than 

the simulation data, while no systematic differences between the hot and 
cold side can be determined. The analysis of the uncertainty of the 
f-factor shows a similar behaviour, with increasing Reynolds-number 
the uncertainty of the f-factor is reduced. The uncertainty of the f-fac
tor ranges between ±4.4 % at Re ≈ 580 and ±19.1 % at Re ≈ 100. Due 
to the higher pressure drop at higher Reynolds-numbers the error in 
reading has less impact on the overall pressure drop and therefore on the 
calculated f-factor, leading to smaller errors. It should be noted that only 
a limited number of uncertainty bars are shown for the f-factor as well as 
for the Nusselt number, as otherwise the readability of the diagrams 
suffers considerably. The uncertainties of the measurement points 
without error bars can be estimated from the adjacent error values, 
because of the constant trend from low to high Reynolds-numbers. 

When the measurement uncertainty is taken into account, for small 
Reynolds numbers the simulation data are within the uncertainty range 
of the measured data. A comparison with literature data shows com
parable deviations for the f-factor. In general, it can be stated on the 
basis of literature data that the f-factors are usually subject to greater 
scatter than the heat transfer values, as is also the case here. Further
more, this analysis shows that the significantly increased roughness of 
the additively manufactured heat exchangers apparently has only a 
minor influence on the pressure losses, as is also to be expected with 
laminar flow [23,29]. The hypothesis stated in some publications [16, 
11] that roughness leads to higher friction coefficients even in laminar 
flows cannot be confirmed here. However, it should be pointed out that, 
especially for small channels with dh < 1 mm, the existing roughness 
typically leads to a reduced hydraulic diameter and thus to increasing 
friction coefficients. This makes it increasingly difficult to clearly 
distinguish between roughness-driven effects and simple flow acceler
ation by smaller hydraulic diameters. 

The evaluation of the Nusselt number of the "Reference" version 1 
heat exchanger results in deviations of +10 % − +20 % compared to 
the numerical data, with measurement uncertainties between ±6.7 % −

13.9 %. However, due to the systematically higher heat transfers, a 
corresponding influence of the bulge on the fin tips cannot excluded. As 
a result of the structure on the fin tips and the resulting smaller channel 
centre (see Fig. 3), the fluid is forced into the area of the fin flanks, which 
results in improved heat transfer there due to thinner thermal boundary 
layers. A comparison of the calculated and experimental overall heat 
transfer coefficients shows that also the 400/80◦C and 700/380◦C 
measurements can be well correlated by the coefficients CNu and nNu 
determined at 200/80◦C. Therefore, correspondingly higher Nusselt 
numbers as in the simulation are also obtained at these two temperature 

Table 5 
Coefficients for CNu and nNu and their absolute uncertainty range (95,4% con
fidence interval, z = 2).  

Fin type Version Coefficients Uncertainty range (95,4%) 

Ref 1 CNu : 1.408 
nNu : 0.347 

(1.060, 1.879)
(0.312, 0.381)

2 CNu : 1.441 
nNu : 0.309 

(1.125, 1.845)
(0.279, 0.337)

FO 1 CNu : 1.01 
nNu : 0.386 

(0.735, 1.389)
(0.345, 0.426)

2 CNu : 1.065 
nNu : 0.334 

(0.813, 1.386)
(0.302, 0.366)

HTO 1 CNu : 0.793 
nNu : 0.417 

(0.548, 1.151)
(0.369, 0.465)

2 CNu : 0.674 
nNu : 0.405 

(0.497, 0.913)
(0.367, 0.443)

Table 6 
Minimum, maximum and mean errors of the overall heat transfer coefficients for 
each fin type and version.   

Ref 
vers. 1 

Ref 
vers. 2 

FO 
vers. 1 

FO 
vers. 2 

HTO 
vers. 1 

HTO 
vers. 2 

Min. error 
[%] 

0.002 0.039 0.097 0.192 0.005 0.07 

Max. error 
[%] 

19.51 12.57 30.64 31.17 36.78 37.44 

Mean 
error 
[%] 

3.43 2.65 4.52 4.42 5.57 7.39  

Fig. 12. Fanning f-factor and Nusselt-Number for "Reference" (Ref) in Version 1,2 and numerical values on the cold side.  
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levels. 
An analysis of the f-factors of "Reference" version 1 shows an increase 

of about 40% compared to the numerically determined values. This is to 
be expected due to the reduced flow cross-section as a result of the fin 
structures. The flow is forced in the direction of the fin flanks, resulting 
in greater frictional pressure losses due to the thinner hydrodynamic 
boundary layer. 

Fig. 13 shows the Nusselt numbers and the f-factors for the heat 
exchangers "FO" version 1 and version 2, as well as the numerically 
determined data for the corresponding fin type. The fin type used is a 
flow-matched shape, where the fins are shaped according to the 
streamlines. The analysis of the Nusselt number also shows an over
estimation of the numerical data of about 20% for version 1. The f- 
factors of the experiments exceed the simulation data by 40%. For both 
deviations, it is again assumed that they are caused by the fin structures, 
which, as in the case of the heat exchanger "Reference" Version 1, lead to 
a shift of the fluid from the center of the channel towards the fin flank 
and thus increase heat transfer and pressure drop. The heat exchanger 
"FO" version 2 shows a very good agreement between the experimental 
and numerical values of the Nusselt number over the whole Reynolds 
number range. The deviation is approx. +3% for small Reynolds 
numbers and approx. -2% for larger Reynolds numbers and is thus 
within the range of the measurement uncertainty, which is approx. ±
6.5 % − 12.2 % as before. The f-factor also shows good agreement, with 
the experimental data being about 10% higher than the numerically 
determined values throughout the Reynolds number range. There is still 
a larger scatter of the measured data, but this is also due to the reading 
accuracy, especially for the smaller Reynolds numbers, as indicated by 
the error bars. As already was the case for "Reference" version 2, the very 
small adjustments at the tip of the fin leads to a clear improvement and 
should therefore always be taken into consideration. 

Fig. 14 shows the calculated as well as the experimental derived 
Nusselt numbers and the f-factors for the heat exchangers "HTO" version 
1 and version 2. As with the two previous heat exchangers, version 1 also 
shows a Nusselt number that is approx. 23 − 26 % higher than in the 
simulation and f-factor that is approx. 120% higher. As with the two 
previous versions 1, the reduction in cross-section due to the fin as
semblies is cited to be the cause. For version 2, there is again much better 
agreement between the Nusselt numbers and the f-factor. The experi
mental Nusselt numbers differ from the numerically calculated data by 
only 1%. For the f-factor of the hot and cold side, about 9% higher values 
are determined in the experiments, the scattering of the f-factors cor
responds to that of the other heat exchangers investigated. The 

uncertainties of the f-factor are smaller for low Reynolds-numbers 
compared to the other heat exchanger, since this type of fin has the 
overall highest pressure drops. The uncertainty in the Nusselt-number is 
of the same magnitude as for the other fin types. 

To illustrate the differences between versions 1 and 2, the ratios of 
the Nusselt numbers and f-factors of the cold side between versions 1 
and 2 are shown in Fig. 15. On the hot side the results are the same. For 
the reference fin type, there is a moderate dependence of the Nusselt 
number ratio on the Reynolds number. The ratio increases from about 
1.15 to 1.25 for the highest Reynolds number. The f-factor ratio reacts 
less sensitively to a change in the Reynolds number, falling from just 
under 1.75 to 1.69. For the fin type "Flow Optimized" a stronger 
dependence can be observed, the Nusselt number ratio increases for 
increasing Reynolds numbers from 1.17 to just over 1.30. Likewise, the 
f-factor shows a stronger decrease from 1.90 to 1.75. For the "heat 
transfer optimized" fin type, the smallest dependence of the Nusselt 
number ratio between version 1 and version 2 on the Reynolds number 
is obtained, ranging from 1.23 to 1.265. For the f-factor ratio there is 
even almost no dependence on the Reynolds number, it stays relatively 
constant showing an increase between 2.22 and 2.225. In particular, the 
fin type "HTO" with the smallest hydraulic diameter shows almost no 
flow-dependent effects (quasi-constant value of the relative f-factor). 
This suggests that the variations in f-factor between version 1 and 
version 2 are caused by a fixed change in geometry and thus a change in 
hydraulic diameter. Slightly larger changes in relative f-factor are 
observed for the reference fin type, so increasing velocity-dependent 
flow effects are occurring. However, a laminar/turbulent transition 
point, typically expressed by a kink in the course of the f-factor (and the 
Nu number), cannot be determined. For the "FO" fin type, both the 
relative Nusselt number and the relative f-factor give the largest de
pendencies on the Reynolds number. This is possibly due to the shape of 
the fin, which has a decreasing thickness in the flow direction, so that an 
increasingly larger detachment area occurs with increasing Reynolds 
number. The manufacturing inaccuracies present in version 1 push the 
flow in the direction of the fin flank, so that this detachment effect is 
intensified and leads to a stronger Reynolds dependence of the f-factor 
and the Nusselt number. 

4.4. Interim conclusion on the difference between version 1 and version 2 

The previous investigations show that the slight modification at the 
fin tip leads to a significant improvement in the predictability of the heat 
transfer and pressure drop for all three heat exchanger fin types 

Fig. 13. Fanning f-factor and Nusselt-Number for "FO" in Version 1,2 and numerical values on the cold side.  
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investigated. Furthermore, the investigations confirm that geometry 
adjustments in the submillimetre range are possible by means of addi
tive manufacturing and that these adjustments are metrologically seen 
in the heat transfer and pressure drop. This opens up the possibility that 
only small adjustments need to be made to the fin types for targeted 
optimization of heat transfer and pressure drop, which nevertheless 
have a correspondingly large effect. Additionally the main contributor to 
the deviations between numerical and experimental values are 
manufacturing inaccuracies, resulting in differences in the hydraulic 
diameter. The surface roughness is only of minor importance in the 
laminar flow region. 

4.5. Comparison of the fin types in version 2 

The heat exchangers examined here all have the identical external 
and channel dimensions, they differ only with regard to the internal fin 
types. These fin types have been optimized for heat transfer and pressure 
drop behaviour, as already mentioned in the detail heat exchanger 
analysis in section 2. Therefore, a direct comparison of the version 2 fin 
types will be made again here. Fig. 16 shows the experimentally deter
mined Nusselt numbers and f-factors of all three temperature levels for 
the three fin types. Only the cold side is considered, the results for the 
hot side are analogous. The comparison shows that for higher Reynolds 
numbers, the "Reference" fin type exhibits approx. 15 − 20 % higher f- 
factors than the optimized "HTO" and "FO" fin types. The latter two fin 
types show almost identical f-factors at higher Reynolds numbers. For 
lower Reynolds numbers, the "Reference" and "HTO" fin types exhibit 
nearly identical f-factors, while the "FO" fin type tends to yield smaller f- 
factors. However, the measurement uncertainty is also greatest for small 
Reynolds numbers due to the increasing reading inaccuracy, which is 
why no clear differentiation can be made. Overall, all three fin types 
show very similar f-factor levels. If the Nusselt number in Fig. 16 (right) 
is considered, clearer differences between the fin types become 
apparent. The "Reference" fin type gives the highest Nusselt numbers in 
the entire Reynolds number range studied, these being about 20% above 
the values of the "FO" fin type and between 20 − 38 % above the values 
of the "HTO" fin type. The Nusselt numbers of the fin type "FO" are be
tween "HTO" and "Reference" at small Reynolds numbers, but show a 
slightly decreasing tendency with increasing Reynolds number and 
approach the values of the fin type "HTO". The result is initially sur
prising, since the "FO" and "HTO" fin types were developed towards an 
increased heat transfer, with the focus on a thin thermal boundary layer 
in the case of fin type "HTO" in particular. Here, however, evaluation on 

the basis of the Nusselt number falls short of the mark. If geometry 
optimization is carried out with a focus on a thin boundary layer, this 
also leads to a smaller hydraulic diameter in the cases considered here. 
However, this decrease in hydraulic diameter is greater than the in
crease in the corresponding heat transfer coefficient due to the thinner 
thermal boundary layer. This ultimately results in smaller Nusselt 
numbers for actually optimized fin types, although higher heat transfer 
coefficients are present. Fig. 17 below shows the heat transfer co
efficients of all temperature levels in relation to the respective average 
thermal conductivity of the fluid. This ratio is in turn proportional to the 
thermal boundary layer thickness [29], so 

α
λ

∝
1
δt
. (19) 

It holds true that the curves shown in Fig. 17 represent the reciprocal 
of the thermal boundary layer thickness. This clearly shows that the 
"HTO" fin type has the thinnest thermal boundary layer thickness, 
especially for higher Reynolds numbers, as was the aim of optimizing 
this fin type and as would be expected from the shape of the fin types. In 
comparison, the "FO" fin type shows the thickest thermal boundary layer 
thickness on average, which is also to be expected on the basis of the 
optimization objective mentioned at the beginning with regard to a 
lower pressure drop. The "Reference" fin type is located between the two 
other fin types, with even slightly thinner boundary layers for low 
Reynolds numbers than for "HTO". However, the measurement uncer
tainty in these ranges is higher and the results are closer together, so that 
incorrect measurements cannot be ruled out. Another important aspect 
in differentiating between the various optimization measures is the 
surface efficiency of the fin types, which is shown in Fig. 17, right. Here, 
the basic fin type "Reference" shows the lowest surface efficiency, which 
ranges between 0.615 and 0.765. The fin type "FO" ranks on average 5% 
above the basic fin type, which is primarily achieved by the enlarged fin 
cross-section in the inflow area. The "HTO" fin type achieves surface 
efficiencies approx. 8 − 9 % higher than the basic fin type and is thus 
the most efficient. 

4.6. Evaluation of a potential radiation influence 

The different temperature levels have been chosen to increase the 
range of the Reynolds number, but also to investigate the influence of 
heat radiation. The transmitted radiant heat flux depends on the fourth 
power of the thermodynamic temperatures involved. The influence of 
thermal radiation manifests itself in the heat exchangers in two ways. 

Fig. 14. Fanning f-factor and Nusselt-Number for "HTO" in Version 1,2 and numerical values on the cold side.  
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First, the radiant heat occurs between the fin tip and the fin root, thus 
providing an additional heat flux in addition to the heat conduction 
through the fin material, which results in a higher performance of the 
heat exchanger. The course of the radiant heat flux is inversely pro
portional to the fin efficiency; if the latter increases, the heat flux 
transmitted by radiation decreases, and vice versa. On the other hand, 
the thermal radiation also leads to a radiation exchange in the axial 
direction of the heat exchanger and thus to a shift of the temperature 
profile, which leads to a reduction of the efficiency similar to the axial 
heat conduction in the solid [25]. For the investigation of the radiation 
influence, a comparison of the overall heat transfer coefficients is 
resorted to for the different heat exchangers. As mentioned at the 
beginning, only the measurements at 200/80◦C are used for the evalu
ation of the Nusselt numbers for the heat exchangers. The Nusselt 
numbers determined in this way are now used to calculate the overall 
heat transfer coefficients at the 700/380◦C measurements (also already 
shown in Fig. 11). By comparing the calculated data with the 

experimentally determined data at 700/380◦C, the differences from the 
200/80◦C measurements can thus be determined. The increased heat 
losses have already been calculated out of the overall heat transfer co
efficients presented at the beginning, so that the differences are finally 
caused to a significant extent by thermal radiation. Fig. 18 shows the 
curves of the overall heat transfer coefficients for the three fin types of 
version 2 at the two temperature levels. For all three fin types, the 
agreement between the calculated and experimentally determined 
overall heat transfer coefficients is ≥ 91 % and thus within the range of 
measurement uncertainty. For the fin type "Reference" a Reynolds 
number dependence is shown. For small Reynolds numbers 
30 < Re < 150, there is very good agreement with the model data. If the 
Reynolds number is increased, the deviation in favour of the experi
mental values increases to 3%. This is determined by the course of the fin 
efficiencies, which decrease with increasing Reynolds number. As a 
result, the temperature difference between the fin tip and the fin root 
increases and the radiant heat flux increases. Furthermore, it apparently 

Fig. 15. Top: ratio of the Nusselt-number (version 1/version 2) for each fin type on the cold side, Bottom: Ratio of the f-factor (version 1/version 2) for each fin type 
on the cold side. 
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outweighs the axial radiant heat flux and thus leads to a slightly 
increased performance of the heat exchanger. For the fin type "FO", 
slightly different results are obtained. Here, only a slight deviation of 
<3% in favour of the model data is shown over the entire Reynolds 
number range, but larger measurement uncertainties are also present. 
The "FO" fin type thus shows an increased negative influence of thermal 
radiation. This may well be due to the shape of the fins. These exhibit a 
qualitatively larger view factor in the direction of the lower tempera
tures, which increases the radiant heat flux in the axial direction, while 
the view factor transverse to the flow direction remains almost un
changed. Despite this negative influence, the fin type "FO" leads to a 
higher overall heat transfer coefficient than the fin type "Reference" for 
the 700/380◦C measurements. For the fin type "HTO", the largest de
viation between the model and the experimental data results with 
approx. 5% in comparison. It is noticeable that the deviation from the 
model becomes smaller as the Reynolds number increases. As with the 
previous fin types, this can be explained by a decreasing fin efficiency 
and thus an increasing radiation heat flux transverse to the flow direc
tion. The radiation in the flow direction (quasi-axial heat conduction) is 
favoured by the decreased fin efficiency, but the higher flow velocity 
provides a smaller temperature gradient along the separation plate 

between the fluids and reduces not only the axial heat conduction in the 
solid but also the radiation heat flux in the axial direction, which leads to 
a better agreement between model and experiment. The analysis of the 
influence of the high temperature levels on the performance of the 
different heat exchangers shows a slightly negative influence of thermal 
radiation, especially at low velocities. The heat transfer coefficients are 
calculated between 3 and 8% too high, depending on the fin type. When 
the Reynolds numbers are increased, thermal radiation leads to a higher 
overall heat transfer coefficient of 3% for the "Reference" fin type, 
similar results were found by Luo et al. [39]. A slight decrease between 1 
and 3% is observed for the other two fin types. This is most likely due to 
the higher fin efficiency of the two optimized fin types, which leads to a 
lower positive influence of the thermal radiation, while the "axial" 
thermal radiation can still play out its negative influence, which is 
favoured by the increased view factor due to the shaping of the fin types. 

5. Conclusion 

In this paper, six different additively manufactured heat exchangers 
with three different fin types are experimentally investigated. The heat 
exchangers are available in two versions each, which differ by a small 

Fig. 16. f-factor and Nusselt-Number of each fin type in Version 2 on the cold side.  

Fig. 17. Inversed thermal boundary layer thickness and surface efficiency for each fin type in Version 2 on the cold side.  
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modification at the fin tips, which increases the manufacturing quality 
significantly. The investigations are carried out at three temperature 
levels (200/80◦C, 400/80◦C and 700/380◦C) and Reynolds numbers 
between 60 and 600. The analysis of the manufacturing quality of the 
fins shows significant differences between the laser-facing (top side) and 
laser-apart sides (bottom side). The top-side shows significantly better 
overall agreement with the CAD model, with a maximum deviation of 
+20% and a mean deviation of ~+8%. The bottom side shows a 
significantly larger scatter of up to +42% of the fin thickness and +24% 
on average. The surface roughness analysis differs significantly between 
the top and bottom surfaces. On the top side, roughness’s of Rz =

25.2 μm on average are measured, while the bottom side shows rough
ness’s of Rz = 63.1 μm. For the evaluation of the heat transfer mea
surement results, a program is developed which takes into account the 
influence of axial heat conduction in the solid. The program is then used 
to determine the Nusselt numbers of the hot and cold sides and other 
parameters for the different heat exchangers and versions on the basis of 
the measured overall heat transfer coefficients by applying a combina
tion of genetic algorithm and a gradient-based method. The analysis 
shows for the heat exchangers of version 1 on average 20 − 30 % higher 
Nusselt numbers and 80 − 110 % higher Fanning f-factors compared to 
the modified version 2. The analysis shows that the manufacturing 
inaccuracies result in a systematic, almost Reynolds number indepen
dent deviation of the Nusselt numbers and f-factors, which are attributed 
to a constant reduced hydraulic diameter. The detailed analysis of the 
heat exchangers in version 2 shows good to very good agreement with 
the numerically determined values for all heat exchangers. With 
increasing Reynolds numbers, an increasing deviation from the 
numerically determined values of maximum 10 − 15 % is measured for 
the f-factors, which is attributed to increasing turbulence and an asso
ciated increasing influence of the surface roughness. The Nusselt 
numbers show very good agreement with the numerically determined 
data for all three heat exchangers over the entire Reynolds number 
range. The increasing influence of the surface roughness cannot be 
determined here. Also the modifications on the heat transferring fins can 
be captured correctly by the printer. The influences of thermal radiation 
on the overall performance of the heat exchangers are in the mid-single- 
digit percentage range; only for very low mass flows are influences of 
almost -10% on the heat transfer coefficient recorded. This is due in 
particular to heat radiation in the axial direction, which leads to a slight 
flattening of the temperature profile and thus to lower thermal 
performance. 

All in all, the investigations in this article show that already small 
adjustments during the design process can have a huge impact on the 
heat transfer and pressure drop of additive manufactured heat ex
changers. When these aspects are taking into account the predictability 
of the Nusselt number and the f-factor with numerical simulations in the 
laminar flow regime is very high. The investigations also show that the 
influence of the surface roughness is of minor importance, while the 
influence of the hydraulic diameter is to be rated significantly higher. 
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