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Improving the text classification using clustering and a novel HMM
to reduce the dimensionality

A. Seara Vieiraa, L. Borrajoa, E. L. Iglesiasa,∗

aDepartment of Computer Science, Higher Technical School of Computer Engineering, University of Vigo, 32004
Ourense, Spain

Abstract

In text classification problems, the representation of a document has a strong impact on the perfor-
mance of learning systems. The high dimensionality of the classical structured representations can
lead to burdensome computations due to the great size of real-world data. Consequently, there is a
need for reducing the quantity of handled information to improve the classification process. In this
paper, we propose a method to reduce the dimensionality of a classical text representation based
on a clustering technique to group documents, and a previously developed Hidden Markov Model
to represent them. We have applied tests with the k-NN and SVM classifiers on the OHSUMED
and TREC benchmark text corpora using the proposed dimensionality reduction technique. The
experimental results obtained are very satisfactory compared to commonly used techniques like
InfoGain and the statistical tests performed demonstrate the suitability of the proposed technique
for the preprocessing step in a text classification task.

Keywords: Hidden Markov Model, Text classification, Dimensionality Reduction, Document
Clustering, Similarity-based classification

1. Introduction

With the rapid growth of corporate and digital databases, text classification has become one
of the key techniques for handling and organizing text data. Text classification is the task of
automatically assigning a document set to a predefined set of classes or topics [1].

The representation of a document has a strong impact on the generalization accuracy of a
learning system. Documents, which are typically strings of characters, have to be transformed
into a representation suitable for the learning algorithm and the classification task. In a general
context, given a training set T = {(d1, c1), (d2, c2)...(dn, cn)}, which consists of a set of preclassified
documents di in categories cj , a classifier is trained to model the implicit relationship between
the characteristics of the document and its class, in order to be able to accurately classify new
documents.

To achieve this classification, input data need to be expressed in a format that classifiers can
handle. The most common technique in document classification tasks is the bag-of-words approach
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[2]. In this case, every document is represented by a vector where elements describe the word
frequency (number of occurrences) of a certain term. The final selection of words that will be used
to represent the documents is called feature words.

This classical text representation technique is hindered by the practical limitations of big text
corpora. While some simple document classification tasks can be accurately performed with vocab-
ulary sizes numbering fewer than one hundred, many complex tasks on real-world data from the
Web, UseNet and newswire articles do best with vocabulary sizes in the thousands.

The complexity of the text classification in terms of time and space depends on the size of the
mentioned vectors. Generally, not all words have a significant contribution to effectively represent
a document. Therefore, before generating the feature vectors, a text preprocessing step is required,
where rare words and those which do not provide any useful information (such as prepositions,
determiners or conjunctions) are removed [3]. Additionally, feature reduction algorithms can be
applied to the initial feature word set in order to further reduce its dimensionality. Some of these
techniques can remove redundant or irrelevant features from the dataset based on statistical filtering
methods such as Information Gain [4, 5]. Another type of feature reduction method creates new
attributes as a combination of the original attributes, such as the Principal Component Analysis
(PCA) technique [5, 6]. In general, the application of these algorithms can improve classification
accuracy and reduce the computational cost of the whole process, although it may be too costly to
compute for high-dimensional datasets.

In order to represent a dataset, the similarity-based paradigm can also be used [7]. In this
paradigm, objects (documents, in our case) are described using pairwise (dis)similarities, i.e. dis-
tances from other objects in the dataset. In this way, documents are not limited to being represented
in a feature word space, and all that is needed is a way to compute distances between documents
[8]. The goal of this paradigm is then to train and test a classifier using only these relational data.

Figure 1 shows an example of a typical document representation and a similarity-based rep-
resentation. Given a base corpus (Fig. 1(a)), new datasets (Fig. 1(b)) can be transformed into
a similarity-based representation (Fig. 1(c)) by calculating each pairwise similarity between doc-
uments. In this case, the number of synthetical attributes a dj of the transformed dataset is the
number of documents in the base corpus. Each document is then represented by a vector of values
that indicates the distance between this document and each additional document in the original
base dataset.

The main problem of the similarity-based approach is the high dimensionality of the resulting
similarity space [8]. In a basic approach, the dimensionality is equal to the cardinality of the
base/training corpus, which can lead to computational problems in large datasets. In addition, the
way in which distances between documents are measured also influences the whole process.

The system described in [8] uses Hidden Markov Models (HMMs) to measure the similarity
between pairs of data objects. HMMs, which are commonly employed as probabilistic models of
sequential data [9], seem to be particulary well suited to the similarity-based classification, as it
can be seen as a natural extension of the standard HMM classification scheme. Specifically, the
standard approach assigns an unknown sequence O to the class whose HMM shows the highest
likelihood. This likelihood-based measure is used in [8] as the distance measure in the similarity-
based paradigm. However, the system is not built for text classification purposes and the main
contribution uses HMMs to compute pairwise similarities between single objects, thus training an
HMM per representative sequence.

Following the idea of the similarity-based representation and the use of HMMs to measure
distances, we propose a novel feature reduction technique called DR-HMM, which combines the
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(a) Base corpus /Training corpus

(b) Corpus to transform (c) Converted corpus

Figure 1: Basic similarity-based corpus transformation. (a) Base/Training corpus using a typical bag-of-words
representation. It contains six feature words (v0, ..., v5). The Class attribute is binary and can take the values:
Relevant (R) and Non-relevant (N) (b) New dataset to transform into a similarity-based representation (c) Dataset
converted into a similarity-based representation based on the training corpus. Documents are represented in terms
of distances/similarities (s function) to the original documents in the base corpus.

X-means clustering algorithm to reduce the size of the base dataset with an HMM-based document
representer to compute the distances between documents. The main idea of the proposed method
is to use groups of documents as the representation base instead of using single documents, so that
new documents are represented by distances to groups of documents. In order to achieve that, the
clustering algorithm is applied to create the groups/clusters of documents that are considered the
base set of the new representation. In addition, the HMM to represent a document group is based
on the previously developed T-HMM [10, 11].

This paper is organized as follows. Section 2 presents the basics of Hidden Markov Models.
Section 3 presents the proposed feature reduction method. In Section 4, the experimental results
with two classification methods, k-NN and SVM, are shown. Finally, the last Section presents the
conclusions of this study.

2. Materials and Methods

2.1. Basics of Hidden Markov Models

A Hidden Markov Model is a statistical tool used to model generative sequences that can be
characterised by an underlying hidden process [9, 12, 13]. It can be seen as a state diagram that
consists of a set of states and transitions between them, where each state can also emit an output
observation with a certain probability. Thus, two processes take place when generating sequences
in an HMM. The first process describes the unobservable state sequence, i.e. the hidden layer
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represented by the state transition probability. The second process links each state to observations,
creating the observable layer represented by the output observation probability [14].

The formal definition of an HMM is as follows:

λ = {N,V,A,B, π}

1. N is the number of states in HMM model. The state set is denoted by S = {s0, s1, ..., sN}

2. V is the set of possible observations V = {v0, v1, ..., vM}, where M is the number of observa-
tions.

We define Q as a fixed state sequence of length T , and its corresponding observation sequence
as O:

Q = {q0, q1, ..., qT }

O = {o0, o1, ..., oT }

3. A is the state transition probability matrix of dimension NxN . It stores the probability of
state j following the state i in the aij cell:

aij = P (qt = sj |qt−1 = si)

4. B is the output observation probability matrix of dimension NxM . We define bi(vk) as the
probability of observation vk being produced at state i, which is independent (the probability)
of time instant t.

bi(vk) = P (ot = vk|qt = si)

5. π is the initial state probability array.

π = (π0, π1...πN )

πi = P (q0 = si)

There are two important assumptions made by the model [14]. The first is called the Markov
assumption and specifies that each state is dependent only on the previous state, instead of the
history of all previous states. The second assumption asserts that the output observation probability
depends only on the current state of the system, i.e. it is independent of previous observations.
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2.2. DR-HMM: feature reduction method proposal

As a text-oriented feature reduction method, DR-HMM aims to transform the representation
of an initial document set into a more useful representation. This usefulness can be measured in
terms of computational cost and accuracy in an automatic classification process. In this case, the
goal of the technique is to lower the dimensions of the resultant feature space and transform the
representation into one more useful for classifying algorithms, such as k-NN or SVM. Specifically, the
DR-HMM is designed to take input datasets represented in a bag-of-words approach and transform
them into a customized similarity-based representation.

The DR-HMM model is built around a training corpus that is used as the document set on
which the output similarity space is based. Figure 2 shows the main workflow applied to create the
DR-HMM.

Training

Corpus

Documents of 

class 0

Clustering for 

class 0

Documents of 

class 1

Documents of 

class n

Clustering for 

class 1

Clustering for 

class n

Cluster [ 0,c0 ]

Cluster [ 0,1 ]

Cluster [ 0,0 ]

Cluster [ 1,c1 ]

Cluster [ 1,1 ]

Cluster [ 1,0 ]

Cluster [ n,cn ]

Cluster [ n,1 ]

Cluster [ n,0 ]

HMM [ 0,0 ]

Training process

HMM [ 0,1 ]

HMM [ 0,c0 ]

HMM [ 1,0 ]

HMM [ 1,1 ]

HMM [ 0,c1 ]

HMM [ n,0 ]

HMM [ n,1 ]

HMM [ n,cn ]

Built DR-HMM model

Figure 2: General workflow to build the DR-HMM model which uses an initial training corpus as input. Firstly, a
clustering process is applied for each class. An HMM is then created and trained for each generated cluster in order
to represent the documents within that cluster. The resultant set of HMMs confirms the DR-HMM method.

In the building process, two main phases can be distinguished:

1. Document clustering of the base corpus.

2. Creation and training of the models to represent each cluster.
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Clustering is a useful technique that automatically organizes a collection into a number of groups.
Text document clustering groups similar documents into a coherent cluster [15]. In order to avoid
using all the single documents in the training corpus as the document base in the similarity space,
document clusters are taken as the base set. This implies that the dimension of the new feature
space has a magnitude dependant on the number of document clusters created with the training
corpus.

Any clustering algorithm can be used. Of all the types of clustering methods, partitional clus-
tering algorithms like K-means have been recognized to be better suited for handling document
datasets, due to their relatively low computational requirements [16]. In our work, the X-means
algorithm [17] is chosen as the clustering method. This algorithm is an extension of the standard
K-means technique in which the number of clusters does not need to be previously determined.

The clustering algorithm is applied per each class in the training corpus, as seen in Fig. 2.
Documents are split into groups according to their class value. The clustering process is then
performed for each group, producing a resultant cluster set Ri for each class i, with the following
characteristics:

• Ri is a document cluster set derived from Zi, where Zi is the document set of the class i in
the original training corpus.

• |Ri| = ci, where ci is the number of clusters generated with the clustering algorithm applied
over Zi. ci ranges from 1 to |Zi|.

Since the document clusters are the base of the new feature space, an additional way of com-
puting distances between new documents and these clusters needs to be defined. This is where the
HMM is integrated in the method. A generative model based in HMMs is created and trained with
each cluster, as is shown in Fig. 2.

The next section shows how the HMM model is defined and trained in order to represent the
documents within a cluster.

2.3. Using HMM to represent a document cluster

In a previous work, the authors have developed an HMM based document classifier called T-
HMM [10, 11]. In this proposed model (DR-HMM), we use the same type of HMMs as a document
generator. The HMM is trained with all the documents in the cluster. Whenever the distance
between a new document and the cluster needs to be computed, the system evaluates the probability
(density) of this document being generated by the Hidden Markov Model. This value is called
the likelihood and is considered the similarity measure in the DR-HMM. The rest of this section
summarizes the T-HMM definition developed in the previous work, since HMMs have the same
structure in DR-HMM.

Hidden states in T-HMM reflect the difference in relevance (ranking) between words in a doc-
ument. Each state represents a relevance level for words appearing in the corpus. That is, the
most probable observations for the first state are the most relevant words in the corpus. The most
probable observations for the second state are the words holding the second level of relevance in the
corpus, and so on. The number of states N is a modifiable parameter that depends on the training
corpus and how much flexibility we want to add to the model.

The relevance measure for words depends on the document representation. In this case, every
document is represented with a bag-of-words approach where elements in the vector describe the
word frequency, as it is shown in Fig. 3(a). After a pre-processing step such as described in Section
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3.3, words with a higher number of occurrences are more relevant because they are considered
the best representation of the document semantic. For training purposes, words are placed in
descending order according to their ranking to represent each document (see Fig. 3(b)). It should
be noted that in this example, as the HMM has only three states, the 4th rank of words is ignored
when the training process takes place.
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Figure 3: Example of the HMM training process for relevant documents. (a) Document vector matrix (b) Relevant
document vectors (tagged as R) with their words ordered by relevance (c) Output matrices for states.

Considering that each document is represented by a vector or a wordlist ranked in decreasing
order, and ignoring words with zero value, a Hidden Markov Model is used to represent a document
cluster as follows:

1. The union of words from the document cluster is taken as the set of observation symbols V .
For each word, there is a symbol vk.

7



2. As mentioned above, states represent ranking positions. Therefore, states are ordered from
the first rank to the last one. The state transitions are ordered sequentially in the same way,
forming a linear HMM [9] without self-state loops, in which the probability of state Si+1 after
state Si is 1. The transition probability matrix A is then defined as:

aij =

{
1 if j = i+ 1
0 in other case

3. The observation output probability distribution of each state is defined according to the
document content in the cluster. A word/observation vk has a higher output probability
at a given state si if the word appears frequently with the same ranking position that si
represents. In addition, all states, regardless of the rank they represent, also have a probability
of emitting words appearing in documents in the cluster that HMM was built for. The weight
(importance) of these two separate probabilities is controlled by a f parameter.
Given the document set Dc of the cluster, each element of the output probability matrix B
for an HMM that represents that cluster is defined as follows:

bi(vk) = f ·

∑
d∈Dc

Rd(vk, i)∑
d∈Dc

Ed(i)
+ (1− f) ·

∑
d∈Dc

Ad(vk)

|V |∑
j=0

(∑
d∈Dc

Ad(vj)

) (1)

(a) bi(vk) stands for the probability of the word/observation vk being emitted at state si
(b) f ∈ [0, 1]

(c) Rd(vk, i) =

{
1 if word vk appears at ith rank position in document d
0 in other case

(d) Ed(i) =

{
1 if there is any word with ith rank position in document d
0 in other case

This factor is necessary because documents have a different number of feature words. If
the number of states is too high, some documents may not have enough feature words
to complete all position ranks.

(e) Ad(vk) =

{
1 if word vk appears at least one time in document d
0 in other case

(f) |V | is the number of feature words.

4. The initial probability distribution π is defined by giving probability 1 to the state s0.

The number of states N and the generalization factor f are parameters that should be set
depending on the corpus. The first part of formula (1) represents the relevance of the ranking
order. The more weight this part has, the more restrictive the model is when classifying a new
document, as it takes into account the exact order of words in relevance from the document set.
Although it can increase the precision of the categorization process, this can lead to an overfitting
if the f -value is too high.

The second part maintains the same value for all states and provides the model with a better
generalization to classify documents. This is why the number of states and the f variable must be
adapted to the corpus.
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As an example, Fig. 3 shows the training process of an HMM with three states for a cluster
consisting in four documents (Fig. 3(a)). Firstly, documents are formatted into a list of distinct
words in descending order according to their ranking (Fig. 3(b)). The HMM is then created and a
probability distribution matrix is assigned to each state following formula (1) (Fig. 3(c)).

2.4. Data transformation

The previous training process is applied for each cluster generated in the clustering step, since
one HMM is created to represent each cluster. Once all the HMMs are trained, the DR-HMM
model is considered to be finally built, and can be used to transform every single dataset into the
final HMM-based similarity space.
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Figure 4: Example of feature transformation using a DR-HMM model. (a) Training corpus to build the DR-HMM.
(b) DR-HMM building process in which three final clusters are created. (c) Dataset to be transformed (d) Resultant
transformed dataset. It has one synthetical attribute per cluster.

Figure 4 shows an example of the DR-HMM model building. In this case, the training corpus
(Figure 4(a)) has two possible classes for the documents, Relevant or Non-relevant. The clustering
process produces a total of three clusters: two for the non-relevant class and one for the relevant
class. The clusters are taken as the training sets for each HMM created (Figure 4(b)). When a
new document set (with the same feature space representation) arrives (Figure 4(c)), the DR-HMM
consisting of the three HMMs is used to transform it into the new similarity space (Figure 4(d)).

The resultant dataset has a synthetical attribute a HMM[x,y] per trained HMM. In order to
transform a document d, the similarities between this document and each cluster (represented by
the HMMs) need to be computed:

• Initially, the document d must be formatted into an ordered wordlist Ld in the same way as
in the training process for the HMMs.
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• As words are considered observations in the HMMs, we calculate the probability (likelihood)
of the word sequence Ld being produced by each HMM; that is, P (Ld|λh) for each trained
HMM λh in the DR-HMM model.

The likelihood measures are calculated by applying the forward-backward algorithm as proposed
by Rabiner [9]. In this case, since there are no loops in the HMM model and the state transition is
fixed, the likelihood P (Ld|λh) for the HMM λh with n states is calculated as:

P (Ld|λh) =

min(|Ld)|−1,n−1)∏
i=1

bi(Ldi
) (2)

Finally, the calculated likehood measures are taken as the similarity values between the docu-
ment and the clusters. This can be seen in the elements of the vectors of Fig. 4(d).

3. Results and Discussion

The goal of the experiments is to test the performance of the proposed feature reduction tech-
nique in two document corpora, OHSUMED and TREC Genomics. The collections are described
in the following sections, and are used in a classification process with the SVM and k-NN classifiers.
In order to compare the effectiveness of the proposed feature reduction technique, the two corpora
are classified without using any feature reduction algorithm. The same classifying process is applied
with resultant collections from the DR-HMM system and the Information Gain feature selection
process, commonly used in text-oriented classifications.

3.1. TREC Genomics Corpus

One of the tasks in TREC Genomics 2005 Track [18] was to automatically classify a full-text
document collection with the train and test sets, each consisting of about 6,000 biomedical journal
articles.

Systems were required to classify full-text documents from a two-year span (2002-2003) of three
journals, with the documents from 2002 comprising the train data, and the documents from 2003
making up the test data.

The categorization task assessed how well systems can categorize documents in four separate
categories: A (Alelle), E (Expression), G (GO annotation), and T (Tumor). A different corpus is
created for each category, where documents can be classified as relevant or non-relevant. In this
paper, the collection of abstracts of the Allele corpus is used to test the performance of the proposed
system.

3.2. OHSUMED Corpus

The OHSUMED test collection, initially compiled by Hersh et al. [19], is a subset of the
MEDLINE database, which is a bibliographic database of important medical literature maintained
by the National Library of Medicine. OHSUMED contains 348,566 references consisting of fields
such as titles, abstracts, and MeSH descriptors from 279 medical journals published between 1987
and 1991.

The collection includes 50,216 medical abstracts with an average of 150 words from the year
1991, which were selected as the initial document set. Each document in the set has one or more
associated categories (from the 23 disease categories). In order to adapt them to a scheme similar
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to the TREC corpus, which consists of distinguishing relevant documents from non-relevant ones,
we select one of these categories as relevant and consider the others as non-relevant. If a document
has been assigned two or more categories and one of them is considered relevant, then the document
itself will also be considered relevant and will be excluded from the set of non-relevant documents.

Five categories are chosen as relevant: Neoplasms(C04), Digestive (C06), Cardio (C14), Im-
munology (C20) and Pathology (C23), since they are by far the most frequent categories of the
OHSUMED corpus. The other 18 categories are considered as the common bag of non-relevant
documents. For each one of the five relevant categories, a different corpus is created in the way
mentioned above, ending up with five distinct matrices.

3.3. Experiments description

Figure 5 shows the entire classification process with the application of a feature selection method.
This workflow is used in our experiments to test the performance of the proposed system.

Initially, the document corpora need to be pre-processed. Following the bag-of-words approach,
we format every document into a vector of feature words in which elements describe the word
occurrence frequencies. All the different words that appear in the training corpus are candidates
for feature words. In order to reduce the initial feature size, standard text pre-processing techniques
are used. A predefined list of stopwords (common English words) is removed from the text, and
a stemmer based on the Lovins stemmer [20] is applied. Then, words occurring in fewer than ten
documents of the entire training corpus are also removed.

Once the initial feature set is determined, a dataset matrix is created where rows correspond
to documents and columns to feature words. The value of an element in a matrix is determined
by the number of occurrences of that feature word (column) in the document (row). This value is
adjusted using the tf-idf statistic in order to measure the word relevance. The application of tf-idf
decreases the weight of terms that occur very frequently in the collection, and increases the weight
of terms that occur rarely [3].

In the final step of the pre-processing phase, the initial dataset matrix is divided into two different
matrices: the train matrix (50% of the documents) and the test matrix (50% of the documents).
This division is performed randomly while maintaining the class proportion in the original corpus.

Once the pre-processing phase is finished, the feature reduction process is applied to further
decrease the dimensionality of the corpus. Most feature reduction techniques, such as the proposed
DR-HMM, are built around a training corpus. The train matrix is used as the base corpus in the
following algorithms:

• The feature selection method based in Information Gain that is implemented in WEKA [21]
is used as the base feature reduction algorithm, since it was previously employed in similar
text classification tasks [4, 22]. This algorithm uses a threshold to determine the size of the
reduced feature set. In this case, the threshold is set to the minimum value, so that every
feature word with a non-zero value of information gain is included in the resultant feature set.

• A DR-HMM system is built with the resultant corpus from the application of the Information
Gain method. The feature reduction phase can be applied repeatedly so that different feature
reduction techniques can be applied together. In this case, building the DR-HMM model with
the feature word space resultant from the Information Gain algorithm leads to better results
in accuracy and execution time. The clustering algorithm applied is the previously mentioned
X-means technique, where the number of clusters does not need to be specified. Finally, the
parameters of the HMMs that represent the generated clusters are:
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Figure 5: Classification process with the usage of a feature selection method

– The number of states N is set to the average number of feature words with a non-zero
frequency value in the cluster documents.

– The f -factor is set to f = 0.20, since it provided the best results in the experiments (see
Figure 6). For more information on the parametrization of the HMM, refer to [10].

The reduced train and test matrices obtained from the application of both methods are used
in the next classification phase. In this case, the following classification algorithms are trained to
perform the document classification task:

• k-NN: The number of neighbours is set to k = 3 since it leads to the best performance of the
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OHSUMED corpus, the values achieved in each dataset (one for each category) are averaged and plotted in a single
value.

algorithm in the tested corpus. In addition, the Euclidean distance is used to measure the
distances between documents in the classifier.

• Support Vector Machine (SVM): The implementation of the SVM used in this case is LIBSVM
[23] and the parameters are those utilized by default in the WEKA environment [24], applying
a RBF kernel.

In order to evaluate the effectiveness of the DR-HMM system and compare it with the InfoGain
based algorithm, the complete process consisting of the three phases of Fig. 5 is executed for each
method. Specifically, for statistical comparison purposes, and since the corpus is randomly split in
the first phase, the entire process is executed ten times per corpus, classifier and feature reduction
method.

3.4. Experimental results

To evaluate the effectiveness of the models, F -measure and Kappa Statistic, evaluation measures
commonly utilized in text classification and information retrieval, are used. F -measure is the
weighted harmonic mean of recall and precision, and Kappa is a single metric that takes the output
confusion matrix of an evaluation and reduces it into one value [25]. Kappa Statistic measures
the agreement of prediction with the true class and it compares the accuracy of the system to the
accuracy of a random system. Possible values of kappa range between 0 (random classification /
no agreement) and 1 (perfect classification / complete agreement). Specifically, Kappa statistic is
calculated as follows:

Kappa = 1− (1−observed accuracy)
(1−expected accuracy)

Table 1 shows the results achieved. The values correspond to the average value achieved in
that measure for the total of 10 executions with each method. In addition, the F -measure value
is associated with the relevant class of the documents. This measure is selected since the relevant
class is the minority class in every corpus, as shown in Table 2. Using this measure helps verify the
differences between the models since this value is more sensitive to changes than its non-relevant
counterpart.
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Evidently, the new similarity representation offered by the DR-HMM leads to a large improve-
ment of the classification performance with the k-NN algorithm. In the case of SVM, the values
achieved with InfoGain and DR-HMM are much closer, and the DR-HMM system outperforms the
InfoGain model in four of the six tested corpora. On the other hand, the application of InfoGain
leads to better results in two of the six corpora with the SVM classifier.

In addition, the average final number of features for each technique can be seen in Table 2. The
DR-HMM system clearly produces a smaller number of output features due to the application of
the clustering method. This greatly helps classifiers like k-NN in which the classification process
depends on the quality and quantity of the features to measure the distances between documents.
It is important to note that the number of raw features can quickly increase as the number of
documents and their content grows. Larger datasets can become non-tractable for classifiers like
SVM, however, both InfoGain and DR-HMM can be combined to reduce their dimensionality.
Based on the results, the usage of both techniques can alliviate the need for information extraction
in some cases.

k-NN SVM

Corpus Measure Raw Data InfoGain DR-HMM Raw Data InfoGain DR-HMM

TREC F -measure 0.000 0.111 0.541 0.108 0.148 0.434
Allele Kappa 0.000 0.102 0.516 0.102 0.141 0.415

Ohsumed F -measure 0.426 0.479 0.789 0.755 0.788 0.807
C04 Kappa 0.215 0.378 0.715 0.690 0.726 0.745

Ohsumed F -measure 0.096 0.475 0.624 0.650 0.761 0.776
C06 Kappa 0.068 0.437 0.551 0.617 0.729 0.745

Ohsumed F -measure 0.243 0.422 0.800 0.785 0.824 0.817
C14 Kappa 0.143 0.340 0.735 0.730 0.771 0.763

Ohsumed F -measure 0.115 0.422 0.620 0.561 0.579 0.696
C20 Kappa 0.092 0.380 0.548 0.523 0.539 0.656

Ohsumed F -measure 0.470 0.424 0.554 0.493 0.580 0.557
C23 Kappa 0.058 0.200 0.274 0.346 0.393 0.348

Table 1: The best values among classifiers for a specific measure and corpus are shown in bold

Number of documents Number of features

Corpus Relevant Non-Relevant Raw Data InfoGain DR-HMM

TREC Allele 591 10204 9590 592 12

Ohsumed C04 2630 7755 6597 1134 11

Ohsumed C06 1220 8430 6608 496 97

Ohsumed C14 2550 8030 6751 1206 26

Ohsumed C20 1220 8239 6487 575 49

Ohsumed C23 3952 6778 6302 597 71

Table 2: Description of the datasets. The number of documents corresponds with the total number of relevant and
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non-relevant documents in each entire corpus before creating the train and test splits. The number of features column
shows the resultant number of features for each corpus after applying the dimensionality reduction methods.

3.5. Statistical test

In order to demonstrate that the observed results are not just a chance effect in the estimation
process, we must use a statistical test that gives confidence bounds to predict the true performance
from a given test set.

A Student’s t-test is performed on the collection of Kappa measures achieved by InfoGain and
DR-HMM methods in both k-NN and SVM classifiers in order to prove their differences. The results
previously noted show that DR-HMM has generally a higher mean of Kappa values than InfoGain.

Table 3 shows the results for the executed t-tests. One test is performed for the collection results
achieved in each corpus. The difference for a given confidence level is checked to determine if it
exceeds the confidence limit. In that case, the null-hypothesis (the difference is due to chance) is
rejected, proving that the model with a higher mean value is statistically better than the other one.

According to these results, DR-HMM clearly outperforms the InfoGain model in all the cases
using a k-NN classifier. On the other hand, using a SVM classifier, the DR-HMM system is proven
to be statistically better than InfoGain in four of the six tested corpus. In the two other cases, the
application of the DR-HMM method does not improve the performance of the SVM classifier.

k-NN with DR-HMM k-NN with InfoGain

Corpus Av. Kappa Sd Kappa Avg Kappa Sd Kappa t-value

TREC Allele 0.516 0,026 0.102 0,026 32.462 •
Ohsumed C04 0.715 0,016 0.378 0,025 33.687 •
Ohsumed C06 0.551 0,044 0.437 0,033 5.913 •
Ohsumed C14 0.735 0,011 0.340 0,022 67.092 •
Ohsumed C20 0.548 0,037 0.380 0,017 12.513 •
Ohsumed C23 0.274 0,022 0.200 0,015 8.300 •

SVM with DR-HMM SVM with InfoGain

Corpus Avg Kappa Sd Kappa Avg Kappa Sd Kappa t-value

TREC Allele 0.415 0,028 0.141 0,031 29.890 •
Ohsumed C04 0.745 0,011 0.726 0,009 4.699 •
Ohsumed C06 0.745 0,013 0.729 0,013 2.352 •
Ohsumed C14 0.763 0,010 0.771 0,008 -2.980 ◦
Ohsumed C20 0.656 0,012 0.539 0,017 19.622 •
Ohsumed C23 0.348 0,014 0.393 0,008 -9.571 ◦

p-value (confidence level): 0.05

t-value confidence limits (two-tailed, 10 degrees of freedom): +/- 2.2282

null-hypothesis : There is no difference between models

• : InfoGain method is significantly worse than the DR-HMM method

◦ : InfoGain method is significantly better than the DR-HMM method
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Table 3: Results for corrected paired t-test between DR-HMM and InfoGain methods with both of the two used
classifiers (k-NN and SVM). Null-hypothesis is rejected if t-value exceeds the confidence limits.

3.6. Execution time

The execution times for the experiments were also saved. This includes the time needed to build
each feature reduction model, its application, and finally, the document classification.

Table 4 shows the results achieved using the most beneficial classifier from the application of the
DR-HMM model: the k-NN algorithm. Even though the time spent building the DR-HMM system
is greater than that needed for the InfoGain method, the classification time is highly decreased.
This fact implies that multiple executions of a classification process (which is a common situation
in machine learning domains) have a better performance in time using the DR-HMM method, as
shown in Figure 7. The “raw” column refers to the execution of the classification process without
using any feature reduction technique. As it can be seen, the classification step with all the initial
features consumes much more time and becomes worse after multiple executions (see Figure 7).

The time needed to build the DR-HMM model is higher due to the clustering process. Larger
datasets can lead to computational problems, however, a simpler clustering algorithm like
K-means with a fixed number of clusters can be used to accelerate the building process.

CPU Time Raw InfoGain DR-HMM

Build Model - 50.920 s 101.644 s

Filter Test Corpus - 0.152 s 14.174 s

Classify Test Corpus (k-NN) 70,804 s 30.310 s 2.467 s

Table 4: Results for user CPU time in seconds, representing the average execution time for building each model with
the train corpus, filtering the test instances and classifying them with a k-NN classifier. The Allele corpus is taken
as the base corpus.

4. Conclusions

This paper presents a novel technique for reducing the input space in order to improve the
efficiency of the text classifiers. The technique utilizes a document clustering to separate data into
groups, and introduces a similarity-based document representation based on a Text Hidden Markov
Model. The approach is convenient for large datasets.

The proposed technique has a general purpose within the field of text classification. Experiments
are performed using a biomedical corpus in order to test the applicability of the model to this
scope. The experimental results show that the document classification accuracy obtained after
the dimensionality reduction using the proposed technique is, in general, better than the original
accuracy if a statistical filtering method such as InfoGain is applied.

Although the time spent building the system is greater, when comparing the performance of
this proposal and other approximations, the classification time is highly decreased with multiple
executions.
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