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A B S T R A C T   

Probing source mechanisms of natural and induced earthquakes is a powerful tool to unveil associated rupture 
kinematics. The source processes of failure and slip instability driven by stress loading are affected by fault 
geometry, but the source ruptures of injection-induced seismicity in relation to fault structures and local stress 
states remain poorly understood. We have conducted a series of fault reactivation and slip experiments on 
sandstone samples containing faults with different surface roughness (smooth saw-cut fault and fractured rough 
fault). We impose progressive fluid injection to induce fault slip, and simultaneously monitor the associated 
acoustic emission (AE) activity. Using high-resolution AE recordings, we perform full moment tensor inversion of 
all located AE sources, and investigate the changes of AE source characteristics associated with induced fault slip 
and their relation to fault roughness. For the complex and rough fault, we observe significant non-double-couple 
components of AE sources and a high degree of focal mechanism heterogeneity. The temporal changes of AE 
mechanisms associated with injection-induced fault slip on the smooth fault reveal increasing proportions of 
double-couple components and decreasing variability of AE focal mechanisms when approaching the onset of slip 
events. The observed inconsistency between the nodal planes of AE sources and the macroscopic fault plane 
orientation is attributed to the development of secondary fracture networks surrounding the principal slip sur
face. We analyze changes in the magnitude-frequency characteristics and source mechanisms of AEs with fault- 
normal distance, showing that for the smooth (mature) fault, Gutenberg–Richter b-value of on-fault seismicity is 
lower and focal mechanisms are less heterogeneous, compared to off-fault seismicity. Our results emphasize the 
important role of roughness-related changes in local fault geometry and associated stress heterogeneity for 
source mechanisms and rupture kinematics of injection-induced seismicity.   

1. Introduction 

Fluid-induced earthquakes associated with anthropogenic activity 
have been documented in geothermal reservoir production, wastewater 
disposal and CO2 sequestration (Ellsworth, 2013; Schultz et al., 2020). 
Fault reactivation and associated earthquakes can be attributed to 
increased fluid pressure acting on the fault plane, poroelastic stress 
changes and/or shear stress transfer through aseismic slip (Ellsworth, 
2013; Guglielmi et al., 2015; Schultz et al., 2020). Natural faults and 
fractures typically display non- planar geometry, and fault surfaces 
exposed in outcrops reveal predominantly self-affine roughness char
acteristics over a wide range of length scales (Brodsky et al., 2016; 
Candela et al., 2012; Power et al., 1987; Power and Tullis, 1991; Renard 

et al., 2013). Fault geometry and roughness have been shown to cause 
stress and strength heterogeneity in space (Brown and Scholz, 1985; 
Chester and Chester, 2000; Dieterich and Smith, 2009; Fang and Dun
ham, 2013; Zielke et al., 2017), also to control distribution of earth
quake hypocenters and magnitudes, stress drops, and source parameters 
(Allam et al., 2019; Cattania and Segall, 2021; Tal and Hager, 2018; 
Zielke et al., 2017). 

Analysis of source mechanisms of tectonic and induced earthquakes 
allows constraining the amount of volumetric and shear strain in the 
seismic source. Also, stress tensor inversion allows estimating orienta
tion and stress conditions surrounding reactivated faults. The inverted 
full moment tensor (FMT) may be decomposed into isotropic (ISO), 
compensated linear vector dipole (CLVD), and double-couple (DC) 
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components (Knopoff and Randall, 1970; Vavryčuk, 2001). The ISO 
component quantifies volumetric change in the seismic source. Tensile 
opening is represented by positive ISO values, whereas negative ISO 
values indicate crack closure/collapse. The remaining two components 
of the moment tensor characterize deviatoric (non-volumetric) defor
mation. The DC represents pure shear motion along two possible nodal 
planes characterized by strike, dip, and rake (Julian et al., 1998; Miller 
et al., 1998). The ambiguity in selecting a nodal plane can be resolved 
using rupture directivity (e.g., Holmgren et al., 2023) or by considering 
the nodal plane most likely to fail in a defined stress field (e.g., Moeck 
et al., 2009; Vavryčuk, 2014). The CLVD represents motion away (if 
positive) or toward (if negative) the earthquake source with no net 
volumetric change, with complex interpretation (Frohlich, 1994; Julian 
et al., 1998). Significant non-DC components of fluid-induced seismic 
events have been reported from hydraulic fracturing in gas-bearing 
sediments and geothermal reservoirs (Cuenot et al., 2006; 
Martínez-Garzón et al., 2017; Šílený et al., 2009; Zhang et al., 2016). 
These are typically interpreted as a signature of fracture open
ing/closure associated with fluid injection/extraction operations. In 
contrast, some induced earthquakes accompanying injections into 
granitic geothermal reservoirs occurred as a consequence of pure shear 
failure along pre-existing fractures favorably oriented with respect to 
the local stress field (Fehler, 1989; Horálek et al., 2010). Source mech
anisms of fluid-induced seismicity from four representative sites globally 
revealed comparable contribution of non-DC components from induced 
and tectonic earthquakes (Wang et al., 2018). The authors concluded 
that complex fault architectures and fracture networks likely dominate 
source mechanisms. 

In addition to the field scale, FMT inversion has been applied to the 
analysis of grain-scale acoustic emission (AE) events associated with 
micro-fracturing and damage production during laboratory rock defor
mation experiments performed at well-defined boundary conditions 
(Blanke et al., 2020; Goebel et al., 2017; Graham et al., 2010; Kwiatek 
et al., 2014b; McLaskey and Lockner, 2014; Sellers et al., 2003; 
Thompson et al., 2009, 2005). AEs provide important insights into the 
development and coalescence of microfractures and damage, leading to 
dynamic failure. The analysis of AE source characteristics at the 
microscale may allow to better understand kinematics of natural 
earthquakes. For granite samples with smooth faults, large AEs had 
predominantly DC focal mechanisms while small AEs exhibited signifi
cant non-DC components (Kwiatek et al., 2014b; McLaskey and Lock
ner, 2014; Thompson et al., 2005). Stick-slip events on naturally 
fractured laboratory faults indicated substantial shear-enhanced 
compaction within a relatively broad damage zone during the 
inter-slip and post-slip periods of stick-slip events (Kwiatek et al., 
2014b). In contrast to smooth faults, focal mechanisms of AEs on rough 
faults are more heterogeneous (Goebel et al., 2017; Thompson et al., 
2009), due to stress field heterogeneity within the fault zones. It has 
been suggested that naturally fractured faults in laboratory specimens 
may correspond to complex fault systems on the field scale (Thompson 
et al., 2009). Premonitory AEs preceding dynamic instability also 
revealed a complex preparation and nucleation process (Dresen et al., 
2020; Guérin-Marthe et al., 2023; McLaskey and Lockner, 2014; 
Thompson et al., 2005), controlled by heterogeneity of stress and fault 
surface conditions. Moreover, laboratory AEs shed light on the impor
tant role of seismic events with significant compaction components 
affecting aftershock triggering during rock fracture (Davidsen et al., 
2021). However, to our knowledge source mechanisms and rupture ki
nematics of fluid-induced earthquakes in laboratory experiments and 
their relation to fault geometry and stress states have not been reported 
yet. 

In this work, we present a detailed analysis of recorded AE activity 
associated with injection-induced slip on the laboratory faults. We 
performed a series of injection-induced fault slip experiments on quartz- 
rich sandstone samples containing faults with varying surface roughness 
(a polished saw-cut fault vs. naturally fractured rough faults). Based on 

AE-derived moment tensor solutions, we studied the effect of fault ge
ometry and stress heterogeneity on spatiotemporal characteristics of AE 
source mechanisms. The kinematics of microscale slip derived from AE 
sources such as nodal planes and local slip vectors were compared with 
the macroscopic fault slip behavior. We also constrained the statistical 
characteristics of on-fault and off-fault seismicity in relation to fault 
geometry and stress states. 

2. Experimental setup 

2.1. Starting materials 

As sample material we used Bentheim sandstone, a homogeneous 
and isotropic porous rock. It is composed of 97 % well-rounded quartz 
grains with diameter of 0.20–0.33 mm (Wang et al., 2020a, 2021). The 
sandstone has a high initial porosity (23.3 %) and a high permeability 
(10− 12 m2), resulting in a characteristic diffusion time on the order of 
milliseconds and thus rapid fluid pressure equilibrium across the whole 
sample during the fluid pressurization process (Wang et al., 2020b, 
2021). 

At a constant confining pressure of 35 MPa, we used a triaxial 
deformation apparatus to run fluid injection experiments on three cy
lindrical samples of Bentheim sandstone with geometry of 50 mm 
(diameter) × 100 mm (length). One sample contained a sawcut fault and 
two samples were cut by fractured rough faults. The three faults were all 
oriented at ϕ=30◦ to the cylinder axis (Fig. 1a). For the smooth sawcut 
fault, the scanned surface topography using a 3D optical profilometer 
(Keyence VR3200) gave a root-mean-square height of hrms ≈ 0.044 mm 
(Fig. 1b). To generate a naturally rough fault, we used a thin cutting disc 
to prepare an inclined circumferential notch (1.5 mm depth and 0.5 mm 
width) with an orientation of 30◦ to the cylinder axis. The prefabricated 
circumferential thin notch filled with low-friction Teflon sheets pro
vided a guide for fracture propagation and coalescence in a triaxial 
compression test where the axial stress was increased until failure using 
a constant displacement rate of 1 μm/s at room temperature and effec
tive confining pressure of 25 MPa, resulting in the formation of a 
naturally rough fracture (fault) surface. To test reproducibility of the 
experiments performed on fractured rough faults, we conducted two 
experiments on two individual fractured samples (hereafter named 
rough fault #1 and rough fault #2, respectively). For rough fault #1 and 
rough fault #2, the root-mean-square roughness was measured to be 
hrms ≈ 1.50 mm and 0.82 mm, respectively (Fig. 1c and Supplementary 
Fig. S1). 

2.2. Experimental procedures 

We performed triaxial deformation tests in an MTS loading frame 
(stiffness of ~650 kN/mm) equipped with a pore pressure system and 
AE recording system (see Supplementary Fig. S2 for details). At room 
temperature, the experiments were performed on saw-cut or fractured 
samples contained in a rubber jacket to prevent intrusion of the 
confining oil. The samples were first hydrostatically loaded up to 35 
MPa (i.e., σ3 was increased to 35 MPa) while the fluid pressure (p) was 
kept constant at 5 MPa. Then, the axial stress (σ1) was increased using a 
constant load point velocity of 1 μm/s to obtain the steady-state shear 
strength (τss) resolved on the fault interface. Subsequently, the axial 
stress was reduced slowly until the calculated shear stress along the fault 
interface equaled about 0.92τss for smooth fault and rough fault #1 and 
0.86τss for rough fault #2, respectively. This gave initial effective 
normal and shear stresses of 50.1 MPa and 34.0 MPa for the saw-cut 
fault, 53.0 MPa and 39.5 MPa for the rough fault #1, and 49.6 MPa 
and 33.5 MPa for the rough fault #2, respectively (see Figs. 2a, 3a and 
Supplementary Fig. S7a). The similar initial stress levels before fluid 
injection among the three experiments indicated that stored elastic en
ergy prior to induced slip was similar. Next, the position of the axial 
loading piston was kept constant, and we injected water from the bottom 
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end of the sample to induce slip at undrained conditions (Fig. 1a). We 
used a six-stage fluid injection protocol in which fluid pressure was 
increased stepwise from 5 MPa to 29 MPa with a pressurization rate of 2 
MPa/min. In each stage, a duration of 10 min was composed of a ramp 
phase lasting for 2 min (4 MPa fluid pressure increment) and a subse
quent plateau phase at constant p for 8 min. Throughout the experiment, 
mechanical and hydraulic data were synchronously recorded at a sam
pling rate of 10 Hz. 

2.3. Strain and stress measurements 

During the experiments, we measured the deformation and me
chanical properties (Young’s modulus and Poisson’s ratio) of the rock 
matrix using two pairs of orthogonal strain gages (two vertical gages 
SGV1 and SGV2 and two horizontal gages SGH1 and SGH2) glued 
directly at the center of two sample parts (Fig. 1a). 

We used an internal load cell to measure the axial stress (σ1). The 
sample-averaged (macroscopic) shear stress (τ) and the effective normal 
stress (σn′) resolved on the fault plane (compressive stress is positive), 
respectively, can be given by τ= (σ1‒σ3) sinϕ cosϕ and σn′= (σ3‒p) +
(σ1‒σ3) sin2ϕ . We corrected for contact area reduction between two 
blocks due to relative slip (Wang et al., 2020c). Fault slip (s) can be 
estimated by s = (ΔlLVDT ‒ Δlmachine ‒ Δlrock)/cosϕ where ΔlLVDT is the 
total axial displacement measured by an external linear-variable 
displacement transducer (LVDT), Δlmachine is the axial deformation of 
the loading machine and Δlrock is the axial deformation of the rock 
matrix calculated from the mean axial strain of two vertical strain gages 
(SGV1 and SGV2), respectively. The average slip velocity was then ob
tained as time derivative of slip displacement. 

2.4. Acoustic emission (AE) monitoring 

AE activity was recorded using 16 one-component piezoelectric 
transducers (PZTs) (resonant frequency 1 MHz) attached directly to the 
sample surfaces, enabling optimum azimuthal coverage of AE events 
(Fig. 1a). Event waveforms were recorded in a triggered mode at 10 MHz 
sampling frequency (see Supplementary Fig. S2 for details). P-wave 
onsets times and first P-wave amplitudes of AE waveforms were picked 
using a combined Akaike information criterion and convolutional neural 
network method (Dresen et al., 2020; Guérin-Marthe et al., 2023; Wang 
et al., 2020c). We also actively measured ultrasonic P-wave velocities 
along different travelling traces every 10 s (Fig. 1a), which provided a 
time-dependent quasi-anisotropic velocity model composed of five 
horizontal layers and one vertical layer. Combining with the updated 
velocity model, at least 8 available P-wave onset times of recorded high 
signal-to-noise ratio waveforms were inverted to locate AE hypocenters 
using a grid-search method and simplex optimization algorithm by 
minimizing the least absolute value of arrival time errors, resulting in 
location accuracy ±2 mm (Dresen et al., 2020; Guérin-Marthe et al., 
2023; Wang et al., 2020c). During the fluid injection experiments, AE 
recordings did not indicate saturation, and only a few large AEs may 
have clipped waveforms but not for the first P-wave amplitudes. 

3. Methods 

3.1. Gutenberg–Richter b-value 

The relative AE magnitude MAE may be estimated using (Zang et al., 
1998) 

Fig. 1. (a) Experimental setup of fluid injection tests on cylindrical samples (50 × 100 mm) inducing fault reactivation. The permeable quartz-rich sandstone samples 
contain inclined smooth or rough faults with orientation of 30◦ relative to the vertical axis loaded in triaxial compression (σ1> σ2= σ3, compression is positive). The 
inclined circumferential blue curve delineates the outer boundary of the laboratory fault. Red triangles and magenta circles denote positions of piezoelectric 
transducers (PZTs). Red triangles mark PZTs that periodically send ultrasonic transmission signals that are recorded by remaining sensors, used for periodic updates 
of the velocity model. Two vertical strain gages (SGV1 and SGV2) and two horizontal strain gages (SGH1 and SGH2) are attached at the center of two fault blocks for 
measuring deformation of the rock matrix. Fluid is injected from the bottom end of sample and the upper end of sample is isolated, resulting in undrained conditions. 
Real-time fluid pressures are simultaneously recorded using two pore pressure transducers at both ends of samples. (b-c) Surface elevation of the lower rock block for 
the smooth (saw-cut) and rough fault #1, respectively. (d) The surface profiles along fault up-dip direction (i.e., the major axis of fault ellipse) of the saw-cut and two 
rough faults (not to scale). The gray arrow gives the slip direction of the lower rock block relative to its counterpart. 
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MAE = log10

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n
∑n

i=1
(UiRi)

2

√

(1)  

where Ui and Ri are the first P-wave amplitude and source-receiver 
distance for the ith sensor, respectively. 

Provided that the frequency-magnitude distribution of a given group 
of AE events follows the Gutenberg–Richter power law relation, we may 
estimate the b-value using a maximum likelihood approach (Shi and 
Bolt, 1982): 

b = log10(e) / (M − Mc), (2)  

where Mc is the magnitude of completeness, and M is the mean magni
tude of AEs that are above Mc. During the period of fluid injection, the 
AE catalogues (time, location and AE magnitude) for the saw-cut fault, 
rough fault #1 and rough fault #2 contained 3983, 7627 and 6390 
events, respectively. For all AE catalogues in each experiment, we per
formed a correction for the AE magnitude histogram with a bin width of 
0.01 and used the goodness of fit at 90 % level to estimate Mc (e.g., 
Wiemer and Wyss, 2002, 1997), leading to Mc=1.82, 1.86 and 1.77 for 
the saw-cut fault, rough fault #1 and rough fault #2, respectively 
(Supplementary Figs. S3–S5). The standard error (δb) of b-value can be 
estimated using the formulation by Shi and Bolt (1982): 

δb = 2.3b2

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑N

i=1
(Mi − M)

2

N(N − 1)

√
√
√
√
√

(3)  

where Mi is the magnitude of ith AE event above Mc. 

3.2. Full moment tensor of AE sources and derived parameters 

Full moment tensor (FMT) inversion of laboratory AE events is sen
sitive to data quality, site effects and sensor characteristics, etc. Only AE 
events with n ≥ 12 best available signal-to-noise ratio P-wave ampli
tudes were considered for FMT inversion. We corrected the first P-wave 
amplitudes for coupling quality of AE sensors and incidence angle 
(Kwiatek et al., 2014a). Following a point-source approximation, we 
used the hybridMT software (Kwiatek et al., 2016) to invert the sym
metric second-rank (3 × 3) Mij with six independent moment tensor 
elements for an individual AE event based on the corrected first P-wave 
amplitudes recorded by each PZT. We then evaluated uncertainties of 
the estimated FMT solutions using two parameters. First, we adopted 
normalized root-mean-square deviation (NRMSD) between theoretical 
Ui

th and observed Ui
obs of P-wave amplitudes (Stierle et al., 2016), as 

given by NRMSD =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i=1(U
obs
i − Uth

i )
2
/
∑n

i=1(U
obs
i )

2
√

. Second, we also 

Fig. 2. (a) Temporal changes of injection-induced shear stress, fault slip rate, and AE rate recorded in the experiment on the smooth (saw-cut) fault starting from the 
moment of fluid injection into the fault. Prior to fluid injection, the initial effective normal and shear stresses acting on the smooth fault are 50.1 MPa and 34.0 MPa, 
respectively. (b-d) Temporal changes of AE-derived parameters including DC, ISO, and CLVD percentages, P-axis plunge, tensile angle and focal mechanism (FM) 
variability. To calculate temporal changes in (b-d), we use a moving window containing 50 AEs with a step of 5 AEs to calculate the mean values. 
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used the scaled maximum error of the moment tensor components 
(MAXC) as a quality constraint. That is defined as the square root of the 
maximum diagonal element Cii of the 6 × 6 covariance matrix of the six 
independent moment tensor elements normalized by the scalar seismic 
moment M0 (i.e., MAXC=max(

̅̅̅̅̅̅
Cii

√
)/M0). The inverted FMTs of most AE 

sources commonly had NRMSD < 0.8 and MAXC< 0.2 in our experi
ments (Supplementary Fig. S6). We assumed high-resolution FMTs 
satisfying both NRMSD < 0.5 and MAXC < 0.05, which were chosen for 
subsequent analysis. 

The accepted FMTs were decomposed into ISO, CLDV, and DC 
components following the standard FMT decomposition scheme (Vav
ryčuk, 2001). In addition to percentages of ISO, CLVD, and DC compo
nents (|%ISO| + |%CLVD|+%DC= 100%), we extracted orientations of 
the pressure (P), tension (T), and null (B) axes, as well as nodal planes 
parameters (strike, dip and rake) from the deviatoric part of a given 
FMT. In our experimental configuration, P-axis plunge of a given AE 
source equal to 90◦ corresponds to the maximum compressive stress (σ1) 
direction. T-axis plunge equal to 0◦ then aligns with the horizontal 
minimum compressive stress (σ3) direction. To evaluate the variability 
in AE focal mechanisms, we calculated the 3D minimum rotation angle β 
(0◦ ≤ β ≤120◦) between P and T axis directions of two focal mechanisms 
(Kagan, 2007). A low β suggests comparable focal mechanisms between 
two moment tensor solutions. For a specific subset of AE events, we also 

computed the mean 3D minimum rotation angles between all possible 
pairs of focal mechanisms included in the subset to assess their collective 
variability (e.g., Dresen et al., 2020; Goebel et al., 2017). 

Following the shear-tensile source model (Vavryčuk, 2001), we 
additionally estimated the tensile angle α (− 90◦ ≤ α ≤ 90◦), defined as 
the inclination angle between the slip vector and fault plane, using ISO 
and CLVD components (Vavryčuk, 2001, see equations 14, 15a therein). 
The value of α<0◦ corresponds to shear-enhanced compaction, 
α=0◦ represents pure shear (no volumetric change), and α>0◦ indicates 
shear-enhanced dilation. 

Inversion of earthquake focal mechanisms to determine fault stress 
states is a well-established technique (e.g., Angelier, 1984; Hardebeck 
and Michael, 2006; Martínez-Garzón et al., 2014; Michael, 1987, 1984; 
Vavryčuk, 2014). The stress inversion algorithms assume that fault slip 
vectors are parallel to the resolved shear traction on the fault planes 
(Bott, 1959) (i.e., the Wallace-Bott hypothesis). The stress inversion 
requires FMTs that are dominantly DC sources. Previous studies (Busetti 
et al., 2014; Jia et al., 2018) suggest that the tensile angle of a DC- 
dominated source typically satisfies |α|<30◦; otherwise, the effect of 
tensile or compression component may not be ignored. In this study, we 
used well-constrained DC-dominated AE sources with |α|<30◦ for sub
sequent stress tensor inversion and focal plane analysis. To identify the 
more likely fault plane from two nodal planes provided by a 

Fig. 3. (a) Temporal changes of injection-induced shear stress, fault slip rate, and AE rate recorded in the experiment on the rough fault #1 starting from the moment 
of fluid injection into the fault. Prior to fluid injection, the initial effective normal and shear stresses acting on the rough fault #1 are 53.0 MPa and 39.5 MPa, 
respectively. (b-d) Temporal changes of AE-derived parameters including DC, ISO, and CLVD percentages, P-axis plunge, tensile angle and focal mechanism (FM) 
variability. To calculate temporal changes in (b-d), we use a moving window containing 50 AEs with a step of 5 AEs to calculate the mean values. 
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DC-dominated AE source, we can evaluate the susceptibility to shear 
failure for both nodal planes using the Mohr–Coulomb failure criterion 
(Vavryčuk, 2014), as expressed by 

I =
τ̂ − μ(σ̂ − 1)
μ +

̅̅̅̅̅̅̅̅̅̅̅̅̅
1 + μ2

√ (4)  

where ̂τ and σ̂ are the normalized shear and normal stresses and μ is the 
friction coefficient (0.4 ≤ μ ≤ 1.0 was used). Fault instability I ranges 
from 0 to 1. Nodal planes with an orientation giving higher fault 
instability I correspond to likely slip planes (Martínez-Garzón et al., 
2016; Vavryčuk, 2014). Fault planes with the higher instability I were 
used for stress tensor inversion in this study. We retrieved the stress field 
orientation from DC-dominated sources using an iterative inversion 
method (Vavryčuk, 2014) that best constrained the fault planes resulting 
in an improved accuracy of the resulting stress tensor. 

4. Results 

We reported experimental results from three experiments on one 
smooth (saw-cut) and two rough faults. Prior to fluid injection, samples 
were loaded close to critical stress states with similar values of σn′ and τ 
among three experiments (Figs. 2a, 3a and Supplementary Fig. S7a). 
Subsequently, the six-stage fluid injection cycles resulted in fault slip 
and stress relaxation. Different fault slip patterns emerged, depending 
on fault surface roughness. In the following, we focus on injection- 
induced fault slip behavior and associated AE activity. The outcomes 
of rough fault #2 data analysis show that the obtained results are 
reproducible, which are presented in the Supplementary Materials. 

4.1. Statistical characteristics of AE source mechanisms 

The fluid injection cycles induced episodic slip events with different 
peak slip velocities observed on saw-cut and rough faults (Figs. 2a, 3a 
and Supplementary Fig. S7a). Average fault slip velocities correlated 
with AE rates for both smooth and rough fault. The spatial distribution of 
AE hypocenters varied visibly with fault surface roughness. For the 
smooth (saw-cut) fault, AE locations aligned tightly with the orientation 
of the pre-fabricated fault surface, forming a narrow band in a cross- 
section view with a half-width of 2 mm surrounding fault surface 
which was within the location accuracy (Fig. 4a and b). In contrast, for 
the rough faults we observed several localized clusters of AEs with 
broader fault-normal widths up to 10 mm, reflecting significant on- and 
off-fault damage (Fig. 4f, g and Supplementary Figs. S8a and b). 

Using the combined criteria of NRMSD < 0.5 and MAXC < 0.05, we 
finally obtained high-quality AE source mechanisms of 3412, 2144 and 
3398 events for the saw-cut fault, rough fault #1 and rough fault #2, 
respectively. The decomposed ISO, CLVD and DC components of FMT 
solutions are presented in Hudson plots (Hudson et al., 1989), 
color-coded by tensile angles (Figs. 4c, h and Supplementary Fig. S8c). 
Considering that FMTs with opposite signs of ISO and CLVD components 
are unphysical (Vavryčuk, 2001), we removed the FMTs with ISO>15% 
and CLVD <-15% or ISO <-15% and CLVD >15% (less than 7% of FMTs 
were removed) (Davidsen et al., 2021). In general, the source type of a 
shear-dominated AE event corresponds to a relatively high DC compo
nent (ISO and CLVD components are small). For both smooth and rough 
faults, most AE sources showed significant negative ISO and CLVD 
components representing compaction of pore space or crack closure 
(Figs. 4c, h and Supplementary Fig. S8c), also indicated by negative 
tensile angles. The mean tensile angles for all AE sources recorded in the 
smooth, rough fault #1 and rough fault #2 were about -17◦, -19◦ and 
-12◦, respectively (Supplementary Figs. S9c, S10c and S11c). A limited 
number of AEs (<14%) displayed source mechanisms with positive ISO 
and negative CLVD or vice versa. Compared to the smooth fault, 
grain-scale shear-enhanced dilation was more pronounced for rough 
faults. The mean DC percentage of all AE sources recorded in the smooth 

fault was ~52%, and reduced to ~41% and ~42% for the rough fault #1 
and rough fault #2, respectively (Supplementary Figs. S9a, S10a and 
S11a). This observation suggests that failure mechanisms with signifi
cant non-DC components are favored by rough and complex fault ge
ometry. Average non-DC components of AE sources accounted for up to 
40% even for the saw-cut fault in our experiments, indicating the 
dominance of grain-scale cracking and frictional sliding accommodating 
shear-enhanced compaction. In contrast, displacement-driven stick-slip 
experiments on fine-grained granite saw-cut faults reported relatively 
smaller non-DC components of AE source mechanisms (Kwiatek et al., 
2014b). This suggests that other factors (e.g., porosity, grain size and 
lithology) may also affect AE source mechanisms. 

P-axis orientation of AEs for the smooth fault showed a high-density 
region with plunge angles ranging from 60◦ to 75◦ (Fig. 4d), and T-axis 
orientations formed a compact region with most plunge angles between 
15◦ and 25◦. In contrast, the variability of P-axis orientations increased 
significantly for the rough faults (Fig. 4i and Supplementary Fig. S8d), 
revealing fault roughness and associated off-fault damage zones which 
resulted in high variability in AE focal mechanisms. The increase in AE 
focal mechanism heterogeneity due to fault roughness was also char
acterized by a higher mean 3D rotation angle between all considered 
focal mechanisms, with values of ~68◦ and ~70◦ for the rough fault#1 
and rough fault #2, respectively, in comparison to ~47◦ for the saw-cut 
fault (Supplementary Figs. S9d, S10d and S11d). 

Using ternary diagrams (Frohlich, 1992), we classified faulting ki
nematics of calculated AE sources as normal faulting, strike-slip, reverse 
faulting, and hybrid mechanisms (mixed combination from two of these 
faulting regimes). In accordance with the imposed normal faulting 
regime, grain-scale fault slip events obtained from AE sources were 
dominated by normal faulting (Figs. 4e, j and Supplementary Fig. S8e), 
with a fraction up to about 50%, 39% and 33% for smooth fault, rough 
fault #1 and rough fault #2, respectively. In addition, substantial con
tributions of mixed normal and strike-slip faulting were observed. 

4.2. Temporal evolution of AE sources associated with injection-induced 
fault slip 

In response to fluid injection, slip along the smooth fault initiated 
with a delay that progressively decreased with subsequent injection 
cycles (Fig. 2a and Supplementary Table S1). During each fluid injection 
stage, the smooth fault displayed episodic slow stick-slip events with a 
peak slip velocity up to about 3.8 μm/s, accompanied by rapid stress 
drops and AE bursts (Fig. 2a). In contrast, for rough faults at similar 
loading conditions and fluid pressurization rates, induced slip events 
showed lower average slip velocities (~1.0 μm/s), with peak AE rates 
being slightly lower (Fig. 3a, Supplementary Fig. S7a and Supplemen
tary Tables S2 and S3). 

We used moving averages of AE-derived parameters in a time win
dow containing 50 AE source mechanisms to capture their general 
temporal changes over the whole fault surface associated with injection- 
induced fault slip cycles. For the smooth fault, the percentage of ISO, P- 
axis plunge and tensile angle remained stationary during the time pe
riods between consecutive slip events (Fig. 2b and c). The observed 
negative values of ISO, CLVD and tensile angle implied dominant shear- 
enhanced compaction. Approaching slip events, we observed an in
crease in the average DC components. The increase of DC components 
toward the onset of each slip event was accompanied by an appreciable 
rise in P-plunge, as well as reduction in focal mechanism variability 
(Fig. 2b–d). This suggests that local stresses homogenize at the onset of 
macroscopic slip events resulting in localized micro-shear sliding with 
enhanced contribution from DC components. Beyond slip onsets, rapid 
but small fluctuations in AE-derived parameters during ongoing slip 
reflected complex microscale failure/frictional processes possibly 
related to an evolving fault surface. 

For rough faults, we also observed continuous shear-enhanced 
compaction, as expressed by negative DC and CLVD components and 
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Fig. 4. (a and b) Front and cross-section views of AE hypocenters induced by fluid injection into the smooth (saw-cut) fault. The dashed blue curve shows boundary 
of the fault plane. (c) Hudson equal-area diagram (Hudson et al., 1989) presenting the source mechanisms of all AEs. The source mechanisms are color-coded by 
tensile angle, and the symbol sizes scale with AE magnitudes. DC: double couple; CLVD: compensated linear vector dipole; LVD: linear vector dipole. (d) P-axis and 
T-axis density maps calculated from FMT solutions of all AE sources (lower-hemisphere projection). Red curve depicts the projection of macroscopic pre-cut fault 
with a dip angle of 60◦. (e) The ternary diagrams (Frohlich,1992) whose apices are the ‘pure’ mechanisms; NF: normal faulting; TF: thrust faulting; SS: strike-slip 
faulting. (f-j) Similar to (a-e) but for the rough fault #1. 
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negative tensile angles of AE source mechanisms (Fig. 3b, c and Sup
plementary Figs. S7b, c). However, there were no clear and consistent 
temporal changes of AE source characteristics. This included time- 
invariant DC percentages, as well as almost constant focal mechanism 
variability observable throughout entire fluid injection into the rough 
fault. This suggests that roughness and local stress heterogeneity prevail 
up to failure. 

4.3. Fault plane parameters of AE sources and stress inversion 

We assumed that a given FMT solution with the tensile angle satis
fying |α|≤30◦ was a DC-dominated AE source. Using this criterion, the 
number of well-constrained DC-dominant AE sources further reduced to 
2514, 1238, and 2071 events, for the smooth, rough fault #1 and rough 
fault #2, respectively. For the smooth fault, we assumed that the more 
likely fault plane out of the two nodal planes for each AE focal mecha
nism was expected to be closer to the macroscopic fault plane orienta
tion (i.e., selecting the nodal plane with the lower absolute value of dot 
product of the unit normal vectors between the AE nodal plane and 
macroscopic fault plane). For the rough faults, we selected the nodal 
plane with the higher instability coefficient I (see Eq. (4)) as the AE fault 
plane. The distributions of fault plane parameters (strike, dip and rake) 
are presented in Figs. 5a, 6a and Supplementary Fig. S12a for the smooth 
fault, rough fault #1 and rough fault #2, respectively. 

The strike, dip and rake of the macroscopic pre-cut smooth fault 
plane are 90◦, 60◦, and − 90◦, respectively. As expected, the deformation 
along the smooth surface resulted in abundant AE sources with domi
nant DC mechanisms aligning well with the macroscopic fault plane 
orientation (Fig. 5a and d). AE focal mechanisms predominantly dis
played the kinematics of normal and oblique normal faulting (Fig. 5a). 
Further, we statistically compared the orientation deviation between the 
microscopic AE fault plane and the macroscopic fault plane. The fault 
plane deflection ϑ, defined as the angle between an AE fault plane (more 
likely nodal plane) and the macroscopic fault plane using the dot 
product of their unit normal vectors nAE and nfault [i.e., ϑ =

arccos(|nAE⋅nfault|)], has a range from 0◦ to 90◦. Most AE fault planes 
aligned well with the macroscopic fault plane (i.e., 80 % of AE fault 
plane orientations showed deviation angles < 20◦, see Fig. 5b), and the 
fault plane deflection distribution had a peak value close to 10◦. 

For a given DC-dominated AE source, we calculated slip vector 
deflection θ between the AE unit slip vector uAE and the macroscopic 
unit slip vector ufault using their dot product, as defined by θ =

arccos(uAE⋅ufault). The range of θ is 0◦≤ θ ≤180◦, with θ=0◦ and θ=180◦

corresponding to parallel slip vectors and parallel but opposite slip 
vectors uAE and ufault, respectively. Slip vectors with deflection less than 
44◦ accounted for 80 % of AE events (Fig. 5c), and the maximum of slip 
vectors showed a deflection of about 18◦. Using the STRESSINVERSE 
code (Vavryčuk, 2014), the inverted stress orientation of σ2 aligned with 
the far-field σ2, but σ1 and σ3 directions were rotated by about 22◦

relative to applied far-field stress field (Fig. 5e). 
The rough fault generally has non-planar fault topography and the 

resulting local AE fault patch orientation varies in space. For simplicity, 
for the rough faults the macroscopic pre-cut fault plane orientation was 
assumed to be the best-fitting planar surface inclined at 30◦ to the 
sample axis. This macroscopic fault orientation was used to compare 
with the local AE fault plane orientations. For the rough faults, the 
distribution of resolved strike, slip and rake of AE fault planes varied 
(Fig. 6a and Supplementary Fig. S12a). We observed a much broader 
range of AE fault plane orientations, and a small amount of AE rakes 
suggested local slip opposite to the macroscopic slip direction. In 
contrast to the smooth fault, the statistical analysis of fault plane 
deflection revealed a roughly bell-shaped distribution centered around 
45◦− 55◦ (Fig. 6b and Supplementary Fig. S12b). The slip vector 
deflection angles frequently occurred in the range of 10◦− 80◦ (Fig. 6c 
and Supplementary Fig. S12c), much wider than observed for the 
smooth fault. Note that the inverted three principal stress orientations 

coincided with the applied far-field stress field (Fig. 6e). 

4.4. On-fault and off-fault seismicity 

The hierarchical structure of fault zones often reveals off-fault seis
micity occurring in the surrounding of the principal slip surface (e.g. 
Page et al., 2011; Ross et al., 2017). In this section, we investigated the 
magnitude-frequency characteristics and source mechanisms of on-fault 
and off-fault AEs and their relation to fault geometry. The term ‘on-fault 
AEs’ referred to AE events with their hypocenters very close to the 
principal fault surface considering location uncertainties (i.e., 
fault-normal distance within 2 mm in this study), whereas we used the 
term ‘off-fault AEs’ to describe the remaining AE events that occurred 
outside of the principal slip surface. To calculate fault-normal distance, 
we first transformed all AE coordinates to the fault coordinate system (a 
Cartesian coordinate system on the macroscopic fault plane) and then 
estimated its normal distance relative to the scanned fault surface 
(Supplementary Fig. S13). We counted the number of AEs as a function 
of fault-normal distance within a bin width of 1 mm, and then calculated 
b-value and source mechanism-related parameters in each bin. To obtain 
reliable and accurate estimates of b-values, only AE catalogues in the 
spatial bin containing at least 120 AEs above Mc were considered. 
Considering that the well-constrained source mechanisms of AEs were 
lower than the total number of the catalogues, the spatial bin containing 
well-constrained AE sources higher than 50 was used to calculate the 
statistical characteristics of source mechanism-related parameters. The 
results are shown in Fig. 7 and Supplementary Fig. S14. 

AE density showed a peak magnitude centered around the fault 
surface, and a rapid decay with distance toward the adjacent wall-rock 
(Fig. 7a, g and Supplementary Fig. S14a). The bell-shaped AE density 
distribution observed is in agreement with previous laboratory obser
vations (Goebel et al., 2014) and reported in earthquakes for natural 
faults (Perrin et al., 2021; Powers and Jordan, 2010). These observations 
manifest the development of an off-fault damage zone and its spatial 
distribution of fracture density relative to the fault surface. Compared to 
the saw-cut fault, the initial rough faults showed wider damage zones (a 
factor of about 2), as indicated by a broader width of AE density dis
tribution (Fig. 7a, g), in agreement with previous observations without 
fluid injection (Goebel et al., 2017). For the smooth fault, the b-value of 
AEs remained stable at a relatively low value of b = 1.7 ± 0.1 around the 
fault surface and increased off-fault (Fig. 7b). The average DC compo
nent of AE source mechanisms on smooth fault had a peak value (58 %) 
in the proximity to the slip surface, and it gradually reduced to 40 % 
with increasing fault-normal distance (Fig. 7c). The observed changes 
were accompanied by an increase in focal mechanism variability toward 
off-fault (Fig. 7d). Further, the statistical results of fault plane deflection 
and slip vector deflection for on-fault AEs showed a low degree of de
viation relative to the macroscopic fault plane, but their differences 
grew toward the wall-rock (Fig. 7e and f). Interestingly, the rough faults 
did not show a similar trend in the b-value and source mechanisms be
tween on-fault and off-fault AEs (Fig. 7g–l and Supplementary Fig. S14), 
as observed in the smooth fault. In our experiments, the b-value of AEs 
for rough faults was found to be slightly lower than that of the saw-cut 
fault. This may be related to the fact that more AEs with larger magni
tudes were localized around the high-stress regions for the rough faults 
(see Supplementary Figs. S3–S5 and Discussion section). Note that the 
overall AE catalogues do not have a frequency-magnitude distribution 
described by a single b-value above the magnitude of completeness (see 
Supplementary Figs. S3–S5 where one can see a much steeper decay for 
larger magnitudes). This might arise from the superposition of distri
butions with different b-values associated with different spatial regions 
since Supplementary Fig. S15 seems to be consistent with a single 
b-value for all considered AEs above Mc. 
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Fig. 5. (a) The polar histograms of nodal plane parameters (strike, dip and rake) of AEs for the smooth (saw-cut) fault. For reference, the strike, dip and rake of the 
macroscopic pre-cut fault plane are 90◦, 60◦, and − 90◦, respectively (dashed magenta lines). (b) Histogram of AE fault plane deflection distribution (left y-axis) and 
resulting cumulative probability (right y-axis). Fault plane deflection is defined as the angle between an AE fault plane and the macroscopic fault plane, which ranges 
from 0◦ to 90◦ (see main text for details). (c) Histogram of AE slip vector deflection distribution (left y-axis) and resulting cumulative probability (right y-axis). Slip 
vector deflection is calculated using dot product of unit slip vector of a given AE plane and the unit slip vector of macroscopic fault plane (see main text for details). 
(d) An example of spatial distribution of fault planes and slip vectors of some AE sources with hypocenters locating very close to the macroscopic fault plane. The 
inclined blue ellipse represents the external boundary of macroscopic pre-cut fault plane. Green rectangles represent fault plane orientations of AE sources with sizes 
proportional to AE magnitudes and magenta arrows indicate corresponding slip vectors. (e) Bootstrap derived density plot of principal stress orientations inverted 
from AE focal mechanisms dominated by double-couple events. The most likely orientations of principal stresses σ1, σ2, and σ3 are marked with circle, addition and 
cross symbols, with corresponding azimuth/plunge of 356.8◦/68.4◦, 87.7◦/0.3◦, and 177.9◦/21.6◦, respectively. 
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Fig. 6. (a) The polar histograms of nodal plane parameters (strike, dip and rake) of AEs for the rough fault #1. (b) Histogram of AE fault plane deflection distribution 
(left y-axis) and resulting cumulative probability (right y-axis). Fault plane deflection is defined as the angle between an AE fault plane and the macroscopic fault 
plane, which ranges from 0◦ to 90◦ (see main text for details). (c) Histogram of AE slip vector deflection distribution (left y-axis) and resulting cumulative probability 
(right y-axis). Slip vector deflection is calculated using dot product of unit slip vector of a given AE plane and the unit slip vector of macroscopic fault plane (see main 
text for details). (d) An example of spatial distribution of fault planes and slip vectors of some AE sources with hypocenters locating very close to the macroscopic 
fault plane. The inclined blue ellipse represents the external boundary of macroscopic pre-cut fault plane. Green rectangles represent fault plane orientations of AE 
sources with sizes proportional to AE magnitudes and magenta arrows indicate corresponding slip vectors. (e) Bootstrap derived density plot of principal stress 
orientations inverted from AE focal mechanisms dominated by double-couple events. The most likely orientations of principal stresses σ1, σ2, and σ3 are marked with 
circle, addition and cross symbols, with corresponding azimuth/plunge of 10.9◦/89.2◦, 275.0◦/0.1◦, and 185.0◦/0.8◦, respectively. 
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Fig. 7. (a–f) Distributions of AE event density, b-value, DC percentage, focal mechanism (FM) variability, fault plane deflection, and slip vector deflection as a 
function of normal distance from AE hypocenters to the smooth (saw-cut) fault interface, respectively. Positive fault-normal distance indicates AEs that are located 
within the hanging wall (upper rock block), and vice versa. We count the number of AEs as a function of normal distance from the scanned fault surface within a bin 
width of 1 mm, and then calculate b-value and source mechanism-related parameters in each bin. Uncertainties (standard deviations) of these parameters are 
indicated by the shaded areas. (g–l) Similar to (a–f), but for the rough fault #1. 
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5. Discussion 

Natural faults exhibit complex geometries (Brodsky et al., 2016; 
Candela et al., 2012; Power et al., 1987; Power and Tullis, 1991; Renard 
et al., 2013), with their amplitude-to-wavelength ratios (roughness) 
typically ranging from 10− 4 to 10− 2. Our saw-cut and fractured rough 
faults represent the two end-member cases, in which the fractured rough 
fault is more analogous to a new and less mature natural fault while the 
saw-cut fault may correspond to a mature, localized fault. The presence 
of fault roughness causes stress, strength and slip heterogeneity across 
the fault surface (Allam et al., 2019; Brodsky et al., 2016; Brown and 
Scholz, 1985; Chester and Chester, 2000; Dieterich and Smith, 2009) 
and further influences spatial distribution, magnitude, and source 
mechanisms of earthquakes (Cattania and Segall, 2021; Tal and Hager, 
2018; Zielke et al., 2017). 

We used an analytical model (Chester and Chester, 2000) to model 
the effect of fault geometry on the occurrence of local failure events and 
their spatial distribution. Assuming the homogeneous and linear-elastic 
half-space plane strain conditions and no opening at the interface, 
analytical solutions of the elastic stress distribution around a wavy 
frictional discontinuity in the upper half-space may be given by (Chester 
and Chester, 2000) 

where σxx0, σzz0, and σxz0 represent the background stress states (tensile 
stress is positive) with the coordinate directions x and z being parallel 
and perpendicular to the mean orientation of the surface, respectively; 
the wavy surface profile is described by Asin(lx) in which A is the 
amplitude and l is the wavenumber (l = 2π/L with L being the wave
length); parameters of μ and k are determined by μ= -σxz0/ σzz0 and k=
σxx0/σzz0, respectively; U represents the relative shear displacement 
(right-lateral); E and ν are Young’s modulus and Poisson’s ratio, 
respectively. In the present study, we simplified the measured saw-cut 
and rough fault profiles along slip direction as continuous sinusoidal 
(wavy) functions with different amplitudes and wavelengths in two di
mensions (2D). We selected a representative fault profile along the fault 
slip direction (the major axis of the elliptical fault) to perform a static 
stress analysis at a given frictional shear displacement. For the saw-cut 
fault, one layer of cemented quartz grains in contact on the bare sur
face resulted in an undulated surface with small wavelengths (Fig. 8a). 
In contrast, the fractured rough fault profile displayed roughness with a 
large amplitude and wavelength that scaled with sample dimensions 
equivalent to the entire fault length (Fig. 9a). Prior to fluid injection, the 
far-field principal stresses applied in our tests were measured to be 
σ1≈113 MPa, σ3≈35 MPa and σ1≈128 MPa, σ3≈35 MPa (compression 
was positive here, contrary to the sign convention in Eq. 5) for saw-cut 
fault and rough fault #1, respectively, which could be converted to the 
local fault coordinate system (see Figs. 8a and 9a) with background 
stress tensor of σxx0, σzz0, and σxz0. We used the measured Young’s 
modulus E ≈ 26 GPa and Poisson’s ratio ν≈0.17 of the bulk material, as 
well as a given shear slip U ≈ 0.5 mm for saw-cut fault and rough fault 
#1 to calculate the spatial distribution of static 2D stress tensor com
ponents of σzz, σxx and σzx around the fitted wavy interface in the upper 
half-space. The obtained stress tensor components were then rotated to 

calculate the local principal stresses σ1 and σ3 (compression was positive 
here for better readability), and we depicted the spatial variations in 
differential stress (σ1-σ3) and related them to the recorded AE hypo
centers. Note that the presence of pore pressure has no effect on the 
differential stress distribution. 

The numerical results show that for the saw-cut fault, differential 
stresses are high and localized in a narrow band with a half-width of 1–2 
mm surrounding the fault surface (Fig. 8b). The analytical model here 
assumes static and pure elastic deformation in response to a given far- 
field stress state and frictional slip. Therefore, the gradual decrease of 
far-field stress σ1 with injection-induced slip, and plastic deformation 
producing wear and damage are not accounted for in the model. How
ever, the strong initial gradient in differential stress focusing on the 
principal slip surface agrees with localized grain comminution and 
asperity fracturing, causing abundant AE bursts along the saw-cut fault 
surface, as also observed in the post-mortem microstructures (Fig. 8c). 
Provided that b-value is inversely proportional to the differential stress 
level (Goebel et al., 2013; Scholz, 2015), the modelled high on-fault 
differential stresses are in good agreement with the observed low 
b-value for on-fault AEs (Fig. 7b). 

In contrast, for the rough fault long-wavelength asperities result in 
persistent and large-scale stress heterogeneity and off-fault damage 

(Fig. 9). Spatially localized AE bursts correspond to regions of high 
differential stress. The high degree of stress heterogeneity around the 
rough surface may be responsible for the observed high variations in b- 
value with respect to fault-normal distance. Local stresses varying on the 
grain-scale also cause spatial variation of AE source kinematics. This is 
reflected in widely varying crack orientation, as confirmed by micro
structure observations (Fig. 9c). This may explain why on- and off-fault 
AEs show similar source characteristics in rough faults (Fig. 7g–l). Our 
results highlight that injection-induced slips on juvenile and rough faults 
produce a high degree of focal mechanism heterogeneity. Such an 
observation has been reported from natural earthquakes (Bailey et al., 
2010) and laboratory earthquakes driven by displacement-controlled 
loading (Dresen et al., 2020; Goebel et al., 2017). We attribute the 
increased focal mechanism variability for rough faults to a high degree 
of stress heterogeneity caused by complex fault geometry, and associ
ated damage zones. 

Whether fluid-induced seismicity and tectonic earthquakes share 
physical similarities remains debated. Previous studies have indicated 
that low-magnitude microseismic events (Mw<0) associated with hy
draulic fracturing might exhibit high b-values (often ~2) and non- 
double-couple source components (Atkinson et al., 2020; Schultz 
et al., 2020), which commonly has been explained as a result of acti
vation of fracture networks in response to pore pressure changes. In 
contrast, injection-triggered sequences that include larger events 
(Mw≥3) typically have b-values of ~1 and dominant double-couple focal 
mechanisms (Atkinson et al., 2020; Schultz et al., 2020), similar to those 
observed for tectonic earthquakes. These large earthquakes are thought 
to occur due to reactivation of preexisting critically stressed faults 
outside the injection-perturbed zone and due to substantial release of 
tectonic stress. In our experiments, the boundary of simulated faults is 

σxx = σxx0 + Ale− lz
{

UEl
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limited and fluid pressure is expected to perturb the whole fault cutting 
the rock sample. Thus, our recorded AE sources associated with fluid 
injection in the present study are more likely to mimic the microseis
micity induced by fluid injection inside a field-scale reservoir. We 
documented appreciable non-DC components of AE source mechanisms 
for both smooth and rough faults during fluid injection, consistent with 
some fluid-induced microearthquakes reported from wellbore injection 
operations (Cuenot et al., 2006; Martínez-Garzón et al., 2017; Šílený 
et al., 2009). Fluid-induced seismicity from The Geysers geothermal 
reservoir in California revealed significant non-double-couple compo
nents (Martínez-Garzón et al., 2017), and their source mechanisms were 
magnitude dependent, with large-magnitude seismicity displaying more 
volumetric compaction (negative ISO). Likewise, a similar phenomenon 
was also observed in our experiments, particularly for rough faults 
(Supplementary Figs. S9e, S10e and S11e). 

For the smooth fault, we found that the stress tensor inversion 
resulted in principal stresses σ1 and σ3 that were deviating by about 20◦

from the direction of far-field applied stresses (Fig. 5e). This is 
conceivable because most AEs are clustered around the principal slip 
zone. Thus, the stress orientations estimated from AE focal mechanisms 
reflect the local stress state surrounding the smooth on-fault region 
rather than the far-field stress state. The inverted principal stresses σ1 
and σ3 oriented at about 50◦ and 40◦, respectively, with respect to the 
fault plane suggest that the maximum shear stress directions within or 
close to the fault zone have been rotated toward the principal slip sur
face. Compared to the remotely applied stresses to host rocks, the 
rotation of regional stress within fractured fault zones has been attrib
uted to the occurrence of shear faulting (or plastic flow) within fault 
zones causing local stress perturbations (Dresen, 1991; Hafner, 1951; 
Pollard and Segall, 1987) and/or to contrasting elastic properties 

Fig. 8. (a) The measured profile (black curve) of saw-cut fault along fault up-dip direction (the major axis of the elliptical fault) and fitted profile (red curve) using a 
periodic sinusoidal function. The small-wavelength undulation arises from the contacts between adjacent quartz grains cemented on the fault surface. The far-field 
principal stresses σ1 ≈ 113 MPa and σ3 ≈35 MPa were applied to the interface prior to fluid injection with ϕ=30◦ between σ1 and the fault surface (see Fig. 1a). The 
gray arrow shows slip direction of the lower rock block relative to its counterpart along fault up-dip. The local fault coordinate system (x, y, z) with x parallel to fault 
dip, y perpendicular to fault dip (out-of-plane), and z perpendicular to fault dip (in-plane) is also given for reference. (b) The spatial variation in local differential 
stress (σ1-σ3) and the distribution of experimentally recorded AEs (as indicated by open gray circles with sizes proportional to AE magnitudes) within the lower rock 
block during fluid injection. Because we map the distribution of (σ1-σ3) around the wavy interface profile along the major axis of the fault ellipse, here we only 
present the recorded AEs with hypocenters very close to it (|y| < 5 mm, see local fault coordinate system). (c) Fault-parallel cross-sectional microstructures of the 
smooth (saw-cut) fault using an optical microscopy, where red rectangle area is zoomed at the bottom panel. To prepare thin sections, the deformed rock sample was 
first impregnated with blue epoxy, and then carefully cut and polished parallel to slip direction and perpendicular to the fault plane. The white arrows indicate shear 
direction of the missing block. Grain fragmentation, shear-induced particle rotation and intense secondary fractures (Riedel R1 shear fractures, indicated by dashed 
yellow lines) with a low angle with respect to principal slip surface are clearly observed. 
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between ‘strong’ host rocks and ‘weak’ fault zones (Casey, 1980; 
Faulkner et al., 2006; Rice, 1992). For the rough fault, however, AEs 
with high-variability focal mechanisms are spatially distributed inside 
and outside of the fault zone, and thus the inverted stress field based on 
all AE sources tends to collectively reflect the applied far-field stress 
conditions (Fig. 6e). Our observations suggest that even for relatively 
simple fault structures, stress tensor-inversion methods require caution 
in upscaling to far-field stress states. 

Our study revealed that temporal changes of AE source mechanisms 
and micromechanics of deformation associated with fault slip during 

fluid injection were controlled by fault stress states. For the smooth 
fault, progressively increasing deformation approaching the onset of a 
large slip event was accompanied by an increasing DC percentage, and 
decreasing focal mechanism variability (Fig. 2). This indicates a gradual 
transition from distributed deformation to strain localization toward a 
principal slip surface. A gradual dominance of microscale shear failure 
approaching macroscopic faulting was also reported in brittle fracture 
tests of intact rock samples and stick-slip experiments on dry laboratory 
faults using AE monitoring (Dresen et al., 2020; Lockner et al., 1991) 
and in-situ dynamic X-ray imaging (Renard et al., 2019). However, no 

Fig. 9. (a) The measured profile (black curve) of the rough fault #1 along fault up-dip direction (the major axis of the elliptical fault) and fitted profile (red curve) 
using a periodic sinusoidal function. The far-field principal stresses σ1≈128 MPa and σ3≈35 MPa were applied to the interface prior to fluid injection with ϕ=30◦

between σ1 and the fault surface (see Fig. 1a). The gray arrow shows slip direction of the lower rock block relative to its counterpart along fault up-dip. The local fault 
coordinate system (x, y, z) with x parallel to fault dip, y perpendicular to fault dip (out-of-plane), and z perpendicular to fault dip (in-plane) is also given for reference. 
(b) The spatial variation in local differential stress (σ1-σ3) and the distribution of experimentally recorded AEs (as indicated by open gray circles with sizes pro
portional to AE magnitudes) within the lower rock block during fluid injection. Because we map the distribution of (σ1-σ3) around the wavy interface profile along the 
major axis of the fault ellipse, here we only present the recorded AEs with hypocenters very close to it (|y| < 5 mm, see local fault coordinate system). (c) Fault- 
parallel cross-sectional microstructures of the rough fault #1 using an optical microscopy, where red rectangle area is zoomed at the bottom panel. To prepare 
thin sections, the deformed rock sample was first impregnated with blue epoxy, and then carefully cut and polished parallel to slip direction and perpendicular to the 
fault plane. The white arrows indicate shear direction of the missing block. Shear slip results in a thick off-fault damage zone surrounding the principal slip surface. 
Grain comminution and grain cracking with varying orientations reflect a high degree of local stress heterogeneity. 
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significant and consistent changes in AE focal mechanisms approaching 
large slips were found in rough faults. This is attributed to interactions 
between the dense fracture (damage) networks enhanced by a highly 
heterogeneous stress field, resulting in the distributed deformation 
outside of the fault surface (Fig. 9c). Also, field observations and nu
merical results both suggest that fracture interactions and highly tran
sient local stress states may cause slip vectors to have variable 
orientations on a single fault surface (Cashman and Ellis, 1994; Pollard 
et al., 1993). 

Fault plane orientations of DC-dominated AE sources characterize 
micro-failure planes on which local slip occurs. We found that for the 
smooth fault, the nodal plane orientations of AE sources did not exactly 
align with the pre-cut macroscopic fault plane, but rather had a domi
nant deviation angle at about 5◦− 20◦ (Fig. 5a and b). A number of 
geological surveys and laboratory experiments have documented the 
evolution of fault zone microstructures from distributed shearing to 
localized shearing along fault-parallel shear planes with increasing 
shear displacement (Logan, 2007; Logan et al., 1992). In our experi
ments, the two rock blocks with bare surfaces that came into contact 
only experienced a small amount of shear displacement (about 0.5 mm 
during fluid injection), and thus the resulting shear strain was low 
(assuming shear zone thickness ≈0.5–2 mm, see Figs. 8c, 9c). In the 
saw-cut fault, fault-parallel cross-sectional microstructure observations 
clearly show fine-grained gouge formation and development of an array 
of secondary fractures (i.e., Riedel R1 shear structures) (Riedel, 1929) 
with small deviation angles of about 10◦− 20◦ (Fig. 8c), in agreement 
with previous studies on shear deformation within other gouge materials 
(Logan et al., 1992). For the rough fault, however, we observe a fault 
zone structure with a mixture of fine fault gouge and less-crushed grains 
with varying fracture orientations (Fig. 9c), presumably responsible for 
a high variation in local AE failure plane orientations and slip vectors 
(Fig. 6a–c). 

Geological and geophysical measurements have indicated that frac
ture density within the damage zone decreases non-linearly (exponential 
or power-law decay) away from the fault core, coincident with the 
distribution of seismicity density with fault-normal distance (Faulkner 
et al., 2006; Perrin et al., 2021; Powers and Jordan, 2010). This is also 
confirmed by our decimeter-scale laboratory faults reactivated by fluid 
injection, independent of initial surface roughness. In contrast to natural 
fault topography or roughness that was commonly inferred from map
ping the traces of surface ruptures (e.g., Okubo and Aki, 1987; Wes
nousky, 1988) or from exhumed fault outcrops (e.g., Candela et al., 
2012; Power et al., 1987; Power and Tullis, 1991; Renard et al., 2013), in 
our experiment we scanned fault surfaces in high spatial resolution and 
directly measured fault-normal distance between well-resolved AE hy
pocenters and the fault surface, allowing to distinguish and discuss 
properties of on-fault and off-fault seismicity. Our results show that for 
the relatively smooth fault, b-value of on-fault seismicity is lower than 
that of observed off-fault. At the same time, focal mechanisms of on-fault 
seismicity are less heterogeneous compared to off-fault seismicity. As 
fault roughness decreases with age and cumulative slip (Brodsky et al., 
2011; Faulkner et al., 2011; Wesnousky, 1988), fault structural 
complexity is reflected by b-value and source mechanism changes along 
fault normal distance. AE clusters with low b-value and comparable 
source kinematics localized around the mature faults imply a local 
uniform high-stress field and relatively homogeneous material proper
ties around the fault zone. A decreasing b-value trend toward a mature 
deformed fault zone has been also reported for natural earthquakes near 
southern California (Page et al., 2011; Ross et al., 2017). 

6. Conclusions 

We investigated the effect of fault roughness on source mechanisms 
of injection-induced seismicity using three fluid injection experiments 
associated with high-resolution AE monitoring. The laboratory faults 
with notably different surface roughness (smooth saw-cut versus 

fractured rough faults, respectively) were reactivated by progressive 
fluid overpressure, leading to episodic and slow fault slip. These episodic 
slips were associated with significant AE activity indicating local dam
age and stress evolution. We analyzed these processes using source 
characteristics of AEs including full moment tensor and stress tensor 
inversion, with main conclusions summarized below.  

(1) The resolved AE full moment tensors highlight the significant 
non-DC contributions, especially for rough faults, but injection- 
induced slips on rough faults produce a high degree of focal 
mechanism heterogeneity. 

(2) For the smooth fault, the inverted stress field from focal mecha
nisms of localized AEs close to the fault zone deviates from the 
far-field applied stress field, likely due to the occurrence of shear 
faulting within fault zones and/or to contrasting elastic proper
ties between ‘strong’ host rocks and ‘weak’ fault zones.  

(3) The observed inconsistency between nodal planes of AE sources 
and macroscopic fault plane orientation is attributed to the 
development of secondary fracture networks as found in the mi
crostructures surrounding the fault surface.  

(4) For the smooth fault, we observed progressively increasing DC 
components of AE sources and decreasing focal mechanism 
variability when approaching the onset of induced slip events, 
indicating a gradual transition from distributed deformation to 
shear localization toward the principal slip surface. However, this 
trend was not clearly seen on rough faults due to complex fault 
zone structures.  

(5) For relatively smooth and mature faults, the b-value of on-fault 
AEs is lower and their focal mechanisms are less heteroge
neous, compared to off-fault AEs. 
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Cuenot, N., Charléty, J., Dorbath, L., Haessler, H., 2006. Faulting mechanisms and stress 
regime at the European HDR site of Soultz-sous-Forêts, France. Geothermics 35, 
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