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Abstract—Recursive feature elimination (RFE) is a feature selection algorithm that works by gradually 
eliminating unimportant features. RFE has become a popular method for feature selection in various machine 
learning applications, such as classification and prediction. However, there is no systematic literature review 
(SLR) that discusses recursive feature elimination algorithms. This article conducts a SLR on RFE algorithms. 
The goal is to provide an overview of the current state of the RFE algorithm. This SLR uses IEEE Xplore, 
ScienceDirect, Springer, and Scopus (publish and publish) databases from 2018 to 2023. This SLR received 76 
relevant papers with 49% standard RFEs, 43% strategy RFEs, and 8% modified RFEs. Research using RFE 
continues to increase every year, from 2018 to 2023. The feature selection method used simultaneously or for 
comparison is based on a filter approach, namely Pearson correlation, and an embedded approach, namely 
random forest. The most widely used machine learning algorithms are support vector machines and random 
forests, with 19.5% and 16.7%, respectively. Strategy RFE and modified RFE can be referred to as hybrid RFEs. 
Based on relevant papers, it is found that the RFE strategy is broadly divided into two categories: using RFE 
after other feature selection methods and using RFE simultaneously with other methods. Modification of the 
RFE is done by modifying the flow of the RFE. The modification process is divided into two categories: before 
the process of calculating the smallest weight criteria and after calculating the smallest weight criteria. 
Calculating the smallest weight criteria in this RFE modification is still a challenge at this time to obtain 
optimal results. 
 
Keywords: hybrid, modified, strategy, recursive feature elimination, systematic literature review . 
 
Intisari—Recursive feature elimination (RFE) adalah algoritma seleksi fitur yang bekerja dengan 
menyingkirkan fitur yang tidak penting secara bertahap. RFE telah menjadi metode yang populer untuk seleksi 
fitur dalam berbagai aplikasi machine learning, seperti klasifikasi, dan prediksi. Tetapi belum ada systematic 
literature review yang membahas tentang algoritma recursive feature elimination. Artikel ini melakukan 
systematic literature review (SLR) pada algoritme recursive feature elimination. Tujuannya adalah untuk 
memberikan gambaran umum tentang kondisi terkini algoritme RFE. SLR ini menggunakan database IEEE 
Xplore, ScienceDirect, Springer, dan Scopus (publish and perish) dari tahun 2018 hingga 2023.  SLR ini 
mendapatkan 76 paper relevan dengan 49% RFE standar, 43% RFE strategi, dan 8% modifikasi RFE. 
Penelitian menggunakan RFE selalu meningkat setiap tahunnya dari 2018 hingga 2023. Metode seleksi fitur 
yang digunakan bersamaan atau pembanding berdasarkan pendeketan filter yaitu pearson correlation, serta 
berdasarkan pendekatan embedded yaitu random forest. Machine learning yang paling banyak digunakan 
yaitu support vector machine dan random forest dengan masing-masing 19,5% dan 16,7%. RFE strategi, dan 
RFE modifikasi dapat disebut sebagai Hybrid RFE. Berdasarkan paper relvan didapatkan bahwa strategi RFE 
secara garis besar dibedakan menjadi 2 yaitu penggunaan RFE setelah proses metode seleksi fitur lainnya, dan 
penggunaan RFE secara bersamaan dengan metode lainnya. Modifkasi RFE dilakukan dengan memodifikasi 
alur dari RFE. Proses modifikasi terbagi menjadi 2 yaitu sebelum proses perhitungan kriteria bobot terkecil, 
dan sesudah perhitungan kriteria bobot terkecil. Perhitungan kriteria bobot terkecil pada modifikasi RFE ini 
masih menjadi tantangan saat ini untuk mendapatkan hasil yang optimal. 
 
Kata Kunci: hybrid, modifikasi, strategi, recursive feature elimination, systematic literature review. 
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INTRODUCTION 
 

Feature selection (FS) is a technique used to 
identify the optimal set of features that effectively 
captures the essence of the data set. It involves 
selecting the feature that contributes most to the 
estimated variable in a specific domain as user-
interested [1]. Data development has undergone a 
significant improvement in recent years, mainly due 
to the development of data collection 
methodologies in various disciplines. As a result, 
this surge in data volumes requires wider utilization 
of computing resources and increased time 
requirements for implementing machine learning 
systems. In different sectors, the data collected 
often indicates a high level of dimension, so the role 
of machine learning may just be to select an optimal 
set of features and remove excess features 
manually.  

The machine learning model applied showed 
limited learning capabilities due to the presence of 
inappropriate features in the data set, resulting in 
low recognition levels and a severe decline in 
performance. The removal of excessive and 
outdated features by FS resulted in reduced 
dimensions and improved vector quality of the 
attributes produced [2]–[4]. Feature selection (FS) 
has been used for many applications, such as breast 
cancer and diabetes classification [5], speech 
recognition [6], gene prediction [7], gait analysis [8], 
text mining [9], and others. 

Feature selection (FS) is characterized by 
two fundamental objectives: reducing required 
features and maximizing classification performance 
to overcome the challenges posed by the dimension 
curse. There are three main types of FS strategies, 
namely, filter, wrapper, and embedded techniques, 
which involve the integration of filters and 
wrappers [10], [11]. The use of a filter approach 
does not depend on a specific machine learning 
algorithm. The exploitation of low-performance 
computing capabilities is usually suitable for data 
sets with fewer features. Filtering techniques in 
machine learning usually ignore the relationship 
between classification and characteristics, resulting 
in failure to detect samples accurately during the 
learning process. 

Many studies have used wrappers as a way to 
address this problem. The use of wrapper strategies 
often involves the modification of the training 
process and the use of classification as an evaluation 
mechanism [12]. Therefore, the wrapper's strategy 
for feature selection often affects the training 
algorithm and provides more accurate results than 
the filter. Wrapper concentrates its efforts on 
training the machine learning algorithm by utilizing 
only a small subset of features that are crucial to 
assessing the effectiveness of the training model. 

The wrapper algorithm takes into account the 
selection accuracy specified at each previous phase 
to choose whether to add or remove features from 
the selected feature set. As a result, wrapper 
methods tend to show higher computational 
complexity and cost compared to most filtering 
techniques.  

One of the wrapper algorithms is recursive 
feature elimination (RFE). RFE has done a lot in 
various fields, either by doing a combination with 
other features or making modifications of the RFE. 

This article presents a systematic literature 
review (SLR) that focuses on the Recursive Feature 
Elimination (RFE) algorithm. The aim of this study 
is to present a comprehensive review of the RFE 
algorithm, which includes leading academic 
journals that publish large amounts of RFE-related 
research. In addition, this review will explore the 
use of RFE in data mining techniques as well as its 
integration with machine learning or deep learning. 
Furthermore, various variations of feature selection 
techniques used in conjunction with RFE will be 
examined, along with modifications and integration 
strategies used to improve feature selection. 

 
MATERIALS AND METHODS 

 
This review is carried out in accordance with 

the methodology of systematic literature review 
(SLR) [13], which covers the planning, 
implementation, and reporting stages. The review 
methodology covers six main stages, namely: 
formulation of research questions, development of 
search strategies, study selection, data extraction, 
evaluation of study quality, and data synthesis.  
 
A. Research Questions  

The purpose of this systematic literature review 
(SLR) is to provide a brief and comprehensive 
overview of empirical evidence related to the 
recursive feature elimination feature selection 
algorithm. To achieve this goal, a series of five 
research questions (RQ) is formulated as follows: 

1. RQ 1: How many articles have used the 
recursive feature elimination method, which 
has emerged in the last few years? 

2. RQ 2: Were the data mining techniques 
chosen by the researchers in using feature 
selection, in particular recursive feature 
elimination? 

3. RQ 3: What type of feature selection 
technique is applied in conjunction with 
recursive feature elimination? 

4. RQ 4: What machine or deep learning method 
is used after recursive feature elimination? 

5. RQ 5: How does architecture evolve or modify 
Recursive feature elimination? 
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B. Search Strategy 
A search strategy has several components, 

including search terms, literature resources, and the 
search process. Each of these components will be 
described separately in the following section. 
 
Search Terms 

The search string was formulated using the 
PICOC criteria (population, intervention, 
comparison, outcomes, and context) proposed by 
Kitchenham [13]–[15]. The entire search phrase 
resulting is feature selection AND (recursive feature 
elimination OR RFE) AND (predict OR classification 
OR forecast) AND (important OR relevant OR 
redundant).  
 
Literature Resources 

This investigation has used well-known 
resources to conduct a comprehensive search for 
related works to provide input to this review. This 
database includes IEEE Explore, ScienceDirect, 
Springer Link, and Scopus (publish and perish). 
Table 1 is the link and name of the online database. 

 
Table 1. Name and Link Database Resource 

Name Link the database source 
IEEE 
Explore 

https://ieeexplore.ieee.org  

ScienceDir
ect 

https://www.sciencedirect.com 

Springer 
Link 

https://link.springer.com  

Scopus 
(publish 
and perish) 

https://harzing.com/resources/pu
blish-or-perish  

 
Search Process 

The process of conducting a systematic literature 
review (SLR) requires a thorough and in-depth 
exploration of all relevant resources. Previously 
formulated search keywords are used to search for 
scientific articles in four electronic databases. Search 
phrases are modified to fit different databases 
because the search engines inside each database use 
different search string syntax. 
 
C. Study Selection 

The research paper for the Systematic Literature 
Review (SLR) is taken from various sources using 
the search phrases specified in Section B. The study 
limits the scope of the search to the period between 
2018 and 2023. A total of 1014 items were 
identified.  

In the process of conducting a systematic 
literature review, researchers use inclusion and 
exclusion criteria to filter the selection of research 
papers taken through a database search. These 

criteria are intended to identify the most relevant 
studies or studies to be included in the review. 

The criteria for inclusion in this SLR are as 
follows: If there are several publications related to 
the same research, only more comprehensive and 
up-to-date articles will be included. Scientific articles 
or reviews that have been published in renowned 
scientific journals. The article provides an analysis of 
feature selection techniques, with a special focus on 
recursive feature elimination. This SLR focuses on 
articles published over the period from 2018 to 
2023. The article was published in a reputable 
journal with a scope in engineering or computer 
science. The article has been published in the 
journal, categorized as quarterly Q1 or Q2. 

The exclusion criteria used in this systematic 
literature review are as follows:  duplicate articles, 
the article does not use English, full article not 
available, and sources of academic literature such as 
conference papers, books, and book chapters. 

Out of a total of 1014 primary articles, the study 
selection method produced 483 articles that were 
considered relevant and included in the analysis 
based on titles and abstracts. Relevant to computer 
or engineering topics are a total of 214 articles, and 
based on his publication in a reputable journal that 
is between Quarters 1 and 2, there are 186 articles. 
Furthermore, we proceeded to obtain the studies 
above for a comprehensive examination of the 
overall content, which ultimately culminated in 76 
selected relevant articles.  
 
D. Data Extraction 

With data extraction, we use the selected 
research to gather data that contributes to 
answering the research questions discussed in this 
review. Guide of data extraction, namely resource 
library, published year, article title, journal name, 
quartile, problem, dataset, data mining techniques, 
feature selection approach, machine learning-
related, evaluation performance, and design 
architecture research.  
 
E. Quality Assessment 

The basic purpose of performing quality 
assessment (QA) on the selected study is to give 
weight to the quantitative data obtained [16]. This 
QA technique is considered very important. A series 
of quality evaluation questions were developed to 
evaluate the rigor, credibility, and relevance of 
related research. To ensure the reliability of the 
findings of this survey, we only conduct in-depth 
discussions on relevant studies of acceptable quality. 
 
F. Data Synthesis 

The primary purpose of data synthesis is to 
combine evidence collected from research selected 
to answer research questions. Although one piece of 

https://ieeexplore.ieee.org/
https://www.sciencedirect.com/
https://link.springer.com/
https://harzing.com/resources/publish-or-perish
https://harzing.com/resources/publish-or-perish
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evidence may have limited proof strength, the 
cumulative effect of some pieces of evidence can 
significantly enhance the persuasiveness of an 
argument [16], [17]. Various methodologies are 
used to combine data collected in relation to 
research questions (RQ). The narrative synthesis 
approach is used to analyze data related to research 
issues. This means that the data is structured 
consistently in relation to those questions.  

 
G. Threats to Validity 

The purpose of this systematic literature review 
is to ensure the evolution of RFE modifications or 
integration of the RFE with other feature selection 
techniques. This review could not identify bias 
indications in the study selection process. The 
search does not involve a manual inspection of the 
title and abstracts of the entire paper loaded in the 
journal. This SLR does not use conference articles, 
chapter books, or books to reduce excessive effort. 
So in this SLR, there may be some papers that are not 
well filtered. 
 

RESULTS AND DISCUSSION 
 
We have identified 76 papers that are most 

relevant to the recursive feature elimination (RFE) 
method, whether modified, strategy of use, or 
described the method in full. Out of 76 selected 
papers, the number of articles dealing with the 
modification of RFE is 6; RFE use strategy is 33; and 
RFE standard is 37. The list of these papers can be 
seen in Table 2. 
 

Table 2. Selected Paper Discourse 
No Discourse Paper 
1 Modified [18]–[23] 
2 Strategy [24]–[56] 
3 Standard [57]–[93] 

 
RQ 1: A number of papers using the recursive 
feature elimination method, which have been 
published in 2018–2023, have been published in 
the journal. 

 
Search results using four databases and 

keywords that have been specified obtained 1041 

papers in the journal. Of the 1041 papers, the papers 
corresponding to the title and abstract about 
recursive feature elimination did not duplicate 483 
papers. The spread of this result can be seen in 
Figure 1. Figure 1 shows Scopus (Publish and 
Perish) 165 paper, IEEE Explore 14 paper, 
ScienceDirect 290 paper, and Springer 14 paper. 
This suggests that there are still many researchers 
interested in doing research with or about recursive 
feature elimination. 

 
 Based on the year of his search, Figure 2 

shows the trend of publications related to recursive 
feature elimination increasing every year. Searches 
for journals from 2018 to 2022 were carried out 
from January to December, while searches for 
journals from 2023 were carried out from January 
to September. This suggests that research with or 
about recursive feature elimination is still 
developing, and there is still a lot to learn about this 
method. 

 
Such publication trends are published in 

various reputable international journals. Figure 3 
shows the spread of publications in the journal. It 
shows that recursive feature elimination is applied 
in various fields of study, including computer 
science, health, remote sensing, and agriculture. 
Meanwhile, data about selected articles can be seen 
in Table 2. 
 
RQ 2: Data mining techniques selected by the 
researchers include recursive feature 
elimination. 

Based on the paper selected in Table 2, data 
mining techniques using recursive feature 
elimination feature selection include two, namely 
classification and prediction. Figure 4 shows a 

 
Figure 1. Number of RFE papers without 

duplicates 

 
Figure 2. Number of Publications 2018–2023 

 
Figure 3. RFE Publication Place Trends 
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higher percentage of classification than predicted. 
The paper that deals with RFE with classification 
techniques is 58 papers (76%), while the prediction 
is 18 papers (24%).  

 

 
Figure 4. Data Mining Techniques Use RFE 

 
RQ 3: Type of feature selection technique 
applied jointly, either hybrid or comparison 
with recursive feature elimination  

 
Figure 5. Selected Paper Feature Selection 

Approach 

 
Figure 5 shows the number of peppers 

selected against the selection category of features it 
uses. The number of wrapper categories is equal to 
the number of papers; this is due to the main 
keyword, or SLR, being recursive feature 
elimination, which is part of the wrappers. The 
number of filter categories took second place 
because the filter method was able to perform 
hybrid processes with RFE either before RFE 
processes like paper [51], or when the RFE 
modeling process was like paper [23]. The number 
embedded took the last position because this 
category is usually used only as a comparison by the 
RFE method, as in the paper [50]. 

The filter approach involves direct 
estimation of feature scores using certain criteria 
[94]. However, this method does not take into 
account the impact of the selected feature subset on 
the performance of the next algorithm. This strategy 
demonstrates computing efficiency [95]. However, 

due to the absence of instructions from the learning 
algorithm, the selected subset may not be ideal. On 
the selected paper, a feature selection method with 
a filter approach is obtained from 20 methods. The 
20 methods are listed below: ReliefF, ANOVA, 
pairwise correlations, Spearman correlates, 
variance thresholds, chi-square, T-set, conditional 
mutual information maximization (CMIM), fast 
correlations, and Pearson correlation Fisher's 
scores, generic univariate select, Hoeffding 
correlated, impedance correlated, Mann-Whitney U 
test, Shapiro-Wilk, information gain (IG), and Kappa 
index.  

The wrapper approach involves treating the 
predictor as a black box, in which the feature 
selection process relies on a specific learning 
algorithm to assess the candidate subset [42]. 
However, this wrapper approach is prone to 
overfitting because the algorithm tends to study 
training data overly, which impedes its ability to 
generalize. The selected articles show that there are 
21 feature selection methods with the wrapper 
approach used in the selected papers. These 
methods all use the basis of recursive feature 
elimination (RFE). This is because of these SLRs and 
keywords about RFE used to find selected papers.  

The RF-RFE and SVM-RFE methods are the 
two most widely used methods on selected paper. 
The SVM-RFE method became the most widely used 
as it was the most first method proposed. This 
method is also relatively simple and easy to apply. 
The RF-RFE method became the second most 
widely used method because it had a higher success 
rate than the SVM-RFE method in some cases, such 
as in papers [70], [81], [96]. 

 The RFE method still has a great opportunity 
to do research, especially with the modification of 
its anchoring method. This is because there are still 
ways of anchoring that can be done, such as a hybrid 
of the existing RFE ranking method or with other 
feature selection methods.  

The embedded method is a type of feature 
selection technique that combines the 
characteristics of filter and wrapper techniques 
[62]. This approach combines feature selection as 
an integrated component of the training process. 
This allows the integration of algorithm modeling 
and feature selection simultaneously. Therefore, it 
can be said that embedded methods show superior 
computational efficiency and are less susceptible to 
overfitting when compared with wrapper 
approaches. Embedded and wrapper methods are 
two types of subset evaluation approaches that 
capture dependencies and interactions between 
features. The above-mentioned capabilities make 
this method more profitable than the filter method.  

The embedded approach is used as a 
comparison of the RFE method in the selected 
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papers of 8 feature selection methods. The most 
common comparison method of the embedded 
approach is random forest. (RF). RF is used as a 
standard RFE comparator, strategy, or modification. 
This is due to the important features of RF reliability 
and efficiency [96]. Thus, the RF method can be used 
as a comparison of the RFE method to provide 
information about the advantages of the method. 

 
RQ 4: Machine or deep learning method used 
after recursive feature elimination. 

One important step in ML/DL usage is feature 
selection. Feature selection is the most relevant 
feature selection process for use in machine 
learning or deep learning models. Based on the 
analysis of selected papers, there are 20 ML/DL 
methods used in selected articles. 

The top 10 methods used in the selected 
paper are machine learning methods. It shows that 
the process of classification and prediction using 
machine learning methods is greatly assisted by the 
existence of feature selection processes. The feature 
selection process can improve the accuracy of the 
classification or prediction, as only the relevant 
features are used in the process. The most 
commonly used machine learning methods are the 
support vector machine (SVM) and the random 
forest (RF). The SVM method is used on 19.5% of the 
selected paper, while RF is used in 16.7% of the 
selected paper. 

 
RQ 5: Modification and development strategy 
Architecture Recursive feature elimination 

In the discussion of the selected paper, the 
selection of RFE features is used in a variety of 
fields, namely business, computer science, health, 
environment, engineering, and biology. The field of 
health is the most frequently used RFE, which is 40 
paper, or 51% of the total paper.  

The selection of standard RFE features is 
broadly based on the input of datasets, training with 
classification and prediction methods, counting the 
criteria of all features, and deleting features with the 
smallest ranking [97]. The RFE standard has been 
applied to six similar fields. Standard RFE 
performed comparisons to other wrapper 
approaches [66], [80]; filter approaches [58], [64], 
[82]; and embedded approaches [57], [64].  In the 
selection of standard RFE features, the most widely 
used machine learning method is random forest, 
which is 20%. Other machine learning techniques 
that are also commonly used are support vector 
machines (16%), decision trees (11%), and K-
nearest neighbor (9%). 

RFE feature selection with strategy is the use 
of the RFE method combined with other feature 
selection methods, or what is called a hybrid 
method. The RFE feature selection process is 

carried out after the other feature selection 
processes are complete or is carried out 
simultaneously with other feature selection 
methods (ensemble feature selection).  

RFE modification is a direct modification of 
the RFE method in its stages. Modifications 
architectural are made by adding other feature 
selection methods at the RFE stage and calculating 
the latest ranking. The list of feature selection 
methods used in RFE modification includes RF-RFE 
[18], [19], [22]; XGB-RFE [19]; SVM-RFE [18], [20], 
[21], [23]; GBM-RFE [18]; Absolute Cosine [23]; 
KPCA [21]; dan MI [20]. To combine or figure out 
ranking criteria between them, you can add weights 
with a threshold [19]; add weights simply [18], [22]; 
add weights based on multiplying weights and 
accuracy [18]; sum with the mRMR method [23]; 
take the weighted average [21]; and recalculation of 
the smallest features and input features using the 
MICBC approach [20]. This provides the 
opportunity that there are other ways to calculate 
feature combinations, such as merid values based 
on correlation, averages based on maximum weight, 
and so on. 
 
Challenges and Opportunities 

The challenge of feature selection with 
recursive feature elimination can be categorized 
into three aspects. Firstly, RFE has the potential to 
delete characteristics that are crucial for 
categorization. RFE eliminates characteristics based 
on their influence on classification accuracy. 
Nevertheless, many characteristics that hold 
significance for classification might not exert a 
substantial impact on the accuracy of classification 
during the initial training phase. Consequently, RFE 
may exclude these variables, despite their 
significance for classification. 

Additionally, Recursive Feature Elimination 
(RFE) might be excessively time-consuming when 
dealing with datasets that include a significant 
number of features. The RFE algorithm must assess 
all potential characteristics in order to choose the 
most effective subset of features. The evaluation of 
each feature necessitates the training of a 
classification model utilizing such feature. This 
process can be time-consuming, particularly when 
dealing with extensive feature databases. 

Furthermore, the RFE has the potential to 
exhibit instability. The results of RFE may differ 
based on the sequence of provided features. This 
phenomenon is attributed to two causes, 
specifically the utilization of the supplied feature 
sequence by RFE to determine which characteristics 
should be eliminated. The arrangement of features 
can impact the categorization accuracy of the 
resultant model. The order in which features RFE 
are presented can cause variations in the outcomes. 
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The opportunities of applying feature 
selection through the recursive feature reduction 
approach may be categorized into three main 
aspects. The first aspect is the enhancement of 
classification accuracy. Recursive Feature 
Elimination (RFE) can be utilized to eliminate 
irrelevant characteristics, hence enhancing the 
accuracy of classification. This can be advantageous 
for various classification applications, including 
fraud detection, document classification, and 
medical diagnosis. Furthermore, enhancing the 
comprehensibility of the model. Recursive Feature 
Elimination (RFE) can be utilized to decrease the 
amount of features utilized in a model, thereby 
enhancing the interpretability of the model. This 
can be advantageous for situations where the 
capacity to understand and explain the model's 
reasoning is crucial, such as making business 
decisions and developing products. Enhance 
computational efficiency. Additionally, RFE can be 
applied to decrease the dimensions of the model, 
thereby enhancing computing efficacy. This is 
particularly valuable for applications that prioritize 
computing performance, such as implementing 
machine learning algorithms on mobile devices. 

 
CONCLUSION 

 
This research conducted a systematic literature 
review on the state of the Recursive Feature 
Elimination (RFE) method from 2018 to 2023. The 
number of papers obtained was 76 papers, of which 
37 papers discussed standard RFE, 33 papers 
discussed strategies for using RFE, and 6 papers 
discussed RFE modifications. Research using the 
RFE feature selection method has increased every 
year. The RFE method is used in two data mining 
techniques, namely classification and prediction. 
Classification was 76 percent, and prediction was 24 
percent. A lot of people use filter-based feature 
selection methods like Pearson correlation, 
minimum redundant maximum relevant (mRMR), 
and mutual information (MI) at the same time or for 
RFE comparisons. Meanwhile, based on the 
embedded approach, namely random forest, linear 
regression, and xgboost, The machine learning 
method most widely used after the feature selection 
process using RFE is support vector machine at 
19.5%, random forest at 16.7%, decision tree at 9%, 
and k-nearest neighbor at 9%. 
The RFE method is used as a hybrid-recursive 
feature elimination method with two approaches, 
namely strategy and modification of the RFE steps. 
RFE strategies are generally divided into two 
categories: the use of other feature selection before 
the RFE method and the use of other feature 
selection simultaneously with RFE. RFE 
modification, in general, is modifying features by 

combining feature selection in the RFE process. 
Modified RFE has two approaches, namely 
combining feature selection and removing the 
lowest feature weights, as well as reviewing the 
lowest feature weights using other feature 
selections. 
This Systematic Literature Review (SLR) presents 
comprehensive information on recursive feature 
reduction, with a specific emphasis on algorithmic 
development. This SLR lacks comprehensive 
explanations addressing the comparison of 
recursive feature removal performance across 
different feature dimensions, namely small, 
medium, and high. The future objective of SLR in 
recursive feature elimination is to accurately 
ascertain the significance of small, medium, and 
high feature dimensions. Additionally, the SLR has 
the ability to thoroughly evaluate its performance 
across different datasets and apply equitable 
machine learning techniques. 
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