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ABSTRACT

Recent developments in society are trending towards the use of large networks compris-
ing a large number of small devices. Traditional cryptographic techniques are no longer
an attractive solution due to excessive memory and power requirements. Physical Layer
Security (PLS) promises to be a good fit for forthcoming networks due to its potential for
relatively low computational complexity. However, being a relatively new field, there are
challenges to be addressed before PLS is integrated into real-world systems. After estab-
lishing the underlying theory in information theory and wireless communications, this
thesis covers the background of PLS, identifies challenges, and suggests novel solutions
for confidentiality, and authentication attacks in short-range systems. All suggested meth-
ods for security consider one end of the legitimate communication link to be severely con-
strained in terms of computational capabilities. The work presented after the literature re-
view (chapter 4) challenges one of the most common assumptions made in key-based PLS,
namely, the half-wavelength channel decorrelation assumption. It proves that such an as-
sumption brings secrecy vulnerabilities which are brought to attention and quantified. The
results motivate the definition of secure distance which facilitates the quantification of se-
crecy performance in terms of spatial channel correlation. Observations on the outcomes
of chapter 4 motivate the solutions provided in the next two chapters. Chapter 5 presents
a method that exploits base-station cooperation for the secure transmission of small data
such as keys. The method addresses the main challenge of keyless PLS which is the re-
quirement of a positive secrecy gap. Although spatial channel correlation is treated as an
impairment for key generation purposes in chapter 4, chapter 6 demonstrates how it can be
used to our benefit for protecting against authentication attacks in short-range systems via
two novel methods. The first method targets relay attacks and replay attacks - the two most
common impersonation attacks in short-range communications. The second method aims
to verify the distance of devices that communicate through backscattering modulation and
are equipped with little or no local power. The final research chapter finds a solution to the
problem of a high reconciliation cost in key-based PLS. More precisely, chapter 7 presents
a key agreement protocol which, different to existing key agreement protocols, achieves
an arbitrarily low key disagreement rate without increasing the computational complexity.
The practicality of the suggested key agreement protocol is successfully tested on a series
of typical Internet-of-Things (IoT) boards.
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INTRODUCTION

1.1 Motivation

In an era marked by the rapid proliferation of the fifth generation of wireless networks (5G),

where hundreds of new devices connect to wireless networks worldwide every second, the

need for security, privacy, and confidentiality has never been more pressing. Many of these

devices have severe constraints on memory and energy due to their small size or low cost.

Traditional cryptographic techniques implemented in the upper layers are no longer a good

fit due to being computationally complex and the research community is seeking alterna-

tive ways of providing security. Physical Layer Security (PLS) has gained much attention

due to its potential in relatively low computational complexity. This thesis covers the jour-

ney of PLS, identifies challenges and suggests novel solutions for confidentiality as well as

authentication in short-range systems.

1.1.1 Limitations of Traditional Ways of Security

The traditional way of securing communications is performed in the upper layers of the

Open Systems Interconnection (OSI) protocol stack by means of Public Key Cryptography

(PKC) and symmetric cryptography [2]. Symmetric cryptography facilitates confidentiality,

whereas PKC can be used for confidentiality and authentication purposes.

In a way, PKC transforms a public, and therefore, insecure channel to a secure link that

can be used to transfer confidential data. The drawback of PKC is that it involves intensive
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calculations over large prime numbers and finite fields. The implementation of PKC has

been viable for 2G, 3G, and 4G networks that consist of a small number of powerful devices

such as laptops and mobile phones. However, PKC is not viable in emerging networks con-

sisting of low-cost devices due to requiring excessive resources of power and memory [3].

In contrast to PKC, symmetric encryption has very little computational complexity and is

widely accepted as a viable solution for resource-constrained networks. However, for en-

abling symmetric cryptography, the two communicating parties need to share a secret key.

The secure link for providing two symmetric (identical) keys is often provided by PKC, e.g.

by the Diffie-Hellman key exchange protocol [2].

Unable to perform PKC, current low-power/low-memory devices are subject to inade-

quate or absent security mechanisms. Keys are fixed and stored in hardware, or input by

the user. In some systems, the least computationally complex protocols of PKC are imple-

mentable but they result in keys of a short length and low entropy [4]. Sub-optimal secu-

rity methods of fixed/low entropy keys can bring security vulnerabilities not only to the

device on which the attack was launched but to the whole network to which the device

is connected. Taking into consideration the increasing number of interconnected devices,

security enhancement for the weakest link of a network is of paramount importance.

Lastly, it is well known that PKC-based authentication such as electronic signatures do

not provide protection against person-in-the-middle attacks which is the most common

type of authentication attacks. In a person-in-the-middle attack, two legitimate users be-

lieve that they communicate directly, when in fact their messages have been relayed and

possibly altered by an adversary. Media Access Control (MAC) and Internet Protocol (IP)

addresses provide a very low level of protection in the MAC/network layer; they can be eas-

ily spoofed and altered. The most vulnerable systems to person-in-the-middle attacks in

recent years are short-range communications such as keyless entry systems and contact-

less payments. A relay attack, for example, is a type of person-in-the-middle attack that

accounts for the vast majority of car-theft crimes.

1.1.2 PLS as a potential solution

PLS is implemented in the lowest layer of a communication protocol stack (see figure 1.1)

which is associated with the physical connection between two devices. Physical layer se-

curity is mainly concerned with confidentiality and authentication purposes and is subdi-

vided into three main categories, namely keyless PLS, key-based PLS, and the most recent

branch of Physical Layer Authentication (PLA).
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1.2. SUMMARY OF CONTRIBUTIONS

Keyless PLS exploits the noise and channel fluctuations of the physical medium in or-

der to “hide” information from unintended receivers. In contrast to symmetric cryptogra-

phy, it has the potential to achieve confidentiality without the use of keys, and therefore,

it does not require a secure link for key exchange. Furthermore, perfect secrecy is possible

with keyless PLS [5] which is superior to the computational security provided by the tradi-

tional security mechanisms. As long as there is some knowledge of the adversary’s channel,

keyless PLS can provide confidentiality regardless of the adversary’s computational capa-

bilities. Notably, the method introduced in this thesis eliminates the need for knowledge of

the eavesdropper’s channel, thereby enhancing the applicability and robustness of keyless

PLS.

Key-based PLS extracts the unique randomness inherited in the physical link between

two devices in order to provide a shared secret. This shared secret serves as two identi-

cal keys that facilitate symmetric cryptography in the upper layer of the protocol stack.

Early testbed implementations prove that key-based PLS can be performed by most Radio-

Frequency (RF) transceivers by measuring channel parameters on the received RF signal. It

is believed to be the replacement mechanism for the computationally heavy key-exchange

protocols of PKC.

It was only in 2007 when a physical layer approach for authentication (PLA) was intro-

duced for the case of wireless networks [6], whereby a device was identified1 simply by its

hardware imperfections captured in its transmitted signals, a process commonly referred

to as fingerprinting. Since then the literature and in-lab investigations have grown and pro-

moted PLA as a promising solution against person-in-the-middle and other authentication

attacks. Authentication in the physical layer is typically faster than conventional authenti-

cation as it takes place before demodulating and decoding the signal. Furthermore, it can

authenticate any device that uses radio communications regardless of its computational

capabilities.

1.2 Summary of Contributions

Due to being a relatively new field, there are challenges to be addressed before PLS is inte-

grated into real-world systems. Current PLS algorithms are often based on idealistic chan-

nel models and assumptions. This thesis covers the journey of PLS, identifies challenges,

and suggests novel solutions for confidentiality, and authentication attacks in short-range

systems. All suggested methods for security consider one end of the legitimate communi-

1identification is a fundamental aspect of authentication

3



CHAPTER 1. INTRODUCTION

Physical layer

Data Link layer

Network layer

Transport layer

Session layer

Presentation layer

Application layer

Upper layer(s)

OSI model

Figure 1.1: The physical layer is the first and lowest layer of the Open Systems Interconnec-
tion (OSI) networking model.

cation link being severely constrained in terms of computational capabilities. On the other

hand, certain extra signal processing or computation is sometimes allowed at the second

end of the link, e.g. at an access point or a base station. This thesis makes the following

contributions:

1.2.1 Contributions to the state-of-the art of keyless PLS

• Introducing a novel method, namely secret splitting, that exploits base station coop-

eration for confidentiality; (chapter 5)

• Proving that secrecy splitting dramatically decreases the areas at which unintended

receivers are able to convey confidential information; (chapter 5)

• Performing analytical analysis on the proposed scheme and deriving the optimal

base station allocation. (chapter 5)

1.2.2 Contributions to the state-of-the-art of PLA

• Introducing a new concept for authenticating devices in short-range systems based

on the spatial and temporal properties of the RF channel; (chapter 6)
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• Proposing a scheme for secure authentication of co-located devices against distance

fraud and replay attacks; (chapter 6)

• Proposing a scheme for validating the proximity of a non-powered device that com-

municates using backscattering modulation. (chapter 6)

1.2.3 Contributions in the state-of-the-art key-based PLS

• Proving that one of the most common assumptions in the field of key-based PLS

brings secrecy vulnerabilities which are quantified and brought to attention; (chap-

ter 4)

• Providing an alternative definition to secure distance that captures the impact of spa-

tial channel correlation between a legitimate receiver and an eavesdropper; (chap-

ter 4)

• Presenting a practical key agreement protocol suitable for severely resource-constrained

networks. The practicality of the protocol is successfully tested in an Internet-of-

Things (IoT) network composed of low-power devices. (chapter 7)

1.3 Thesis Outline

The remaining chapters of the thesis are as follows. Chapters 2 and 3 provide the under-

lying background and literature review of physical layer security, respectively. The litera-

ture review comprises three sections, each of which is associated with one or more of the

main research chapters, i.e. chapters 4-7, as seen in figure 1.2. Chapter 4 evaluates one of

the most common assumptions found in the field of key-based PLS and redefines secure

distance. Chapters 5-7 consist of novel methodologies for keyless PLS for confidentiality

(chapter 5), authentication in short-range systems (chapter 6), and key agreement in IoT

networks (chapter 7). Lastly, chapter 8 concludes the thesis and suggests future research

directions.
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3.1 Keyless PLS

3.2 Key-based PLS

3.3 Authentication attacks in        

     Short-Range Systems

Chapter 3: Literature Review

Chapter 2: Background

Chapter 4:

Key Generation and Spatial Separation

Chapter 5:

Enabling a Positive Secrecy Gap

Chapter 6:

Exploiting Channel Correlation Against

Distance Fraud

Chapter 7:

Channel Reciprocity for Key Transmission

Chapters 4-7: Main chaptersChapter 1: Introduction

Chapter 8: Conclusion

Figure 1.2: Thesis outline. Matching colours indicate high relevance between a section of
the literature review and a main chapter.
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2
BACKGROUND

Physical layer security combines the disciplines of information theory and wireless engi-

neering. Thus, it is important to introduce the basic concepts of the two disciplines before

proceeding to the main body of this thesis 1. As this thesis promotes PLS as a facilitator

for symmetric cryptography for confidentiality and a replacement for asymmetric crypto-

graphic mechanisms for key exchange, the fundamentals of traditional cryptographic sys-

tems are also covered. This chapter is divided into three sections covering the fundamentals

of information theory, cryptographic systems, and the wireless channel.

2.1 Fundamentals of Information Theory

Information Theory (IT) was invented by Shannon [7] in 1948 and shaped the digital world

that we live in today. Shannon has proved that any type of information can be represented

by binary data and quantified precisely. Information theory has given rise to techniques

such as data compression, error correction [8], and the relatively recent study of PLS [9].

1A number of proofs in this chapter differ from the proofs provided by the founder of the associated theo-
rems. These proofs have been reformed to promote consistency in style based on material content presented
in previous sections.
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CHAPTER 2. BACKGROUND

Figure 2.1: The entropy of binary random variable X ∈ {Heads, Tail} against p := P (X =
Heads).

2.1.1 Basic concepts

Information is no longer an abstract concept, but it can be quantified in bits. The definition

of the information content realises a mathematical approach to communications.

Definition 2.1. Let X be a discrete random variable (r.v.), and x be a realisation of the vari-

able. The information content gained for X by observing x is defined as

I(X = x) =− log2 P (X = x). (2.1)

One Shannon bit, or bit, is the information gained by observing the realisation of a r.v. that

takes two values, e.g. 0 and 1, with equal probability.

Loosely speaking, the information content quantifies our surprise at a result. A certain

event ( (P (X = x) = 1)), has zero information content since it is associated with no surprise.

Remark 2.1. When X is uniformly distributed, the information content is equal to I(X = x) =
− log2 |X |, where X is the size of the alphabet,that random variable X is drawn from.

For example, tossing a fair coin will convey − log2(1/2) = 1 bit of information. By rolling

a fair six-sided die and observing the outcome− log2(1/6) ≈ 2.6 bits of information is gained.

If the die is biased such that P (X = 1) = 0.5, whereas P (X = i ) = 0.1 for i ̸= 6, then observing

any side but 6 will convey more information than observing six. A natural quantity arising

from the latter example is the average information gained E (I (X )) when an experiment is

repeated.
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Definition 2.2. Let r.v. X be a r.v. with probability function P (·). The entropy of X is defined

as

H(X ) :=− ∑
x∈X

P (X = x) log2(P (X = x)), (2.2)

where X is the set of all possible values of X .

When tossing a fair coin, the probability of “heads” is p=1/2, whereas for a biased coin

p > 0 ̸= 1/2. The entropy of the binary random variable (X ∈ {Heads,Tails{) is plotted in

figure 2.1 whereby it can be seen that the entropy is maximised for the uniform distribution,

i.e. when p = 1/2. This result can be generalised for non-binary random variables.

Theorem 2.1. The entropy of a discrete random variable, X , is maximised when X is uni-

formly distributed.

The truth of the above theorem is somewhat intuitive; The uncertainty about the out-

come of an experiment is maximised when all events are equiprobable. For detailed proof,

the reader is referred to [8].

Corollary 2.1. Let X be a binary string of length k. Then

H(X ) ≤ k. (2.3)

Proof. Let X be the set of all possible binary strings of length K . The maximum entropy

is achieved when P (X = x) = 1/|X | = 1/2k , for which case H(X ) = −∑
P (X = x) log(P (X =

x)) =∑
1/2k log(2k ) = k

∑
P (X = x) = k.

2.1.2 Conditional entropy and mutual information

Communications involve two or more communicating nodes. The following definitions

and theorems link two or more random variables.

Definition 2.3. Let X and Y be two r.v.s. The information gained about X given the ob-

served value Y = y is

I(X = x|Y = y) :=− log2 P (X = x|Y = y). (2.4)

Definition 2.4. The average over all possible realisations of (X ,Y ) defines the conditional

entropy of X on Y :

H(X |Y ) := E
(
I(X = x|Y = y)

)=− ∑
x∈X

∑
y∈Y

P (X = x,Y = y) log2(P (X = x|Y = y)), (2.5)

where X and Y are the sets comprising all possible realisations of X and Y , respectively.
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From this point, the notation will be simplified by writing PX (x) instead of P (X = x).

Equivalently the conditional probability and joint probability are denoted by PX |Y (x|y) :=
P (X = x|Y = y) and PX ,Y (x, y) := P (X = x,Y = y). The log-base of two is also dropped, i.e.

log(·) := log2(·).

Entropy is often perceived as the amount of uncertainty or randomness of a variable X .

In this context, conditional entropy of X on Y is the amount of uncertainty remaining in X

given that Y is known. The amount of reduction in the uncertainty H(X )−H(X |Y ) is called

the mutual information of X and Y and is denoted by I (X ;Y ).

Definition 2.5. The mutual information of two r.v.s X and Y is defined as

I (X ;Y ) := H(X )−H(X |Y ) = H(Y )−H(Y |X ). (2.6)

Definition 2.6. The mutual information of X and Y conditioned on Z is defined as

I (X ;Y |Z ) := H(X |Z )−H(X |(Y , Z )) (2.7)

Theorem 2.2.

I (X ;Y ) = ∑
y∈Y

∑
x∈X

PX ,Y (x, y) log

(
PX ,Y (x, y)

PX (x)PY (y))

)
(2.8)

I (X ;Y |Z ) = ∑
z∈Z

∑
y∈Y

∑
x∈X

PZ (z)PX ,Y ,Z (x, y, z) log

(
PX ,Y ,Z (x, y, z)

PX ,Z (x, z)PY ,Z (y, z))

)
(2.9)

Proof. By definition,

I (X ;Y ) := H(X )−H(X |Y ) =−∑
x

PX (x) logPX (x)+∑
x

∑
y

PX ,Y (x, y) logPX |Y (x|y). (2.10)

In probability theory [10, Ch. 1], the Bayesian theorem states that PX |Y (x|y)PY (y) = PX ,Y (x, y).

Applying the Bayesian theorem in equation (2.10) completes the proof.

The definition of information content and, subsequently, the definitions of entropy and

mutual information can be extended for a multivariate variable X = [X1, . . . , Xn] by simply

replacing the probability function with the joint probability function PX1,...,Xn . For example,

for a bivariate r.v. [X ,Y ], where X ∈X , and Y ∈Y , the analytical expression of the entropy

is given by

H(X ,Y ) =− ∑
x∈X

∑
y∈Y

PX ,Y (x, y) logPX ,Y (x, y). (2.11)

Theorem 2.3 (Chain Rule).

H(X ,Y ) = H(X )+H(Y |X ) = H(Y )+H(X |Y ) (2.12)

10
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Proof. The proof is direct by applying the Bayesian theorem (PX ,Y (x, y) = PX |Y (x|y)PY (y))

in equation (2.11).

Corollary 2.2.

I (X ;Y ) = H(X )+H(Y )−H(X ,Y ). (2.13)

Proof.

I (X ;Y ) := H(X )−H(X |Y )
2.3= H(X )+H(Y )−H(X ,Y ).

Corollary 2.3 (Chain rule for three variables).

H(X ,Y , Z ) = H(X |Y , Z )+H(Y |Z )+H(Z ). (2.14)

Proof. The proof is derived by substituting Y with (Y , Z ) in equation (2.12).

The following lemma is the application of Jensen’s inequality [8, Ch. 2] for the logarith-

mic function. It will be used as a tool for proving some of the theorems in this thesis such

as theorem 2.4.

Lemma 2.1 (Jensen’s inequality).

E
(
log(X )

)≤ log(E (X )) (2.15)

Moreover, when the equality holds, variable X is a constant number, or equivalently E (X ) =
X with probability one.

Proof. Jensen’s inequality [8, Th.2.6.2] states that when f is a convex function, then E
(

f (x) ≤ f (E (X ))
)
.

It also states that if f is strictly convex, then the equality of E
(
log(X ) = (E (X ))

)
implies that

X is a constant number. It suffices to show that f (x) =− log(x) is a strictly convex function.

Indeed, since the second derivative ∂2 f
∂x2 = 1

x2 is strictly positive, f (x) = − log(x) is strictly

convex.

Theorem 2.4. The following statements are equivalent:

X and Y are independent r.v.s (2.16)

H(X |Y ) = H(X ) (2.17)

H(X ,Y ) = H(X )+H(Y ) (2.18)

I (X ;Y ) = 0 (2.19)

11
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Proof. (2.16)⇒(2.17): From probability theory, when X and Y are independent, PX |Y (x|y) =
PX (x) for all x and for all y . Therefore,

H(X |Y ) =−∑
x

∑
y

PX ,Y (x, y) log2 PX |Y (x|y) =−∑
x

log2 PX (x)
∑

y
PX ,Y (x, y) =−∑

x
(log2 PX (x))PX = H(X ).

(2.17)⇒(2.18): straightforward after applying the chain rule (2.12).

(2.18)⇒(2.19): straightforward after applying corollary 2.2.

(2.19)⇒(2.16): The proof is partitioned in two parts. First, we prove by the method of contra-

diction that I (X ;Y ) = 0 implies that PX ,Y = cPX PY , where c is a constant number. Second,

we prove that c = 1.

Let I (X ;Y ) = 0 and let PX ,Y (x, y) ̸= cPX (x)PY (y) for all (x, y) ∈X ×Y , where c is a con-

stant number. Then,

I (X ;Y )
T h.2.2= −∑∑

PX ,Y log
PX PY

PX ,Y
(2.20)

Lem.2.1> − log

(∑∑
PX ,Y

PX PY

PX ,Y

)
(2.21)

=− log
(∑∑

PX PY
)=− log

(∑
PX

∑
PY

)
(2.22)

=− log1 = 0. (2.23)

The strict inequality of (2.21) is derived from lemma 2.1 since PX PY
PX ,Y

̸= c.

Having assumed that PX ,Y (x, y) ̸= cPX (x)PY (y) led to I (X ;Y ) > 0 which is a contradiction.

Hence, given that I (X ;Y ) = 0, PX ,Y (x, y) = cPX (x)PY (y) must hold true for some c ∈ N.

Summing over all x ∈ X and y ∈ Y we have that
∑

PX ,Y (x, y) = c
∑∑

PX (x)PY (y) ⇒ c = 1,

which completes the proof.

2.1.3 Gaussian random variables

Until now only discrete variables have been encountered. Replacing the probability func-

tion in (2.1) with the probability density function (p.d.f.) fX (·) of a continuous r.v. results in

similar definitions of the information content, entropy, and mutual information.

Definition 2.7. Let X be a continuous r.v. with p.d.f. fX (·). The information content of a

realisation X = x is defined as I (X = x) := log( fX (x)).

All the aforementioned properties of entropy and mutual information are satisfied for

the continuous case, too. The proofs of theorems and corollaries are identical except for

12
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replacing the probability functions with the p.d.f.s fX (·), and substituting the summations

with integrals. For example, the differential entropy is given by

H(X ) := E (I (X )) =−
∫ +∞

−∞
fX (x) log fX (x)dx. (2.24)

Also known as normal r.v.s, Gaussian r.v.s will be encountered frequently throughout the

thesis.

Example 2.1. Let x ∼N (µ,σ2) be a Gaussian r.v. with mean µ and variance σ2. The p.d.f. of

x is given by

f (x) = 1p
2πσ2

exp

(
− (x −µ)2

2σ2

)
. (2.25)

Then,

H(X ) =

−
∫ +∞

−∞
f (x) log

(
1p

2πσ2
exp

−(x −µ)2

2σ2

)
dx =

∫ +∞

−∞
f (x)

(
1

2
log(2πσ2)+ (x −µ)2

2σ2

)
dx

= 1

2
log(2πσ2)+ σ2

2σ2
= 1

2
log(πeσ2)+ 1

2
= 1

2
log(2πeσ2).

The previous example can be generalised for the case of multivariate normal variables.

The general case is provided in the form of a theorem after establishing essential terminol-

ogy.

Definition 2.8. Let X = (X1, . . . , Xn) be a multivariate random variable. Given that E (Xi )

exist, the mean of X is defined as

E (X) := (E (X1) , . . . ,E (Xn)). (2.26)

The covariance matrix of X, Σ, is the matrix the (i , j ) entry of which is given by

Σi j := E
(
(Xi −E (Xi ))

(
X j −E

(
X j

)))
. (2.27)

Definition 2.9. A multivariate random variable X = (X1, . . . , Xn)T is said to be multivariate

Gaussian with mean µ and covariance Σ -and we write X ∼ N (µ,Σ)- when the probability

density function of X is given by

f (X) = 1p
(2π)n det(Σ)

exp

(
−1

2
(X−µ)Σ−1(X−µT )

)
. (2.28)

We give a result which generalises example 2.1

13
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Theorem 2.5 ([8],Th. 8.4.1.). Let X ∼ N (µ,Σ). Then

H(X1, . . . , Xn) = 1

2
log

(
(2πe)n det(Σ)

)
, (2.29)

where det(Σ) is the determinant of Σ.

The proof of theorem 2.5 can be found in [8, Ch. 8].

Theorem 2.6. Let (X1, X2) ∼ N (0,Σ).

Then

I (X1; X2) = 1

2
log

(
Σ11Σ2,2

det(Σ)

)
. (2.30)

Proof.

I (X ;Y ) := H(X )−H(X |Y )
(2.18)= H(X )+H(Y )−H(X ,Y )

E x. 2.1= 1

2
log(2πeσ2

X )+1

2
log(2πeσ2

Y )−H(X ,Y ).

From theorem 2.5, H(X ,Y ) = 1
2 log

(
(2πe)2 det(Σ)

)
. Hence, I (X ;Y ) simplifies to (2.30).

2.1.3.1 Complex random variables

In the following chapters complex baseband signals/channels will be considered. It is there-

fore essential to extend the concept of entropy and mutual information to encounter com-

plex r.v.s. Independence between the real part and the imaginary part of a complex variable

is a typical assumption in wireless engineering and it will be adopted throughout this the-

sis. i.e. for any complex Z = X + j Y , it is assumed that Cov(X ,Y ) = 0.

Definition 2.10. The entropy of a complex r.v. Z = X + j Y is defined as H(Z ) = H(X ,Y ).

For the multivariate case, if Z = X+ j Y is a complex vector, then H(Z) = H(X,Y).

Let Z = (Z1, . . . , Zn). Observe that H(Z1, . . . , Zn) = H(ℜ(Z),ℑ(Z)). Therefore, an equivalent

definition to 2.10 is H(Z) := H(Z1, . . . , Zn).

Remark 2.2. The entropy of a random variable (complex or real) is always a real number.

Definition 2.11. The expectation and variance of a complex vector Z = X+ j Y are defined

as

E (Z) = E (X)+ j E (Y) (2.31)

ΣZ Z = Cov(Z,Z) = E
(
(Z−E (Z))(Z−E (Z))H )

, (2.32)

where (·)H is the hermitian transpose of a matrix.

14
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Remark 2.3. When Z is a vector with n entries covariance ΣZZ is an n ×n matrix. The diag-

onal consists of entries Cov(Zi , Zi ) = E
(
Zi Z H

i

)= Var(Xi )+Var(Yi ).

Definition 2.12. A r.v. Z = X + j Y ∈ C is said to be circularly symmetric Gaussian of zero

mean and variance σ2 when X ,Y are independentally and identically distributed (i.i.d.) as

∼N (0,σ2/2).

To denote a r.v. with the above properties notation Z ∼ C N (0,σ2) is used. For the spe-

cific case of Z ∼C N (0,1), Z is described as standard complex normal.

Remark 2.4. The covariance matrix of a circularly symmetric Gaussian Z = X + j Y ∈ C is

given by ΣZ Z =
[
σ2 0

0 σ2

]
.

Remark 2.5. There will be occasions when a complex number is given in polar coordinates:

X = |X |e iθ, where |X | =
√
ℜ(X )2 +ℑ(X )2, and θ = tan−1(ℑ(X )/ℜ(X )). When X is circularly

symmetric complex, θ is uniformly distributed in [0,2π), and the amplitude |X | is Rayleigh

distributed [10]. Moreover, variables |h| and θ are independent r.v.s. More details on circularly

symmetric r.v.s are given in section 2.3.2.

Lemma 2.2. The entropy of a circularly symmetrical r.v. Z ∼C N (0,σ2) is given by

H(Z ) = log(πeσ2). (2.33)

Let Z = X + j Y . Then

H(Z ) = H((X ,Y ))
(2.18)= H(ℜ(X ))+H(ℑ(X ))

(2.33)= log(πeσ2).

Definition 2.13. Notation Z ∼ C N (0,Σ), where Z = X+ j Y is used for the case when X and

Y are independent and identically distributed as X,Y ∼ N (0, 1
2Σ). i.e. X and Y are zero mean

complex vectors with identical covariance matrices ΣXX =ΣYY = 1
2Σ.

Theorem 2.7. Let Z = (Z1, . . . , Zn) ∼C N (µ,Σ)

then

H (Z) = log((πe)n det(Σ)) (2.34)

Proof. Since X and Y i.i.d., H(Z ) := H(X,Y) = H(X)+H(Y) = 2H(X)
T h. 2.5= log((2πe)n det(Σ/2)) =

log((πe)n detΣ).
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Theorem 2.8. i. Let Z = (Z1, Z2) ∼C N (0,Σ), where Σ=
[

Σ2
Z1

ΣZ1 Z2

ΣZ1 Z2 Σ2
Z2

]
. Then,

I (Z1; Z2) = log
σ2

Z1
σ2

Z2

det(Σ)
. (2.35)

ii. Let Z = (Z1, Z2, Z3) ∼C N (0,Σ), where Σ=


Σ2

Z1
ΣZ1 Z2 ΣZ1 Z3

ΣZ1 Z2 Σ2
Z2

ΣZ2 Z3

ΣZ1 Z3 ΣZ2 Z3 Σ2
Z3

. Then,

I (Z1, Z2|Z3) = det(ΣZ1 Z3 )det(ΣZ2 Z3)

σ2
Z3

det(Σ)
, (2.36)

where ΣZi Z j is the matrix consisted of rows i , j and columns i , j .

Proof. I (Z1; Z2)
Cor.2.2= H(Z1)+H(Z2)−H(Z1, Z2)

Lem.2.2= log(πeΣ2
Z1

)+log(πeΣ2
Z2

)−log((πe)2 det(Σ))

which simplifies to (2.35). The proof of the second part of the theorem follows a similar line

and it is omitted.

2.1.3.2 Mutual Information and Correlation

Definition 2.14. The correlation coefficient between two r.v.s Z1 and Z2 is defined as:

ρ(Z1, Z2) := ΣZ1 Z2

ΣZ1ΣZ2

(2.37)

where ΣZ1 Z2 = E
(
(Z1 −E (Z1))(Z2 −E (Z2))H

)
, and ΣZi =

√
ΣZi Zi .

Theorem 2.9. The correlation coefficient of two circularly symmetric random variables is

real.

The above theorem is a well-known result, the proof of which can be found in [11].

Lemma 2.3. Let ρ be the correlation (coefficient) of Z1 ∼ C N (0,Σ2
X ) and Z2 ∼ C N (0,Σ2

Y ).

Then

I (Z1; Z2) =− log(1−ρ2) (2.38)

Proof. Let Z = (Z1, Z2). The covariance matrix of Z is

Σ :=Cov(Z1, Z2) =
[

Σ2
Z1

ρΣZ1ΣZ2

ρΣZ1ΣZ2 Σ2
Z2

]
.

The proof is obvious after applying theorem 2.7.
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Remark 2.6. From probability theory [8], the definition of independence of two random vari-

ables extends to complex random variables. i.e. Z1, Z2 are independent ⇔ fZ1,Z2 = fZ1 fZ2 . As

such, theorem 2.4 also applies to complex numbers.

Theorem 2.10. Two Gaussian r.v.s are uncorrelated if and only if they are independent.

Proof. Obvious from remark 2.6 and lemma 2.3

2.1.4 Channel Capacity

Mutual information is the mathematical tool that allowed Shannon to determine the chan-

nel capacity, i.e. the maximum transmission rate at which reliable communication over a

channel is possible. A channel can be interpreted in different ways depending on the field

of study. Physically, a channel is defined as the physical medium that carries information

from the sender to the receiver. Through ray tracing a geometrical representation of the

channel is possible by tracing the paths taken by the transmitting signal. For the design of

coding schemes for reliability, computing the channel capacity necessitates a probabilistic

model that inputs and outputs a single symbol.

Definition 2.15. Let X and Y be two alphabets. A discrete memoryless channel (X ,Y ,PX |Y )

inputs a symbol x from the alphabet X and outputs a symbol y from the alphabet Y with

transition probability2 function PX |Y (x|y).

The term “discrete” accounts for the fact the channel acts on one symbol at a time.

The channel is called memoryless because the transition probability is not dependent on

previous inputs or outputs. A memoryless channel is a valid assumption for narrowband

communications that will be encountered in this thesis. Narrowband communications are

described in section 2.3.

The communication channel is part of a communication system as viewed in figure 2.2.

Variable Wk denotes the source message which is a binary sequence of length k that the

transmitter wishes to send to the receiver. Before transmission, redundancy is added to the

source message by the encoder. The encoder, also known as channel coding, maps Wk to

a codeword X n = [X1, . . . , Xn] which is a sequence of n symbols. Since the channel inputs

one symbol at time, the transmission of X n requires n channel uses.

2For the case of continuous alphabets, a discrete memoryless channel is described by the triplet
(X ,Y , pX |Y ), where pX |Y is the channel’s transition p.d . f . To avoid duplicating definitions, we merge the
two notations into (X ,Y ,PX |Y ) for either the discrete-input or continuous-input case. That is, the phrase
“probability function” may as well refer to “probability density function”.
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channel decoderencoder

Figure 2.2: A discrete memoryless channel changes input symbol Xi = xi to symbol Yi = yi

with transition probability PY |X (yi |xi ).

The channel successively outputs n symbols and the receiver attains sequence Yn :=
[Y1, . . . ,Yn] which may be different to X n due to the transition probability PX |Y that de-

termines the channel. The receiver feeds sequence Yn to the decoder that outputs Ŵk . If

efficient redundancy was introduced during the encoding scheme, the decoder will suc-

cessfully output the source message Ŵk = Wk . Otherwise, if Ŵk ̸= Wk the transmission of

message Wk is unsuccessful.

Definition 2.16. A communication system is said to be reliable if

lim
k→∞

P (Wk ̸= Ŵk ) = 0. (2.39)

Definition 2.17. Let Wk be mapped to [X1, . . . , Xn] by the channel encoder. The information

transmission rate for message Wk is

R = H(Wk )

n
. (2.40)

The metric for the transmission rate is bits per channel use.

In his paper [7], Shannon proved that there is a maximum transmission rate that is

called the channel capacity. Transmitting with a rate higher than the channel capacity, the

error probability P (W ̸= Ŵ ) will be bounded away from zero. However, for rates below the

channel capacity, reliable communication is possible.

Theorem 2.11 (Channel capacity). The capacity of a memoryless channel (X ,Y ,PY |X ) is

C = sup
PX

I (X ;Y ) (2.41)

where the supremum is taken over all input probability functions2 for variable X .
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2.1.4.1 AWGN channel

The most basic channel model in wireless engineering is the Additive White Gaussian Noise

(AWGN) channel which is described in an input/output format as per the next definition.

It forms the basis for the fading channel that will be examined in section 2.3.

Definition 2.18. The AWGN channel is a memoryless channel of continuous alphabet for

which the output symbols are given by

Yi = hXi +Ni , (2.42)

where h ∈ C , and Ni ∼ C N (0,σ2) is identically and independently distributed for all i and

independent of Xi .

The variance σ2 is also known as the (average) noise power, whereas E
(
X 2

i

)
is the (aver-

age) symbol power, or signal power. When a system is said to be P-power constrained, we

mean that every transmitting codeword Xn = [X1, X2, . . . , Xn] satisfies the inequality of

|Xn |2 :=
n∑

i=1
|Xi |2 ≤ nP. (2.43)

Theorem 2.12. The channel capacity of the AWGN channel (2.42) with power restriction as

per equation (2.43) and noise power σ2
N is

C = log

(
1+ P |h|2

σ2
N

)
. (2.44)

For a complete proof, the reader is referred to [12, Appx. B.4.2.1 ] whereby it is demon-

strated that the channel capacity is achieved for the complex normal distribution of X with

variance P , and so Y ∼C N (0, |h|2P+Σ2
N ). For the reader’s perusal, given that X ∼C N (0,P ) is

the optimal input distribution, then I (X ;Y ) := H(Y )−H(Y |X ) = H(Y )−H(N )
2.33= log(πe(P |h|2+

σ2
N )− log(πeσ2) = log((P |h|2 +σ2

N )/σ2
N ) = log(1+P/σ2

N ).

Definition 2.19. The Signal-to-Noise-Ratio (SNR) power ratio of the power limited AWGN

channel is defined as

SNR = |h|2P

σ2
N

(2.45)

With the above definition, The capacity of the AWGN channel (2.44) takes the memo-

rable expression of C = log(1+ SN R). In practice the channel inputs come from discrete

alphabets defined by the so-called constellation diagrams [12]. The capacity of the AWGN

channel is used as a reference for comparing the performance of practical transmission

schemes in terms of the transmission rate.
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cipher

Alice Bob

Eve

decipher

Figure 2.3: Shannon’s cipher model [1].

2.2 Fundamentals of cryptographic systems

2.2.1 Shannon’s cipher model

Cryptography is based on Shannon’s cipher system for confidentiality that comprises three

entities, namely, Alice, Bob, and Eve as seen in Figure 2.3. Alice wishes to send a confiden-

tial message, W , to Bob in the presence of the eavesdropper, Eve. To encrypt (hide) the

message, Alice uses a cipher which is an injective function that inputs W and a random

sequence, K . The latter is assumed to be known only by Alice and Bob and it is referred

to as the key. Message W is also known as the plaintext. The output, or the ciphertext, C ,

is transmitted through a noiseless channel. Both Bob and Eve receive the ciphertext. To

decrypt (unhide) the data, Bob inputs C and K in the decipher, i.e. the inverse encrypt-

ing function and attains W . Eve is aware of the cipher/decipher but, without the key, the

plaintext remains hidden from Eve.

Definition 2.20. The sets of all possible plaintexts, ciphertexts, and keys, along with the

cipher and decipher form a cryptosystem.

2.2.1.1 Perfect Secrecy

Ideally, Eve attains no useful information about the plaintext given her observation. i.e. the

uncertainty about W should not be reduced given C .

Definition 2.21. A cryptosystem is said to achieve perfect secrecy when

H(W |C ) = H(W ) ⇔ I (W ;C ) = 0. (2.46)
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Theorem 2.13. [1, Sec. 10] To achieve perfect secrecy, the length of the key must be at least as

long as the length of the plaintext.

Definition 2.22. Let W,K ∈ {0,1}k , i.e. the confidential message and key are binary se-

quences of length k. The one-time pad is an additive cipher with output

C =W ⊕K , (2.47)

where ⊕ denotes addition modulo two.

Example 2.2. Let the binary data and key be W = {11111} and K = {10110}, respectively.

Applying one-time-pad yields the result C = {01001}.

Shannon [1] has also proved that when the keys are (truly) random, i.e. when each key

K in {0,1}k is chosen with probability PK (k) = 2−k , the one-time pad has perfect secrecy.

Furthermore, he has shown that to achieve perfect secrecy, the entropy of the key must be

at least as high as the entropy of the confidential message, i.e. H(K ) ≥ H(W ).

With one-time pad, the same key cannot be reused to cipher a second confidential mes-

sage. To see why, let C1 = K ⊕W1 and C2 = K ⊕W2. If the eavesdropper adds her observa-

tions, the identical keys cancel out and useful information is leaked about the messages:

C1⊕C2 = (K ⊕K )+ (W1⊕W2) =W1⊕W2, so the key for a one-time pad algorithm cannot be

used for two different messages.

2.2.2 Emulating the one-time pad in today’s communications

2.2.2.1 Pseudo-keys

The one-time pad was been used in the second world war by undercover agents whereby

the keys were agreed on ahead of time. However, providing keys as long as the plaintext

is not a feasible solution for today’s communications systems that exchange big volumes

of data. A practical solution is to relax the requirement for perfect secrecy and replace the

random keys with pseudo-random keys, also known as pseudo keys.

Pseudo-random keys appear to be random but are deterministic in nature; They are de-

rived from functions that input a random short key. To characterise a sequence as pseudo-

random and be suitable for secrecy purposes, it needs to pass a number of statistical tests.

The most common tests used today are Golomb’s randomness postulates [13] and the Na-

tional Institute of Standards and Technology (NIST) Statistical Test Suite [14].

There are many approaches to generating long ‘unpredictable’ key sequences from short

keys, such as using one-way functions or Linear Feedback Shift Register (LFSR) circuits
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[15]. LFSRs have very low computational complexity and memory requirements; Thereby,

they are found in many applications of telecommunications. With appropriate design, an

LFSR can expand the length of a key from m to 2m − 1 in which case the output is called

an m−sequence [13]. For example, feeding a key generator a 64-bit key, a pseudo-random

sequence of 9.2 ×1018 bits (or 1.15 exa-bytes) can be attained.

2.2.2.2 Symmetric cryptography

Shannon’s cryptographic model is classified as symmetric cryptography due to the fact that

both communicating parties have the same key. There are two types of symmetric crypto-

graphic algorithms that are used today, namely, stream ciphers and block ciphers.

Trying to emulate the one-time pad, a modern stream cipher is an additive cipher that

XORs the plaintext with the keystream. Stream ciphers are well suited in applications with

minimal memory, power consumption, and gate count [16]. As a result, stream ciphers are

popular in wireless communications such as mobile communications and local area net-

works. Common stream ciphers are A5 (GSM networks) [17], E0 (Bluetooth) [16], and RC4

(802.11) [18]. The size of the (truly random) key in the aforementioned examples is typically

64 or 128 bits depending on the secrecy requirements.

Whereas, the encryption in stream ciphers occurs bit by bit, block ciphers input and

output blocks of data, i.e. a plaintext of a fixed length is mapped to a ciphertext of the same

length. As such, the influence of one bit of plaintext is spread across many bits of cipher-

text; This property is called diffusion [1] and makes a cryptosystem harder to break. Block

ciphers currently used by NIST are triple-Data Encryption Standard (DES) and Advanced

Encryption Standard (AES). AES is perhaps the most widely used block cipher nowadays.

Blowfish is another popular cipher with fast encryption/decryption time, and minimal mem-

ory requirements [19].

Note that perfect secrecy is not achievable with pseudo-random keys. This is because

key expansion algorithms do not increase the entropy of a key (H(K ) < H(W )). Secrecy has

been compromised in the interest of practicability. Assessing the resilience of such systems

against security attacks is the study field of cryptanalysis. Block ciphers that input a key of

128 bits are characterised computationally secure. A cryptosystem is said to be computa-

tionally secure when there is no known method that breaks it in a reasonable amount of

time, e.g. in less than hundreds of years by means of current technology.
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Figure 2.4: Baseband modulation converts a string of symbols into an analogue signal.

2.3 Fundamentals of the wireless channel

2.3.1 The traveling signal

2.3.1.1 At the transmitter

Recall that binary message W k is mapped to a codeword of n complex symbols, X1, X2, . . . , Xn ,

as seen in figure 2.2. To enable wireless transmission, the string of symbols needs to be

converted to a real signal that is continuous in time (analogue). This happens in two stages

namely, baseband modulation and carrier modulation.

Baseband modulation inputs discrete data X1, . . . Xn and outputs a continuous complex

function of time t , xb(t ), referred to as the continuous baseband signal, or low pass signal.

Figure 2.4 is a rectangular representation of the real (or imaginary) part of a baseband sig-

nal; The width of each rectangle represents the symbol period Ts . In practice, the continu-

ous baseband signal does not have sharp corners but consists of ‘bell-shaped’ curves. The

larger the frequency bandwidth is available, the more these bell-shaped curves resemble a

rectangular shape and, subsequently, the closer they can be placed to one another in the

time axis. Therefore, a larger bandwidth is equivalent to a shorter symbol period, Ts . Specif-

ically, from Nyquist theorem [20], if W hertz is the available bandwidth, complex symbols

can be spaced 1/W seconds apart.

In the next stage of carrier modulation, the low-pass signal is up-converted to a higher

frequency, fc , referred to as the carrier frequency. The carrier frequency and its correspond-

ing wavelength, denoted as λ, are linked by the equation fc = c/λ, where c = 3× 108m/s

represents the speed of light. The real and imaginary components of the baseband signal

can be simultaneously modulated using various modulation techniques, including Ampli-
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tude Shift Keying (ASK), Phase Shift Keying (PSK), and Quadrature Amplitude Modulation

(QAM) [21].

ASK modulates the amplitude of the carrier signal to represent digital data. PSK, on the

other hand, modulates the phase of the carrier signal to convey information, typically using

different phase angles for each symbol. QAM combines both amplitude and phase modula-

tion. It represents symbols on a complex plane, with amplitude dictating the distance from

the origin and phase indicating the angle. Different QAM constellations, such as 16-QAM

or 64-QAM, offer varying levels of spectral efficiency and noise resilience.

Mathematically, when performing quadrature modulation, the real part of xb(t ) is mul-

tiplied by cos(2π fc t ), and the imaginary part is multiplied by −sin(2π fc t ). The transmitted

passband signal, denoted as xp (t ), is the sum of these two products:

xp (t ) =ℜ(xb(t ))cos(2π fc t )−ℑ(xb(t ))sin(2π fc t ) (2.48)

Note that the passband signal is real-valued because it is the summation of two real-valued

components. By Euler’s formula, the passband signal can be alternatively written as

xp (t ) =ℜ
(
xb(t )e j 2π fc t

)
. (2.49)

2.3.1.2 The physical medium

The passband signal travels through the wireless medium in the form of electromagnetic

(EM) energy and it is subject to attenuation, diffraction, reflection, and refraction [22, Ch. 2].

As a result, the signal reaches the receiver through different paths. The received signal yp (t )

is the aggregation of multiple attenuated and delayed copies of the transmitted signal xp (t )

and additive noise:

yp (t ) =
L∑

l=1
αl (t )sp (t −τl (t ))+n(t ) (2.50)

In this equation, τl andαl represent the delay and attenuation associated with the l th signal

path, respectively. The parameter L denotes the total number of significant paths.

The root mean square (rms) delay spread, denoted as τr ms , is the most common metric

to quantify the delay spread of a multipath signal. It is defined as [23]:

τrms =
√√√√∑L

l=1 (tl − tα)2α2
l (t )∑L

l=1α
2
l (t )

, (2.51)
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where τα represents the time for half the power to arrive:

τa =
√√√√∑L

l=1τlα
2
l (t )∑L

l=1α
2
l (t )

. (2.52)

The correspondence of the delay spread with the frequency domain is the concept of

coherence bandwidth, Bc . This parameter represents the bandwidth over which the chan-

nel is considered flat, implying that the channel’s influence on the transmitted signal re-

mains relatively constant across the bandwidth of the signal. Often the coherence band-

width is calculated as Bc = 1/(6τrms), although definitions may vary depending on the ge-

ometric environment under study. In all instances, the coherence bandwidth is inversely

related to the delay spread.

Of particular interest in this thesis is the concept of narrowband communications, char-

acterised by the condition where the bandwidth of the signal is far less than the coherence

bandwidth. For narrowband communication, the equation (2.50) can be simplified as fol-

lows:

yp (t ) =
L∑

l=1
αl (t )xp (t )+n(t ). (2.53)

2.3.1.3 At the receiver

The receive (rx) antenna is ‘tuned’ in the carrier frequency fc and receives signal yb(t ).

Note that even though the passband signal is real, it may contain complex information. We

encounter the case of QAM. Referring to (2.49), the transmitted signal xp (t ) is linked with

its baseband equivalent, xb(t ), as xp (t ) =ℜ(
xb(t )e j 2π fc t

)
. Substituting the latter into (2.53),

the received signal takes the form:

yp (t ) =ℜ
(∑

l
αl (t )e− jφl (t )xb(t )+n′(t )

)
, (2.54)

whereφl (t ) = 2π fcτl (t ) and n′(t ) = n(t )e2π fc t . To obtain the baseband (complex) signal,

denoted as yb(t ), the received signal is down-converted to attain [12, Ch. 2]:

yb(t ) = yp (t )e2π fc t =
L∑

l=1
al (t )e− jφl (t )xb(t )+n′(t ) (2.55)

The summation term is perceived as a single complex number by the receiver which is

referred to as the channel coefficient:

h(t ) :=
L∑

l=1
al (t )e− jφl (t ). (2.56)
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Definition 2.23. The received baseband continuous channel of (2.53) in a narrowband

communication system is

yb(t ) = h(t )xb(t )+n′(t ). (2.57)

2.3.2 On the Statistics of the Channel Coefficient

The channel coefficient h[i ] captures the phenomena of fading. Two types of fading exist,

namely large-scale and small-scale fading. Large-scale fading varies slowly as it represents

the average power attenuation of the signal due to motion over extensive distances [22]3.

In contrast, small-scale fading refers to the rapid fluctuations in signal strength that occur

over short distances or time intervals.

The two significant contributors to large-scale fading are shadowing and path loss. Shad-

owing occurs when obstacles, such as buildings, hills, or large objects, obstruct the direct

path between the transmitter and receiver. This obstruction leads to a sustained decrease

in signal strength, creating shadow regions with weaker signals. Path loss refers to the re-

duction in signal strength as it traverses free space or encounters obstacles. Contributing

to overall signal attenuation, path loss results in a gradual decrease in signal strength with

increasing distance.

Small-scale fading refers to the rapid fluctuations in signal strength that occur over

short distances or time intervals. It is characterised by variations in both signal amplitude

(power) and phase. Small-scale fading is caused by the interference of multipath compo-

nents. Moving from constructive interference to destructive interference of two multipath

components only requires a small change in the length of one of the paths (e.g., of the order

of a wavelength). Hence, even a small movement may result in a significant change in the

strength of the received signal. Small-scale fading is a facilitator of physical layer security,

as will be studied in later sections. The channel coefficient will be considered a wide-sense

stationary random process, meaning that the mean and auto-correlation of the random

variable h[i ] are fixed for all i .

Definition 2.24. The fading channel in its discrete format is given by

y[i ] = h[i ]x[i ]+n[i ], (2.58)

where n[i ] ∼ C N (0,σ2
N ) is the noise term that changes independently from one channel

use to the other. Channel coefficients h[i ] := h(i /W ), i = 1,2, . . . are identically distributed

over some probability distribution with auto-correlation function Rhh .
3The specific range of large distances depends on the carrier frequency, spanning from a few meters to

several thousand meters.
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Note that (2.58) is the discrete equivalent of (2.57). Since h[i ] is a complex number, it

changes symbol x[i ] in two ways; the amplitude of symbol x[i ] is attenuated by factor |h[i ]|,
whereas the phase of the symbol has been shifted by ∠h[i ].

Definition 2.25. The coherence time of the channel, denoted by Tc , is defined as the small-

est value i > 0 for which auto correlation function Rhh[i ] := E
(
h∗[i ]h[i + j ]

)
differs signifi-

cantly from Rhh[0].

The word ‘significantly’ will not be specified further. It will be assumed that channel

coefficients h[i ],h[i + j ] are independent random variables as long as the time difference

of h[i ] and h[i + j ] significantly exceed the channel’s coherence time, Tc . A further simpli-

fication to ease analysis is the assumption of a block-fading channel.

Definition 2.26. Let the sequence of transmitted symbols be partitioned in blocks of size

n such that the j th block, X [n], is an array of n symbols: X j =
[
x[ j ], x[ j +1], . . . x[ j +n]

]
.

A channel is said to be block-fading when the channel coefficient changes independently

from one block to the other. i.e. when the output is also partitioned in blocks such that

Y j = h[ j ]X [ j ]+N j , then h j ∈C is a i.i.d. random variable of some distribution.

A good fit for (small-scale) fading in a rich scattering environment is the Rayleigh chan-

nel model.

Definition 2.27. When the channel coefficient in equation (2.58) follows a circular sym-

metric Gaussian distribution, denoted as h ∼C N (0,σ2), the fading is said to be Rayleigh. In

this case both the real and imaginary parts of h are i.i.d., each following the normal distri-

bution N (0,1/2).

Since the channel coefficient of a Rayleigh channel is circular symmetric, its amplitude

|h| is Rayleigh distributed. The p.d.f. of the Rayleigh distributed |h| is given by

f (|h|;σ) = |h|
σ2

e−|h|2/2σ2
. (2.59)

It is reminded from remark 2.5 that the phase of the channel coefficient h is independent

of the amplitude |h| and is uniformly distributed in [0,2π). By denoting φ :=∠h, then

f (φ) = 1/2π. (2.60)

Statistically, a complex circular symmetric random variable h arises from a sufficiently

large number of independent random variables (multipath components). For a finite num-

ber of paths, the complex gains need to be of similar amplitude in order for a Rayleigh

channel to be a good fit for the resulting channel coefficient.
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2.3.2.1 Channel State Information

Channel State Information (CSI) is a term commonly used in PLS in combination with the

words perfect knowledge or statistical knowledge. For the case of narrowband communica-

tions, perfect knowledge of CSI, or simply CSI, means knowledge of the channel coefficient

h[i ] ∈ C , for all i . Therefore, for every symbol transmission, the phase shift and attenua-

tion resulted from the wireless channel are known. Statistical knowledge of CSI refers to

having some knowledge of the statistics of the random variable h[i ], such as its p.d.f. or its

covariance matrix.

When two nodes, A and B , communicate over a wireless channel using the same carrier

frequency, the channel from A to B, hAB [i ], and the channel from B to A, hB A are identical,

i.e. hAB = hB A; a property that is referred to as channel reciprocity. This holds true because

the signal travels through the same paths from A to B and from B to A. Given that the fre-

quency is the same, the identical paths will result in the same attenuation and phase shift.

Pilot-based channel training is the most common method for acquiring CSI in the field

of physical layer security. To acquire CSI at node A with pilot-based channel training, node

B sends a pilot sequence. Also known as training sequence, a pilot sequence is a sequence

of known symbols p[1], p[2], . . . , p[k]. Node A receives y[i ] = h[i ]p[i ]+n[i ], where n[i ] ∼
C N (0,σ2

n) is the noise term, and compares it with p[i ]. Assuming that the channel varies

much slower than the symbol period 1/W , the channel coefficients h[i ] can be thought

identical for i = 1, . . . ,k.

To eliminate the noise term n(t ), various channel estimation techniques exist with max-

imum likelihood estimation and minimum mean square error [24] being the most widely

used. The former is the simplest method and is preferred for point-to-point networks.

2.3.3 Spatial correlation and multipath fading

In a multipath environment, a transmitting signal follows many paths before it reaches the

receiver(s). Each multipath component is associated with a complex number Ai ∈ C, that

we shall refer to as complex path gain with phase ∠Ai and amplitude |Ai |.
When two receivers with a uniform gain pattern are sufficiently close to one another,

they observe

ρ(u) = A1(u)A∗
2 (u)

|A1(u)||A2(u)| , (2.61)

where (·)∗ is the complex conjugate, and operator | · | is the amplitude of the enclosed com-

plex number. Averaging over all complex path gains, we attain the spatial channel correla-

tion between two receivers. In practical scenarios where the exact geometry of the environ-
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ment is not known, statistical models are used instead, in which case the spatial channel

correlation is the statistical expectation of the path correlation

R := E
(
ρ(u)

)
, (2.62)

which has been studied for several statistical models [25–28].

The spatial correlation is often referred to as Angle-of-Arrival (AoA)-statistics since it

depends on the distribution of the unit vector u ∈ S. Vector u is often expressed in spherical

coordinates (1,α,β), where α is the polar angle and β is the azimuthal angle. The term AoA

refers to the pair (α,β).

Although our scheme can be applied to any multipath channel model, for reasons of

exposition we focus on Rayleigh channels, for which the spatial correlation takes a closed

form. We remind the reader that a Rayleigh (fading) channel is a rich-scattering channel for

which:

• the phases ∠A(u) are uniformly distributed across [0,2π] and are independent for

different u ∈ S;

• the amplitudes |A(u)| are identically and independently distributed for different u ∈
S.

The summation of all complex path gains as observed at the receiver results in a Rayleigh

channel coefficient (or Rayleigh channel for brevity), h, the phase of which is also uniformly

distributed, whereas its amplitude is a Rayleigh distributed random variable [12].

Let d be the distance between the tag and the reader, and let λ be the wavelength of the

carrier frequency. If the unit sphere, S, lives in the three-dimensional (3D) space, the spatial

correlation can be expressed as a function of the distance [29]:

R = sinc

(
2πd

λ

)
(3D Rayleigh), (2.63)

where sinc(x) = sin(x)/x, when x ̸= 0, and sinc(0) = 1. Such a model can be a good fit for

indoor environments in which the ceiling and the floor act as good reflectors creating a 3D

diffuse field. Eq. (2.63) is the basis of the rule-of-thumb stating that the channel decorre-

lates in half a wavelength.

The second most common geometry model restricts the AoA in one plane and the

sphere S lives in the two-dimensional (2D) space. It is usually applied for rural environ-

ments, or when the antennas are vertically orientated and receive in the azimuthal plane.

In this case, the spatial correlation can be expressed as [30]:

R = J0

(
2πd

λ

)
(2D Rayleigh), (2.64)
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Figure 2.5: Spatial correlation against the distance normalised to the wavelength.

where J0 is the zeroth-order Bessel function of the first kind [30]. This formula (2.64) is pop-

ular because it gives a good approximation for 3D diffuse fields as long as one of the spher-

ical angles (e.g. the polar angle) takes values from a limited range [25]. Figure 2.5 plots the

spatial correlation against the distance for two channel models. It can be seen that the first

zero correlation for the 2D case occurs at 0.38 wavelengths, which translates to approxi-

mately 12 cm when the carrier frequency is 915 MHz. Observe that the spatial correlation

is an oscillating function of distance.
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3
LITERATURE REVIEW

In the last few decades Physical Layer Security (PLS) has developed into a multi-disciplinary

field that captures a wide range of techniques and security purposes. Techniques based on

Wyner’s work on secrecy coding for confidentiality are classified as keyless PLS, whereas

Maurer’s work on physical layer key generation (PLKG) has given rise to key-based PLS that

aims to solve the key distribution problem. In recent years, the physical layer is also ex-

ploited for authentication purposes by exploiting not only the physical medium but also

the unique Radio-Frequency (RF) characteristics associated with the hardware of a device.

This chapter presents the advances, challenges and limitations of keyless PLS, key-based

PLS, as well as Physical Layer Authentication (PLA) techniques specific to short-range com-

munication systems.

Keywords: secrecy coding, secrecy capacity, physical layer key generation, secret key generation,

short-range communications, distance fraud.

3.1 Keyless PLS for confidentiality

In 1975, Wyner [9, 1975] introduced an approach for securing communications without the

need for cryptographic keys. He proved that, with appropriate coding, noisy channels can

be exploited to ‘hide’ messages from unintended receivers. This realisation gave birth to

PLS.
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Figure 3.1: The wiretap channel as introduced by Wyner

3.1.1 The wiretap channel

This section defines the wiretap channel, its metrics, and traces its evolution. While Wyner’s

wiretap channel model laid the groundwork for physical layer security and perfect secrecy,

it encounters limitations in wireless communications where eavesdroppers may have bet-

ter signal quality than intended recipients. This chapter explores the evolution of practical

channel models up to the current date of the thesis.

3.1.1.1 Wyner’s wiretap channel

Definition 3.1. A three-node discrete wiretap channel (X ,Y ,Z ,PY |X ,PZ |Y ) is the cascade

of two discrete memoryless channels (X ,Y ,PY |X ) and (Y ,Z ,PZ |Y ) (figure 3.1), which are

referred to as the main channel and the wiretap channel, respectively. The main channel is

the channel between the transmitter (Alice) and the intended receiver (Bob), whereas the

wiretap channel is the channel between the transmitter and the unintended receiver (Eve).

Remark 3.1. By clash of definitions, the phrase ‘wiretap channel’ may refer to the three-node

channel model or the eavesdropper’s channel in the literature. To avoid confusion, this thesis

will refer to the former as the ‘three-node wiretap channel’, whereas ‘wiretap channel’ will

refer to the eavesdropper’s channel.

Observe that the output, Yi , of the main channel, is also the input of the wiretap chan-

nel. Conditioned on Yi , variables Xi and Zi are independent, or in statistical terminology,

variables Xi , Yi , and Zi form a Markov chain. In this case, the wiretap channel is said to be

a degraded version of the main channel. This is because codeword X ‘passes through’ two

channels before reaching the eavesdropper.
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Wyner showed [9] that when Eve has a degraded channel, perfect secrecy (see def. 2.21)

can be achieved without the use of secret keys. Randomisation among multiple codewords

is the key property of secrecy coding and the main difference from the error-correcting

codes that solely aim for reliability [31, Ch. 1]. Randomisation is added in order to confuse

the eavesdropper, thereby achieving confidentiality.

Recall that the channel capacity in Shannon’s channel model is defined as the maxi-

mum rate at which information can be transmitted reliably (see sec. 2.1.4). For the trans-

mission of confidential information, we need to achieve reliability as well as secrecy.

Definition 3.2. Let plaintext W be mapped to a codeword of n symbols after secrecy cod-

ing, i.e. a coding scheme that achieves both reliability and secrecy. The secrecy rate, Rs , is

defined as

Rs = H(W )

n
. (3.1)

The maximum achievable secrecy rate, denoted by Cs , is called secrecy capacity.

Theorem 3.1. The secrecy capacity of the discrete wiretap channel (X ,Y ,Z ,PY |X ,PZ |Y ) is

C DWC
s = max

PX
[I (X ;Y )− I (X ; Z )], (3.2)

where the maximisation is over all possible probability distributions of codeword X .

As long as Eve has a noisy channel, the difference I (X ;Y )− I (X ; Z ) is positive due to

the nature of cascaded channels. I.e, variable Z contains less information than Y about

X , or equivalently, X −Y − Z forms a Markov chain. Exempting the trivial case of a noise-

less eavesdropper, the difference I (X ;Y )− I (X ; Z ), and subsequently the secrecy capacity

is (strictly) positive. The difference in the mutual information is referred to as the secrecy

gap.

Designing a code that achieves both reliability and perfect secrecy is a hard problem, so,

Wyner relaxed the requirement of perfect secrecy to strong secrecy, and weak secrecy. Weak

secrecy requires the information leaked per symbol to be asymptotically zero, whereas,

with strong secrecy, the total leaked information (per codeword) is asymptotically zero.

Definition 3.3. (Weak secrecy) A system is said to achieve weak secrecy if

lim
n→∞

1

n
(I (W k ; Z n)) = 0 (3.3)

Definition 3.4. (Strong secrecy) A system is said to achieve strong secrecy if

lim
n→∞(I (W k ; Z n)) = 0 (3.4)

The difference between weak secrecy and strong secrecy is that the latter requires the

total leaked information to be asymptotically zero.
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Figure 3.2: The generic wiretap channel as introduced by Csiszár and Körner.

3.1.1.2 The generic wiretap channel

Cascaded channels can be found in wired communications but not so often in wireless

communications. Due to the broadcast nature of wireless communications, when Alice

transmits Xi , both Bob and Eve will, most likely, observe two different noisy copies of Xi . To

better match the characteristics of wireless networks, Csiszár and Körner [32] generalised

Wyner’s model to include non-degraded wiretap channels (figure 3.2), i.e. the case when

Xi −Yi −Zi does not necessarily form a Markov chain.

Definition 3.5. The generic wiretap model, (X ,Y ,Z ,PY |X ,PZ |X ) comprises two discrete

memoryless channels (X ,Y ,PY |X ) (main channel) and (X ,Z ,PZ |X ) (wiretap channel).

Theorem 3.2. The secrecy capacity of the generic discrete wiretap channel is given by

CGDW C
s = max

PV ,X
[I (V ;Y )− I (V ; Z )] (3.5)

where the maximisation is over the probability distributions PV ,X such that V − X − (Y , Z )

form a Markov chain, i.e. variables V and (Y , Z ) are independent conditioned on X .

Variable V is called channel prefixing and introduces Artificial Noise (AN) in the system.

The purpose of artificial noise is the degradation of the wiretap channel (the eavesdropper’s

channel). Only when the secrecy gap is positive (I (V , X )− I (V , Z ) > 0), the secrecy capacity

is also positive.

3.1.1.3 Continuous Wiretap channels

The Gaussian wiretap Channel S. Leung [33] extended Wyner’s results for the discrete

memoryless channel to the Gaussian Wiretap channel.
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Definition 3.6. A three-node Additive White Gaussian Noise (AWGN) wiretap channel com-

prises two AWGN channels for which the output symbols are given by:

Yi = hB Xi +NB ,i (3.6)

Zi = hE Xi +NE ,i , (3.7)

where hB ,hB ∈C , and NB ,i ∼C N (0,σ2
nB

), NE ,i ∼C N (0,σ2
nE

) are independentally and iden-

tically distributed (i.i.d.) complex Gaussian additive noise.

Theorem 3.3. The channel capacity of the AWGN wiretap channel with power restriction P

(as per equation (2.43)) is given by

CS := I (X ;Y )− I (X ; Z ) = log

(
1+ P |hB |2

σ2
nB

)
− log

(
1+ P |hE |2

σ2
nE

)
. (3.8)

The proof of theorem 3.3 is similar to the proof provided in [33]. The only difference

is that real signals are considered in [33] which results in a 50% reduction in the secrecy

capacity.

Remark 3.2. For the case of a Gaussian channel, the requirement of a positive secrecy gap is

equivalent to |hB |2
σ2

nB

> |hE |2
σ2

nE

.

The fading wiretap channel In Leung’s channel model [33], multiplicative gains hB and

hE remained constant throughout the transmission of the (discrete) signal {Xi , i ∈ [n]}. If

the change during the transmission of the discrete signal {Xi , i ∈ [n]}, the channel is char-

acterised as a fading channel.

Definition 3.7. A three-node fading wiretap channel comprises two channels for which the

output symbols are given by:

Yi = hB ,i Xi +NB ,i (3.9)

Zi = hE ,i Xi +NE ,i , (3.10)

where hB ,i ∈C, hE ,i ∈C, and the noise terms are defined as in 3.11.

If hB ,i and hE ,i are independent realisations of random variables hB ∼ fB and hE ∼ fE

of some distribution functions fB and fE , the channel model is further characterised as

ergodic.

It took more than two decades for extending the results for the Gaussian wiretap chan-

nel to the fading channel. With the introduction of multiple antenna systems at the begin-

ning of the 21st century, independent research publications [34–38] gave fruitful insights

into physical layer security over fading channels.
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Theorem 3.4. The secrecy capacity of the ergodic fading wiretap channel with power restric-

tion P (as per equation (2.43)) is given by

CS = max
E A[γ≤P ]

E A

(
log

(
1+ P |hB |2

σ2
nB

)
− log

(
1+ P |hE |2

σ2
nE

))
, (3.11)

where E A is the expectation taken over the set A := {(hB ,hE ) : |hB |2
σ2

B
> |hE |2

σ2
E

}. The maximi-

sation is over the power allocation, γ, such that the power constraint is satisfied.

Theorem 3.4 can be found in [37] for the case of real signals. Because of the relation

between the entropy of a real and a complex random variable (r.v.) (see definition 2.10)),

substituting H(X ) = 1 with H(X ) = 2 (similarly for H(Y )) gives the proof for the complex

case.

To achieve a positive secrecy capacity or even a positive secrecy rate, global Channel

State Information (CSI) is required at the transmitter. That is, Alice needs to know the chan-

nel quality of both the legitimate channel and the wiretap channel in all instances, i.e. all

realisations of random variables hB and hE [37]. In practice, it is difficult to attain global

CSI [31, 39]; The eavesdropper does not wish to reveal any information to Alice and re-

mains silent. Without any transmissions from the eavesdroppers, Alice cannot track the

realisations of random variable hE .

To address the limitation imposed by the requirement of a positive secrecy gap, chap-

ter 5 leverages concepts of keyless physical layer security without necessitating global CSI.

This approach assumes that the eavesdropper can be mobile, and her signal quality can

vary with her location. It introduces the method of secret splitting, which eliminates lo-

cations where the eavesdropper can gain useful information about the confidential data,

even when equipped with multiple antennas.

3.1.2 Secrecy coding techniques

To give an insight into secrecy coding, we give a simplistic example of a noiseless (main)

wiretap channel.

Example 3.1. Let Alice, Bob, and Eve form a three-node wiretap channel whereby Bob expe-

riences a noiseless channel, whereas Eve observes exactly two erasures in every codeword sent.

Alice’s message space is W = {00,01,10,11}. Her secrecy coding strategy maps each plaintext

to a set of codewords as follows:
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w1 = 00 →X1 = {0000,0101,1010,1111}

w2 = 01 →X2 = {0100,0001,1110,1011}

w3 = 10 →X3 = {1101,0010,0111,1000}

w4 = 11 →X4 = {1100,1001,0110,0011}

When Alice wants to communicate message wi to Bob, she randomly chooses a word

within the set Xi . Bob is able to decode the received message by simply looking at the code-

book. Even if Eve uses the same codebook, she gains no information by observing the received

word. For example, assume that Eve observes 11??. There are four possibilities of what Al-

ice could have sent: 1100, 1101, 1110, or 1111. According to section 2.2.1.1 perfect secrecy is

achieved since her uncertainty about the message sent is not reduced given her observations,

i.e. H(W |Y ) = H(W ).

The codebook in the above example has been generated using a technique [40] bor-

rowed from error-correction theory. For practical channels, the wiretap main channel is

noisy and perfect secrecy is hard to realise due to both reliability and secrecy considera-

tions. Strong secrecy and especially weak secrecy are somewhat easier to realise.

There is a large number of codes for secrecy that are constructed for the case of a dis-

crete wiretap channel. The most popular codes for discrete channels are low-density-parity-

check codes (LDPC) codes and polar codes [41]. With their classic work [42, 43], Rathi et al

construct LDPC codes that provide weak secrecy in the case of binary erasure channels.

For strong secrecy, LDPC seem to require a noiseless main channel [41, 44]. Strong secrecy

over noisy main channels can be provided by polar codes as described in [45–47]. How-

ever, LDPC typically have a lower encoding and/or decoding complexity when compared

to polar codes [48]

Over the past two decades, most research in secrecy coding emphasises continuous

wiretap channels. For the case of a Gaussian wiretap channel, lattice codes seem to be a

good fit and can achieve both weak secrecy [49] and strong secrecy [49–51]. Li et al [52]

have considered the case where the wiretap channel is Rayleigh distributed and the main

channel is Gaussian. Achievable secrecy rates have been derived for the cases of Gaussian

signalling and quadrature amplitude modulation. Belfiore et Oggier [53] have presented

a criterion of design of lattice codes for secrecy when used on parallel wiretap Rayleigh

channels. By parallel Rayleigh channels, it is meant that both the main channel and wiretap

channel are Rayleigh. Baldi et al [54] have proposed a coding scheme over parallel Rayleigh
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channels that maximises the secrecy rate subject to a constraint on the maximum outage

probability.

3.1.3 Secrecy Coding and Signalling processing

For many years after Wyner’s paper [9], the security community doubted the practicality

of (keyless) PLS due to the restricting requirement of a strictly positive secrecy gap (see

section 3.1.1.1) and, as a result, the industry had little or no interest in PLS. In the last

decade, PLS regained attention. Advancements in signalling processing and the employ-

ment of multiple-antenna systems can be used in a way that the secrecy gap is increased

[55, Chapter 17].

With beamforming for secrecy [55, Chapter 17], the quality of the legitimate channel

can be increased by exploiting spatial diversities and multiplexing gains, whereas the gen-

eration of AN can degrade the eavesdropper’s channel without affecting the legitimate re-

ceiver to the same degree [56]. AN is also known as jamming noise or controlled interfer-

ence in the literature. The aim is to increase the secrecy gap as much as possible in favour

of the intended receiver. Beamforming for secrecy requires systems with multiple antennae

or user cooperation [55, Chapter 17]. A classic work of secrecy beamforming can be found

in [57].

The use of AN was introduced by Goel and Negi in 2005 [58] and many AN-based schemes

have followed since. In [59], a closed-form expression was derived for the optimal power al-

location over the information-bearing signal and the AN for the case of the Gaussian wire-

tap channel with multiple non-colluding eavesdroppers whose channels were unknown.

In [60] cooperative jamming is exploited for achieving secrecy in downlink transmissions

in the Internet-of-Things (IoT) networks against multiple and non-colluding eavesdrop-

pers. A detailed survey on IoT and (keyless) PLS can be found in [61]. Security enhance-

ment through PLS in Wireless Information and Power Transfer networks are considered

in [62] and [63]. The former user cooperation for both jamming and relaying against a

single eavesdropper and one destination. Many researchers consider game theory as an

appropriate tool for solving problems associated with user cooperation in decentralised

networks [64, 65]. Lastly, a case study for secrecy beamforming for ultra-reliable and low-

latency communications in 5G and beyond is given in [66].

Many AN-based schemes are often based on the assumption of Gaussian-input sig-

nalling and they are not effective in current transmission schemes such as phase shift key-

ing and quadrature amplitude modulation [67, 68]. Moreover, the vast majority of secrecy

beamforming schemes require knowledge of the eavesdropper’s CSI (perfect, imperfect, or
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statistical CSI) [69]. Schemes that do not require the eavesdropper’s CSI exist but they are

limited to the case of a single-antenna eavesdropper [66]. A detailed overview of AN-based

schemes that examines theoretical and practical limitations can be found in [69].

3.2 Key-based PLS

In a key-based PLS scheme, the legitimate nodes aim to generate symmetric keys while

keeping the eavesdropper(s) ignorant. By passing the keys in the upper layers of the proto-

col stack, key-based security can enhance and complement traditional security by reducing

significantly the computational complexity of current cryptographic algorithms [44].

There are two models for key generation: the source model and the channel model [70,

Chapter 4]. The source model uses an external source of randomness and requires feedback

over a secure parallel channel. Mainly because of the requirement of a secure channel, key

generation for the source model seems to have little -if any- practical value and is omitted

from this thesis. For practical scenarios, the PLS community has focused on the channel

model that relies on channel reciprocity.

3.2.1 Channel-reciprocity based Physical Layer Key Generation

Channel-reciprocity-based PLKG aims to “capture” the inherited randomness existing in

the reciprocal channel between two nodes. Channel reciprocity is based on the fact that a

signal travelling from Alice to Bob takes the same route as when it travels from Bob to Alice

(see section 2.3.2.1). As long as the eavesdropper is not “too close” to a legitimate receiver,

she will experience uncorrelated multipath fading. i.e. the reciprocal channel between Alice

and Bob can be characterised as a unique source of common randomness.

The maximum key rate per channel realisation of a channel-reciprocity-based KG pro-

tocol is equal to I (ĥA; ĥB ), where ĥA and ĥB are the channels observed by Alice and Bob

respectively [71].

The next two subsections explain the four main stages of (channel-reciprocity-based)

key generation namely, channel probing, channel quantisation, key reconciliation, and pri-

vacy amplification [72], as illustrated in figure 3.3.
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Figure 3.3: Channel-reciprocity-based key generation protocols comprise four stages.
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3.2.1.1 Channel Probing

To perform channel-reciprocity-based key generation, the communicating parties, Alice

and Bob, are required to operate in Time Division Duplexing (TDD) mode 1 [73]. To launch

a key generation protocol Alice and Bob take turns sending a pilot signal and observing the

physical interactions of each other’s signal. As detailed in section 3.2.2, the most common

channel characteristic under observation is the Received Signal Strength (RSS). However,

when CSI measurements are available, they are preferred since they result in much higher

key rates.

Ideally, the pilot exchange is realised before any change in the channel such that the ob-

served channels are perfectly reciprocal. Most often, the channel probing phase comprises

multiple rounds of a pilot exchange. The time between two pilot exchanges determines the

probing rate. The time difference between the transmission of the pilots within a single

round is the time lag of the pilot exchange. In reality, the inability to exchange pilots simul-

taneously results in correlated rather than identical observations. The level of correlation

depends on how the time lag of the pilot exchange compares to the channel’s coherence

time. In a highly dynamic channel, the time lag cannot always be reduced below the chan-

nel’s coherence time due to hardware imperfections which leads to a low correlation and,

subsequently, to an increased key disagreement rate [74].

Whereas a long coherence time is beneficial for a low-key disagreement rate, it is disad-

vantageous for the key rate. To generate long keys of high entropy, the pilot exchanges need

to span multiple channel realisations that are independent. Hence, a static environment is

not desirable for key generation purposes.

3.2.1.2 Channel quantisation

After the channel probing phase, Alice and Bob proceed to the quantisation phase whereby

the extracted signals are converted to binary strings. This phase involves signalling pro-

cessing techniques that normalise the signal and quantise it according to a quantisation

scheme. Normalising the signal means extracting the small-scale fluctuations of the sig-

nal. Various techniques exist for normalisation such as the moving average technique and

“neighbouring window”. In scenarios where the correlation between Alice’s channel and

Bob’s channel is low, filtering mechanisms [75–77] may apply. Filtering mechanisms are ef-

fective in terms of reducing the number of mismatches but they can also reduce the entropy

of the key [78].

1The operating mode TDD can be found in many communication standards such as IEEE 802.11. and
LTE. Also, TDD mode is believed to be the number one candidate for 5G and beyond technologies
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After the signal has been filtered and/or normalised, it is sampled and quantised. To

ensure a high entropy on the quantised sequence, the sampling rate must be higher than

the channel’s coherence time. The level of a quantisation scheme typically varies in the

range of one to four. An m-level quantisation scheme results in m bits per sample. The

higher the level of the quantisation scheme is, the more the key rate increases. However, a

high-level quantisation scheme reduces the entropy of the resulting keys and increases the

key disagreement rate [73, 79].

3.2.1.3 Key reconciliation

After quantisation, Alice and Bob test whether their sequences are identical by sending a

hash function, i.e. a message digest. If not, the binary sequences need to be reconciled

before they can serve as two symmetric keys. There are two types of techniques used for

reconciling the keys. Error Detection Coding (EDC)-based techniques such as Cascade and

Winnow [80] borrow methods learnt from the communication theory, whereas Error Cor-

rection Coding (ECC)-based techniques such as LDPC, Bose–Chaudhuri–Hocquenghem

(BCH), and turbo codes [81] use concepts from quantum cryptography. Techniques of the

first type typically detect and discard the bit mismatches, whereas ECC-based techniques

correct the bit mismatches.

When the number of keybits subject to reconciliation is high, EDC-based approaches

require testing a significant amount of permutations which may not be viable in low-memory

and/or low-power devices [82]. The advantage of EDC techniques is that they leak less in-

formation about the key in comparison to Error Correction Coding (ECC) [80]. However,

even with an EDC approach, the information leakage increases dramatically as the num-

ber of bit mismatches increases [78]. For example, with Cascade [73] - the most popular

EDC-based technique – a 1% bit mismatch between the channel sequences leaks 10% of

the key, whereas a 10% bit mismatch exposes approximately 60% of the key. The table be-

low provides a high-level characterisation of the two approaches.

Approach Comm.Overhead Complexity Leakage
EDC-based [73, 80] High Low Low
ECC-based [73, 81] Low High High

Table 3.1: A high-level comparison between EDC-based approaches and ECC-based ap-
proaches for key reconciliation.
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3.2.1.4 Privacy amplification

Quantising the leaked information during the reconciliation phase is essential for restor-

ing the unpredictability of the key. After reconciliation, privacy amplification follows that

outputs a shorter, and, ideally unpredictable key [83]. The precise quantification of the

leaked information towards an eavesdropper(s) may not be practically feasible [79], and as

such, deciding on the compression ratio for the key may not be an easy task. According to

Calver’s estimations [84] when the Cascade algorithm is used to reconcile two sequences

that disagree at a rate of 1%, approximately 10% of the key bits need to be “dropped” dur-

ing the privacy amplification phase. The number of exposed bits rises dramatically as the

bit-mismatch rate increases. For example, with a 10% bit mismatch, 57% ∼ 63% of the

reconciled sequence is exposed and needs to be discarded in order to result in a secure

key [84, 85].

3.2.2 Test-bed experimentation

In the classic work [86], multiple-antenna diversity is exploited for key generation between

two parties in the presence of multiple eavesdroppers. Tests were conducted using off-the-

shelf 802.11n equipment which resulted in high secrecy rates in both indoor and outdoor

environments. In [85] and [87], RSS values were measured from multiple devices in order

to generate a shared key collectively. Using multiple nodes for key extraction increases the

secrecy rate even if the nodes are considered ‘untrusted’ [88]. A dynamic key generation

scheme based on a proportional integral derivative controller was proposed in [89] accord-

ing to which the probing rate was “tuned” to the channel conditions. For example, when

the channel’s coherence time was long, the probing rate decreased.

When the channel between transceivers varies slowly, there is not much randomness

to be extracted, and as a result, the key generation suffers from slow rates which are often

insufficient. With their channel being additional sources of randomness, relay nodes are

employed in [83, 90, 91] to improve the secrecy rates. It was proven in [92] that the multi-

plexing gain of KG increases linearly as the number of relay nodes increases. KG is possible

even if the relay nodes are “untrusted”, but the key rate is higher when “ trusted” relay nodes

are employed. A jamming technique was used in [93] as a tool to change the measured val-

ues of the channel states between two users, thus increasing the secrecy key rate. A secure

channel between the jammer and the transmitter was required.

A growing interest has been observed for key generation in wireless low-resource de-

vices and especially for health-monitoring devices [94]. Authors in [85] considered reduc-

43



CHAPTER 3. LITERATURE REVIEW

ing the reconciliation cost in body-worn devices. If the keys needed to be refreshed every

hour their scheme was successful 93.5% of the time. Authors in [83] and [90] have pro-

posed two KG schemes applicable in wireless sensor networks for the Internet-of-Things,

whereas [91] specialises in wireless body area networks.

RSS-based KG is not optimal as it limits the secrecy key rate to one symbol per packet at

most. However, it is widely used due to its easy access, i.e. it is available in most off-the-shelf

wireless devices. In their work [95], H. Liu et al compared the RSS-based and CSI-based key

generation by implementing a key generation scheme based on LDPC coding. They showed

that the key rate is much higher when CSI is used. Implementation of CSI-based key gen-

eration can also be found in [96], whereby the proposed scheme is analysed in terms of

entropy, key disagreement rate, and secrecy key rate. As expected, the mobile scenario was

more beneficial than the static one. Experimental results in [95] also showed a remarkable

difference in key rates of RSS and CSI methods. By measuring the CSI from Orthogonal

Frequency-Division Multiplexing (OFDM) subcarriers, they achieved a 90bit/packet key

rate in comparison to the 4bit/packet key rate achieved by previous RSS-based schemes.

3.3 Authentication attacks in Short-Range Systems

Figure 3.4: Number of search results on Google News over the years. Search string: “replay
attacks” OR “relay attacks”. Command “before:” followed by a specific date was added to
the search string to specify the year.

Short-range radio is a key technology that plays a key role in modern life. Personal area

networks, body area networks, contactless payments, and keyless entry systems are used

daily by many individuals around the globe. Along with the growing trend of short-range
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communications comes a dramatic increase in fraud. Figure 3.4 reflects the level of con-

cern in society about two types of impersonation attacks, namely relay attacks and replay

attacks. The peak value in the current year (2022) raises questions about the effectiveness

of current countermeasures and necessitates attention.

This section begins by giving a brief subscription of short-range communication sys-

tems, followed by definitions of the most common attacks targetting these systems. The

third part highlights the vulnerabilities of current countermeasures and reviews potential

solutions.

3.3.1 Characteristics of Short-Range technology

By definition, a short-range communication system provides wireless connectivity within

a local sphere of interaction [97]. There is no strict definition that limits the communi-

cation range. We, however, refer to short-range as any system that is limited to an op-

erating distance from a few millimetres to a few tens of meters. Short-range systems are

mainly designed for low-power and low-cost devices. Transceivers are typically charac-

terised by a simple construction with built-in omnidirectional antennas [97]. The RF trans-

mit power typically ranges from a few microwatts to 100 milliwatts. Representative exam-

ples of short-range systems are wireless personal networks, wireless body area networks,

Radio Frequency Identification (RFID), and Near Field Communication (NFC) .
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3.3.1.1 RFID and NFC

RFID technology can be thought of as the successor of barcodes that are used in supply-

chain management. In contrast to barcodes, RFID does not require a line-of-sight link.

RFID involves many different technologies based on LF, HF, or UHF spectrum [98]. Depend-

ing on the operating frequency and the power consumption, the communication range of

RFID systems can be a few centimetres to approximately to tens of meters [99]. Table 1 lists

some representative applications and their communication range.

An RFID system comprises a transponder (or tag), an interrogator (or reader), and a host

computer or back-end database. A tag is a small, cheap, and simple device that is used for

identification purposes [100]. Tags can be classified as passive or active. Passive tags trans-

mit their data using the energy provided by the reader through a technique called backscat-

tering modulation [101]. On the other hand, active tags use their own local power for signal

transmission. Folded dipoles are a standard solution in RFID systems for minimising size

whilst keeping an omnidirectional gain pattern [99].

Commonly found in contactless payments, NFC is a special case of HF RFID. Stan-

dardised by ISO 14443, NFC tags are passive with printed coiled antennas that operate

in the HF region (13.56MHz). Magnetic mutual coupling -a special case of backscattering

modulation- facilitates NFC data exchange within a few centimetres of distance. (<10cm)[99].

LF HF UHF Active
Frequency 125-134.2KHz 13.5 MHz 850-960MHz 100KHz-2.45GHz

Range 0.2-2m < 1m (10cm for NFC) up to 3m up to 100m
Application animal contactless access tracking

tracking payments control military assets

Table 3.2: RFID technology, operating frequency, communication range, and representative
applications.

3.3.1.2 Wireless Personal Networks and Body Area Networks

A wireless Personal Area Network (PAN) is an interconnection of personal devices such as

earphones, smartphones, and personal computers. The 802.15 family specifies PAN stan-

dards, the most common of which are Bluetooth, Bluetooth Low Energy (BLE), and Zigbee.

Most PANs operate in the 2.4GHz band, and the transmission power is typically between

a couple of milliwatts to 100mW. The typical communication range for Bluetooth applica-

tions is 10m, and longer distances can be achieved through BLE and Zigbee [97, 99]. BLE

and Zigbee are specifically designed for low data rates and are a good fit for smart home
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automation, smart energy, and proximity sensing [102]. Bluetooth is used for applications

that require continuous data transmission over long periods, such as sending the audio in-

formation of a video call to a wireless headset. Most modern mobile phones are equipped

with Bluetooth and BLE, enabling entertainment and healthcare applications.

A Body Area Network (BAN) is a relatively new research area that aims to realise real-

time health monitoring [103], Telemedicine [104], and M-Health [105]. In BANs, sensor de-

vices are implanted or fixed on the surface of the body to monitor physiological changes

such as changes in the heart rate or stress hormone levels. For practical reasons, these

sensor devices need to be as small as possible, and they have severe memory and power

constraints. Health-monitoring information needs to be highly confidential and reach the

recipient (e.g. the hospital) in real-time, no matter the patient’s location. As such, BANs are

required to be highly reliable and secure.

3.3.2 Authentication Attacks/Distance Fraud

As the name implies, authentication attacks target the authentication phase of a commu-

nication system between two devices. The verifying device is referred to as the verifier,

whereas the prover is the device that needs to prove its legitimacy. For example, in a door-

access control system, the prover is a key-fob, and the verifier is a device placed by the door.

In contactless payments (figure 3.5), the prover and verifier are the smartphone/ EMV card

and the point-of-sale device, respectively. The verifier challenges the prover to send au-

thentication credentials such as an encrypted identification number. When the verifier re-

ceives a valid response, it assumes that a genuine device is nearby and grants access to a

service.

3.3.2.1 Mafia Fraud

Mafia Fraud [106] is a type of distance fraud whereby an adversary deceives the verifier

into believing that a legitimate prover is closer than it is in reality; The adversary captures,

amplifies and re-transmits the signals sent from the verifier to the prover and vice versa.

The adversary does not need to know the shared secret or be able to decode the messages

sent; it simply forwards the messages from the verifier to the prover and vice versa. The two

legitimate entities believe that they communicate directly when, in fact, they are far away

from each other. Two attack nodes often launch a Mafia Fraud attack in order to increase

the distance over which the attack can be successful. One attack node relays the challenges

sent by the verifier, whereas the second node relays the responses of the prover as shown in
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Figure 3.6: A Mafia Fraud attack with two adversary nodes.

figure 3.6. Mafia Fraud is commonly known as a relay attack. We use the term relay attack

to refer to both Mafia Fraud and Terrorist Fraud.

3.3.2.2 Replay attack

A popular variant of Mafia Fraud is a replay attack. Mafia Fraud and replay attacks account

for the vast majority of car-crime [107] and the two attacks are often perceived to have the

same meaning in articles that address the public [108, 109]. Both attacks are impersonation

attacks that involve the re-transmission difference. In academic literature, a replay attack

is not a real-time attack, i.e. it is not launched during the data extraction. In a replay attack,

the adversary retransmits the response that was captured during a previous authentication

process between the verifier and the legitimate receiver [110]. Some types of replay attacks

modify the message before re-transmission [111].

3.3.2.3 A dishonest prover

Solo Distance Fraud and Terrorist Fraud are two types of distance fraud attacks that involve

a dishonest prover. In previous attacks, both the prover and the verifier were unaware of

the attack. If a prover with authentication credentials attempts to ‘lie’ about its distance

from the verifier, the prover is called dishonest.

Solo Distance Fraud In a Solo Distance Fraud, a remote dishonest prover convinces the

verifier that it is in close proximity [106]. For example, a remote prover increases the trans-

mit power beyond the standard levels so that its distance appears to be shorter; The verifier

falsely believes that the prover is within the standard communication range.
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Figure 3.7: In a Terrorist Fraud attack, remote Bob cooperates with a local adversary.

Terrorist Fraud If a dishonest remote prover cooperates with an external adversary that

is positioned close to the verifier, the distance fraud is known as Terrorist Fraud [106] (see

figure 3.7). The cooperation does not involve sharing the long-term key with the external

node; If the prover shared the long-term key, it would lose control over its own impersonation[112].

Similarly to Mafia Fraud, the Terrorist Fraud attack is a type of relay attack.

3.3.3 Current solutions and limitations

Whereas replay attacks can be dealt with in the upper layers of the protocol stack with cryp-

tographic primitives, protection against distance fraud typically requires the exploitation of

the physical medium. To date, several studies have investigated ways to verify the proximity

of a transmitter, the most well-established techniques of which are based on time-of-flight

measurements [106, 113, 114].

3.3.3.1 Cryptographic methods against replay attacks

In contrast to distance fraud, replay attacks can be prevented solely by cryptographic meth-

ods. Current cryptographic solutions involve one-time session keys such as rolling codes [115],

timestamps, nonces [116], and tokens [117]. As the name implies, one-time session keys

can only be used during an authentication process; A repeated session key should fail the

authentication phase such that a replay attack is prevented. The level of security provided

by one-time session keys depends on the cryptographic methods used. All one-time ses-

sion keys should be encrypted or include a message digest (e.g. a Media Access Control

(MAC)) to provide integrity; Otherwise, a message can be modified before being replayed,

and the replay attack may be successful. As the following two descriptions demonstrate,

opportunities for replay attacks exist due to flaws in existing security protocols.
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Figure 3.8: The last 20 digits of a token used for contactless payments with Samsung Pay.

Rolling codes Rolling codes were introduced in 2015 [115] for vehicular keyless entry sys-

tems that use RFID or Bluetooth technology. They are defined as a set of session keys that

are available locally both at the verifier and the prover. Every time a key is used for au-

thentication, it is discarded. Greenberg [115] demonstrated a replay attack that he named

RollJam. In his demonstration, a rolling code is used in the authentication phase between

the key-fob (prover) and the car (the verifying device in the car). An adversary node jams

the signal sent by the fob, captures it and stores it at the same time. In a second trial, the

fob ‘rolls’ to another key and authentication will be successful in future use. However, the

adversary returns to the car at a later time and replays the stored signal. Authentication will

be successful for the attacker since the key hasn’t been discarded.

NFC payments and tokens Figure 3.8 gives an example of a token used for contactless

payment with a smartphone application, as found in [117]. The token includes an expira-

tion date and a four-digit counter. A counter is a value that increases by one for every pur-

chase. As such, every transaction has its unique token. A purchase associated with repeated

tokens alarms a replay attack and should be rejected. However, some terminals allow the

same token to be used twice, which can be exploited for a replay attack as demonstrated

in [118]. S. Mendoza [117] demonstrated a successful replay attack that included data mod-

ification of the token. For increased security, they [117] suggested a shorter lifespan of the

token.
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3.3.3.2 Physical Layer Authentication

Physical Layer Identification Physical layer identification is the process of identifying a

device by its unique RF characteristics, often called RF fingerprints. Imperfection in the

analogue circuitry of a device appears in the transmitted signal in such a way that it can

be measured and stored at the recipient/verifier (or at a database to which the verifier has

access). To authenticate an entity, the verifier compares the prover’s RF fingerprints against

those in their database and authenticates the prover if there is a match. Physical Layer Iden-

tification is a potential countermeasure for replay attacks, Mafia Fraud, and Terrorist Fraud

attack. When the verifier receives a signal which is relayed or replayed by an adversary, the

RF fingerprint captured on the received signal is that of the adversary and not of the legiti-

mate remote user. The verifier rejects the authentication request.

There have been numerous implementations of Physical Layer Identification in appli-

cations such as RFID transponders [119], UHF sensor nodes, Wi-Fi devices [120] and Blue-

tooth devices [121]. For the case of mobile users, a novel scheme can be found in [122]

whereby the unique hardware characteristics and time-varying carrier frequency offsets

were exploited. Rahman et al. [123] observed that the time offset between the clocks of any

two users is unique and used it as a tool for authentication.

RF identification is believed to be a promising solution against replay attacks and dis-

tance fraud [121, 124], but more investigation is needed to cover the gap between in-lab in-

vestigations and practical application scenarios [125]. Materials may behave differently in

different temperatures and environments, and RF fingerprints of a device may not remain

constant [126]. Furthermore, updating the database of fingerprints at the verifier may not

be practical for some IoT applications [125].

RSS and phase-based ranging Given that there is a direct link between two communicat-

ing parties, the receiver can estimate the distance of the transmitter by simply measuring

the path attenuation of the signal. Given that the transmit power is regulated by standards

or a set of rules, the receiver measures the RSS or Received Signal Strength Indicator (RSSI)

and compares it with the transmit power. Due to RSS/RSSI measurements being widely

available, RSS(I)-based distance estimation is a popular technique. For example, the NHS

app uses the RSS indicator to estimate the proximity of another mobile user who is regis-

tered as a COVID-19 carrier. Some car manufacturers have also chosen this technique to

prevent Mafia Fraud attacks [127].

For low-power networks, the phase-based ranging method is often preferred due to its

extremely low power requirements [128]. Similarly to radar-ranging systems, phase-based
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techniques measure the difference between the phase of the transmit sinusoidal signal -

which is fixed and known at the receiver- and the phase of the received signal. When the

wavelength of the operating frequency is less than the distance, the multi-carrier phase

ranging technique eliminates the need to keep track of the elapsed cycles of the sinusoidal

wave. Multi-carrier phase distance estimation is a cost-optimised technique [128], and it is

deployed by many UHF RFID, Zigbee, and BLE ranging systems [128–130].

Papers [127, 128, 131] suggest that techniques based on RSS(I) or phase measurements

are not secure against distance fraud and that they should be avoided. In RSS-based rang-

ing, a transmitter can ‘lie’about their distance by simply ignoring the regulations and trans-

mitting with a higher power, in which case the system does not protect against Solo Dis-

tance fraud. In a Mafia Fraud or Terrorist Fraud attack, the attack node may not even need

to amplify the signal above the regulations if it is placed closer to the verifier. Attacking

phase-based ranging systems is also straightforward. This time, instead of changing the

transmit power, the adversary changes the phase of the transmit signal, which causes an

erroneous estimation of the phase shift at the verifier. Hence, the verifier cannot calculate

the real distance and a relay attack is possible [128].

Time-of-flight distance bounding There exist many distance-bounding protocols [113,

132–136] but the key idea of all is the same: The verifier transmits a set of challenges at

which the prover responds as soon as possible in a ping-pong manner. Relying on the fact

that information cannot travel faster than the speed of light, measuring the round-trip-time

allows Bob to give an upper bound of his distance to the prover. Multiple bit exchanges are

needed to reduce the estimation error. If the round-trip-time is larger than a threshold, the

prover is believed to be remote and his messages are relayed. In this case, the verifier rejects

the prover.

Despite the conceptual simplicity, distance bounding protocols are hard to realise be-

cause they require specialised hardware for time accuracy. To understand why accuracy

in timing is important, think that a time offset of just 1µs translates to a 30-meter estima-

tion error. The effectiveness of distance bounding protocol relies heavily on the estimation

accuracy. Whereas time-off-flight measurements typically give a much less accurate esti-

mation of the distance than RSS or phase measurements, they are believed to provide a

much more resilient scheme against distance fraud [128].

The first practical implementation of a distance bounding protocol took place in 2007

by S. Drimmer and S. Murdock for the case of contactless payments [113]. Existing proto-

cols for EMV payments based on this method are resilient to Mafia Fraud when the attacker
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introduces a relay delay greater than 5ms [132]. However, some Mafia Fraud attacks that

target vehicles can achieve relay speeds of a few microseconds [113]. Solo Distance Fraud

attacks are much faster than relay attacks simply because the signal is transmitted directly

to the verifier. Increasing the resilience of distance bounding techniques against ‘fast ’ dis-

tance fraud is equivalent to increasing the time accuracy of ToF measurements. Achieving a

nanosecond precision may be feasible with current technology but costly due to requiring

specialised hardware as well as an ultra-wideband channel [132].

Ambient conditions Authentication based on ambient conditions checks the proximity

between the verifier and the prover in order to tackle distance fraud. When the prover is

close to the verifier, the environment around them will be similar. For example, the two

nodes shall ‘listen’ to the same sounds [137], ‘sense’ the same temperature [138], and ob-

serve the same entities around them such as WiFi and Bluetooth devices [139]. These ob-

servations require the deployment of sensing technology at the two entities. The prover

quantifies a set of observations and sends it to the verifier along with a cryptographic sig-

nature. If the prover’s response demonstrates a similar environment to that observed by the

verifier, the proximity verification is successful.

The prover’s responses expire when the environment changes, limiting the time frame

over which a replay attack can be successful. For real-time attacks, a Mafia Fraud attack and

a Solo Distance Fraud attack will also fail as long as the remote prover observes a different

environment to that of the verifier. However, the method cannot protect against Terrorist

Fraud. An adversary node that is local to the verifier will make the same observations as the

verifier, and upon cooperation with the remote dishonest prover, the observations will be

signed before being sent to the verifier.

For a resilient scheme that offers protection against replay attacks, Solo Distance fraud

and Mafia Fraud, scholars seem to agree that multiple sensors are required. Shrestha et

al. [140] use an off-the-shelf ambient sensing platform to capture the humidity, altitude,

precision gas, and temperature of the physical environment. The fact that mobile phones

are equipped with multiple sensors (sometimes more than ten) is exploited in [141]. The

authors conclude that using the location sensor, accelerometer sensor, microphone, mag-

netometer sensor, and attitude sensor in iPhone 6S has some potential countermeasures

to secure Apple Pay from relay attacks.

The vulnerabilities of ambient-based protocols are best described by Y.Tu et al. in their

recent work [142]. They point out that most of the ambient conditions could be manip-

ulated by an attacker leading to impersonation attacks. They also add that conducting a
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sufficient number of measurements in a short time is often challenging. Protocols based

on the ambient environment are still in their early stage of research [142]. Whether they

can result in resilient and practical authentication is yet to be investigated.

3.4 Conclusion

The physical medium can be exploited in many ways for providing secrecy. Keyless PLS uses

secrecy coding and signal processing techniques in order to “hide” a confidential message,

whereas the aim of key-based PLS is to extract symmetric keys and enable upper-layer cryp-

tography. Physical layer authentication is a newly emerging field and a promising solution

to distance fraud.

Until recently, the study of keyless PLS was limited to theoretical models and had no

practical value due to the requirement of a positive secrecy gap, i.e. the requirement that the

main channel is “better” than the wiretap channel. Recent advancements in wireless tech-

nologies can be used in a way that increases the secrecy gap. The study of secrecy coding

has since regained attention and is no longer limited to discrete channel models. A small

but growing number of publications on secrecy coding for fading channels have emerged

in recent years. Nevertheless, it seems like there are many challenges to be addressed before

keyless PLS is viable in real-life networks. For example, most artificial-noise-based schemes

assume Gaussian signalling and are insufficient in current signalling schemes.

The practicality of key-based PLS in systems that operate in TDD mode has been proved

by numerous test beds. The vast majority of implementations have used RSS measure-

ments due to being widely available by off-the-shelf devices. However, RSS-based key gen-

eration results in a much lower key rate when compared to CSI-based key generation. In

slow varying fading channels, both RSS-based and CSI-based key generation suffer from

low key rates. Although a highly dynamic RF channel improves the key rate, it can introduce

bit-mismatches in the key sequences. Reconciling a high number of mismatches is costly

in terms of computation overhead, computational complexity, and information leakage.

Lastly, motivated by real-life fraud in emerging short-range communications, a litera-

ture review of physical layer authentication against distance fraud and replay attacks has

been given. For ultra-wideband transceivers, time-of-flight distance bounding is a tested

and efficient approach against distance fraud. Physical layer identification is a promising

solution but more research is needed before it is adopted by the industry.
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KEY GENERATION AND SPATIAL SEPARATION

Channel Reciprocity-based Key Generation (CRKG) is an attractive technique for gen-

erating symmetric cryptographic keys due to low memory and processing power require-

ments. As a relatively new field, physical layer security is often limited to idealistic scenar-

ios. Most CRKG protocols assume that the extracted key is secure from an eavesdropper

as long as she is distanced by half a wavelength or more from the legitimate users. This

chapter convinces us that the typical definition of coherence distance is inappropriate for

secrecy purposes. The half-wavelength decorrelation assumption brings secrecy vulnera-

bilities which are quantified and brought to attention. Secure distance is redefined, and

numerical examples are given for both directional and non-directional RF channels. The

main results and conclusions of this chapter have been published in [143].

Keywords: Physical layer Key generation, physical layer security, Rayleigh channels, secret key ca-

pacity, spatial channel correlation

Prerequisite: Fundamentals of Information Theory 2.1 (with a focus on Mutual Information and

Correlation 2.1.3.2), Spatial correlation and multipath fading 2.3.3, Key-based PLS 3.2.
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4.1 Introduction

The spatial channel correlation between receive antennas is an essential topic for antenna

design and spatial diversity techniques [144, Ch. 6], [145], and has been extensively stud-

ied by wireless engineers. Typically [146, Ch. 4], the coherence distance is defined as the

minimum distance required so that the spatial channel correlation between two receive

antennas falls below 0.5. Depending on the application and the quality-of-service require-

ments, the threshold may vary from lower to higher values. For example, J. Salz [25] has

shown that a correlation as high as 0.5 has little impact on the performance of an adaptive

array that combats fading and suppresses interference. When maximal ratio combining is

employed at a multi-antenna receiver, a correlation as high as 0.7 is acceptable [147].

Based on the typical definition of the coherence distance, the channels at two receive

antennas half wavelength (0.5λ) apart are considered “essentially” decorrelated as long as

the antennas are surrounded by multiple scatterers. Channel decorrelation within half a

wavelength is a rule adopted by the community of physical layer security. Specifically, the

vast majority of key generation protocols promise security as long as the eavesdropper is

placed at a distance greater than 0.5λ from either legitimate user. This chapter convinces

us that channel correlation has a significant impact on the secret key capacity and that

a distance of 0.5λ is not perfectly secure even within idealistic environments of isotropic

scattering. In the scenario of directive channels, we show that the secrecy performance is

decreased dramatically along with the beamwidth of the received signals.

4.1.1 Contributions

The major contributions of this chapter are as follows.

• A thorough study of the impact of spatial channel correlation on the secret key gen-

eration capacity;

• Proof that even under idealistic scenarios of rich scattering, the half-wavelength dis-

tance is not perfectly secure: an eavesdropper may attain crucial information even

when positioned at a distance much greater than 0.5λ.

• A novel definition of secure distance that couples distance with spatial correlation

and facilitates quantification of spatial correlation and secrecy performance.
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4.1.2 Relevant Work

Authors in [148] set up an experimental platform consisting of a base station and a mobile

user that exchanged packets following the 802.15.4 standard. Their results exhibit strong

cross-correlation on the RSSI between the base station and a distanced eavesdropper (up to

7.5 wavelengths). However, RSSI measurements are expected to result in a high correlation.

This is because RSSI is the mean value of the instantaneous received signal within a packet;

the sample mean of a random variable is less uncertain than the random variable. Authors

in [149] demonstrated through simulations that multiple collaborative eavesdroppers were

able to reconstruct the key through correlated observations. The key was obtained from

envelope measurements under Rappaport’s channel model, whereby the energy arrived

from certain directions.

Whereas the mentioned works show that correlation attacks are possible in certain en-

vironments, our work aims to give explicit definitions and formulae that quantify the se-

crecy degradation and secure distance. Moreover, our work does not focus solely on poor

scattering environments. We show that a decrease in the key rate exists even in rich scat-

tering environments and when the complex information of the signal is considered.

This work is based on results found in [150]. The authors in [150] provide an information-

theoretic analysis of the secret key generation rate under correlated observation at the

eavesdropper. We extend this work by quantifying secrecy performance degradation and

defining secure distance when the assumption of spatial decorrelation is lifted.

4.2 Preliminaries and channel model

4.2.1 The legitimate channel

When launching a Channel Reciprocity Key Generation (CRKG) protocol [73, 79] between

two users, say, Alice and Bob, pilot sequences are sent to either end of the link. When Alice

sends a pilot sequence, Bob estimates the channel between him and Alice, hAB . Similarly,

when Bob sends a pilot sequence, Alice estimates her channel hB A. We assume that the

two pilot sequences are sent before the channel changes. Specifically, we assume perfect

reciprocity, and we denote the common channel between Alice and Bob by hL := hAB =
hB A. Channel hL is assumed to be a Rayleigh channel with zero mean and unit power, i.e.

hL ∼C N (0,1). Alice’s and Bob’s estimations are noisy copies of the true channel:

ĥA = hL +nA and ĥB = hL +nB , (4.1)
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Alice
Bob

Eve

multipath
channeld

Figure 4.1: To get an estimate of the key generated by Alice and Bob, Eve approaches Bob at
distance d . Both channels hL and hE are Rayleigh channels with zero mean and unit power.

where nA ∼C N (0,σ2
A) and nB ∼C N (0,σ2

B ). As such, the estimations are Gaussian channels

of zero mean and variance of σ2
u +1, u ∈ {A,B}.

After the channel estimation, a pre-agreed quantisation scheme takes place. The pro-

cess is repeated when the channel changes until a sufficient key length is attained. Due

to noise, the keys at Bob and Alice may not match perfectly, and a reconciliation phase

takes place to ensure symmetrical keys [79]. During the reconciliation phase, Alice and Bob

exchange information about the key through a public channel. A final phase, called pri-

vacy amplification, takes place to compensate for the information leakage. The key rate is

therefore limited. The maximum key rate per channel realisation of CSI-based KG proto-

cols is equal to I (ĥA; ĥB ). Observe that ĥv ∼ C N (0,1+σ2
v ), v ∈ {A,B}. Also, due to chan-

nel reciprocity, E
(
ĥAĥ∗

B

) = E
(
hAh∗

B

) = 1. The covariance matrix of ĥA and ĥB is therefore

ΣAB =
[

1+σ2
A 1

1 1+σ2
B

]
.

From theorem 2.8 i., we have that

I (ĥA; ĥB ) = log

(
1+ 1

det(ΣAB )

)
. (4.2)

4.2.2 The eavesdropper’s correlated channel

Dropping the assumption of an uncorrelated channel at the eavesdropper, the maximum

achievable secret key rate may be lower than I (ĥA; ĥB ) as seen in section 3.2.1. Having a

correlated channel to Bob’s channel, Eve gains information about the key. For a secret key,

vulnerable keybits must be discarded, hence the secret key rate is lower than I (ĥA; ĥB ).

Bloch et al. have shown [70] that the secret key capacity is bounded as:

Csk ≥ I (ĥA; ĥB )−min I (ĥA; ĥE ), I (ĥB ; ĥE ) (4.3)

Csk ≤ min(I (ĥA; ĥB ), I (ĥA; ĥB |ĥE )) (4.4)
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Without loss of generality, let the eavesdropper, Eve, be closer to Bob than to Alice

as seen in figure 4.1. When Alice transmits a pilot sequence, Eve estimates channel hE ∼
C N (0,1). Similar to Bob’s channel, the channel between Alice and Eve is also Rayleigh with

unit power. Eve’s estimation for the channel is denoted by ĥE = hE+nE , where nE ∼C N (0,σ2
E ).

Let ρ := E
(
hLh∗

E

)
denote the spatial channel correlation between the legitimate channel

and the eavesdropper’s channel. Observe that this is the correlation coefficient between

two circularly symmetric random variables. Hence, from theorem 2.9, ρ is a real number:

ρ ∈R. Applying theorem 2.8, we have that

I (ĥB ; ĥE ) = log

(
1+ ρ2

det(ΣBE )

)
(4.5)

and

I (ĥA; ĥB |ĥE ) = log

(
det(ΣAE )det(ΣBE )

(1+σ2
E )det(ΣABE )

)
, (4.6)

where ΣuE =
[

1+σ2
u ρ

ρ 1+σ2
E

]
, u ∈ {A,B}, and

ΣABE =


1+σ2

A 1 ρ

1 1+σ2
B ρ

ρ ρ 1+σ2
E

.

Note that for the case of Rayleigh channels, the terms of independence and zero-correlation

are interchangeable. As such, when ρ = 0, the eavesdropper observes independent chan-

nel realisations to Bob’s. In other words, when ρ = 0, since I (ĥA; ĥE ) = I (ĥB ; ĥE ) = 0 and

I (ĥA; ĥB )|ĥE ) = I (ĥA; ĥB ), the bounds of (4.3) and (4.4) become equal. The secret key ca-

pacity is then given by

Csk = I (ĥA, ĥB ) when ρ = 0 (4.7)

On the other hand, when |ρ| takes its maximum value of |ρ| = 1, the upper bound (4.4)

becomes zero since I (ĥA; ĥB )|ĥE ) = 0. As such,

Csk = 0 when |ρ| = 1 (4.8)

4.2.3 SNR at the receivers

By Signal-to-Noise-Ratio (SNR), we mean the power ratio between useful signal and noise.

Since the channel powers are normalised to one, the SNR at Alice, Bob, and Eve, are given

by SN RA = 1/σ2
A, SN RB = 1/σ2

B , and SN RE = 1/σ2
E , respectively. Although the formulae

given are not restricted to specific values, numerical results will be given for the following

two cases:
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1. σ2
A = σ2

B > 0, σ2
E = 0

2. σ2
A =σ2

B =σ2
E

The first case corresponds to the worst-case scenario where the eavesdropper has a

noiseless channel. This could apply to scenarios where Eve has multiple antennas and/or

the thermal noise at her device is negligibly small. The second case captures the valid as-

sumption that if Bob and Eve are in close proximity and equipped with similar devices, they

shall observe similar SNR. For both cases, the SNR at the legitimate receivers are set to be

equal: SNRA = SNRB = SNRL . This could be the case when they both transmit their pilots

with the same power.

Remark 4.1. A MIMO antenna could potentially benefit an eavesdropper by providing a bet-

ter SNR. This case is covered by a single-antenna eavesdropper with an infinitely large SNR,

i.e., the case when σ2
E = 0.

4.3 Spatial channel correlation and Secrecy Degradation

For givenσ2
u , u ∈ {A,B ,E }, the secret key capacity can be thought of as a function of the spa-

tial channel correlationρ. The case whenρ = 0 is the idealistic case of independent/uncorrelated

observation at the eavesdropper. In this case, the secret-key capacity is equal to I (ĥA; ĥB )

(observe that the two bounds in (4.3) and (4.4) become equal when |ρ| = 0). When |ρ| > 0

the secret key capacity degrades. A metric to facilitate comparison against the idealistic

case of |ρ| = 0 is the normalised difference of Csk (0)−Csk (ρ).

Definition 4.1. The secrecy degradation for given σ2
A, σ2

B , and σ2
E is defined as a function

of ρ:

DEGsk (ρ) = Csk (0)−Csk (ρ)

Csk (0)
(4.9)

Although it can be expressed as a function of secret key capacity, secrecy degradation

does not take a closed-form expression in terms of the spatial channel correlation. The

following theorem derives the upper bound and lower bound of secrecy degradation.
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Theorem 4.1. The lower and upper bounds for the secrecy degradation are given by:

DEGsk (ρ) ≤ log

(
1+ ρ2

det(ΣBE )

)
/log

(
1+ 1

det(ΣAB )

)
(4.10)

DEGsk (ρ) ≥ max

(
0,1− log

(
det(ΣAE )det(ΣBE )

(1+σ2
E )det(ΣABE )

)
/log

(
1+ 1

det(ΣAB )

))
(4.11)

Proof. From (4.5) and (4.6) forρ = 0, we have that I (ĥB ; ĥE ) = 0 and I (ĥA; ĥB )|ĥE ) = I (ĥA; ĥB ).

As such, the bounds in (4.3) and (4.4) are equal to I (ĥA; ĥB ). Thus, Csk (0) = I (ĥA; ĥB ). From

(4.3) we have that −Csk ≤−I (ĥA; ĥB )+ I (ĥB ; ĥE ). By adding constant Csk (ρ) = I (ĥA; ĥB ) and

dividing by the same constant, we attain that Csk (0)−Csk (ρ)
Csk (0) ≤ I (ĥB ;ĥE )

I (ĥA ;ĥB )
. By the definition (4.1),

the left-hand side is the system degradation. By substituting (4.2) and (4.5) on the right-

hand side, the proof of 4.10 is complete. Similar steps are followed for proving (4.11). We

start with the upper bound of secret key capacity:

Csk (ρ) ≤ min(I (ĥA; ĥB ), I (ĥA; ĥB )|ĥE )) ↔
Csk (0)−Csk (ρ)

Csk (0)
≥ Csk (0)−min(I (ĥA; ĥB ), I (ĥA; ĥB )|ĥE ))

Csk (0)
↔

DEGsk (ρ) ≥ I (ĥA; ĥB )−min(I (ĥA; ĥB ), I (ĥA; ĥB )|ĥE ))

I (ĥA; ĥB )
↔

DEGsk (ρ) ≥ max(0, I (ĥA; ĥB )− I (ĥA; ĥB )|ĥE ))

I (ĥA; ĥB )
.

Substituting (4.2) and (4.6) on the right-hand side completes the proof.

4.3.1 Secrecy Degradation and asymptotic behaviour

Figures 4.2 and 4.3 plot the secrecy degradation as a function of the SNRL and |ρ| for the

two cases of σ2
E = 0 and σ2

E = σ2
B , respectively. Observe that the bounds become tight as

SNRL increases. Such behaviour is expected; Authors in [151] have proved that the bounds

of secret key capacity given in (4.4) and (4.3) merge towards the value of

Csk(ρ) = log((1−ρ2)/(σ2
A +σ2

B )) (4.12)

as σ2
u → 0, ∀u ∈ {A,B ,E }. By substituting (4.12) in (4.9), we have that

DEGsk → 1− log

(
1−ρ2

σ2
A +σ2

B

)
/log

(
1

σ2
A +σ2

B

)
as σu → 0, ∀u ∈ {A,B ,E }. (4.13)
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Figure 4.2: Secrecy degradation as a function of ρ and SNR at the legitimate users (SN RL =
SN RA = SN RB ) when the eavesdropper has a noiseless channel.
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Figure 4.3: Secrecy degradation as a function of |ρ| and SNR at the legitimate users (SN RL =
SN RA = SN RB )

.

4.3.2 On the value of spatial correlation

Figures 4.3 and 4.2 suggest that the typical definition of coherence distance, i.e. the distance

at which the spatial channel correlation is ρ = 0.5 may be inappropriate for secrecy pur-

poses. When the absolute value of spatial channel correlation is equal to |ρ| = 0.5 and the

SNR at Eve is equal to Bob’s SNR, figure 4.3 suggests that the secrecy degradation is higher

62



4.4. SECURE DISTANCE

than 20% when SNRL(= SNRE ) ≤ 20dB . In the case of a noiseless eavesdropper, the secrecy

degradation is higher than 10%,when |ρ| = 0.5 and SNRL ≤ 20 (figure 4.2). The degrada-

tion increases as the SNR at the legitimate receivers decreases; Specifically, for the case of

SNRL = 0dB , the degradation can reach up to 47% when the eavesdropper is noiseless (fig-

ure 4.2), and up to 23% when σ2
E =σ2

B (figure 4.3).

Assuming a positive value of SNRL , figures 4.2 and 4.3 suggest that spatial channel cor-

relation needs to have an absolute value below 0.2 in order to guarantee a system degra-

dation below 10%. Note that a secrecy degradation of 10% means that 10% of the key is

vulnerable and needs to be dropped at the amplification phase.

To further decrease the secrecy degradation, we suggest a spatial channel correlation

with an absolute value of 0.1 or less. When |ρ| = 0.1 the secrecy degradation is essentially

zero as it falls below 3% even for the case of a noiseless eavesdropper.

4.4 Secure Distance

Having studied the impact of spatial channel correlation on the secret key capacity, we

define the secure distance as a function of the spatial channel correlation. Such a definition

allows numerical evaluations and secrecy guarantees. Before the explicit definition, we give

a relaxed interpretation of secure distance.

Imagine that Bob is surrounded by a fence of a circular arrangement of radius ds . Being

unable to approach Bob at a distance less than ds , Eve cannot achieve an arbitrarily high

spatial channel correlation. If the absolute value of spatial channel correlation, |ρ(hE ,hb)|,
is guaranteed to be less than ϵ due to the space limitation, distance ds is said to be ϵ-secure.

The formula definition of e-secure distance follows.

Definition 4.2. In a Cartesian coordinate system, let Eve be positioned at E(x, y, z) and let

ρ(E(x, y, z)) be the spatial channel correlation between Eve’s channel and Bob’s channel

when Eve is positioned at E(x, y, z). A distance ds is said to be ϵ-secure if

|ρ(E(x, y, z))| < ϵ for all E(x, y, z) ∉ S(B ,ds), (4.14)

where S(B ,ds) is the sphere with centre Bob’s location and radius ds .

Observe that if distance ds is ϵ-secure, so does any distance greater to ds . However, a

distance of less than ds may not be ϵ- secure. The minimum ϵ- secure distance is denoted

by dso (ϵ):

dso (ϵ) := min{ds |ds is ϵ-secure}. (4.15)
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Corollary 4.1. The minimum ϵ-secure distance is a decreasing function of ϵ.

Proof. Let ϵ1 < ϵ2, and dso (ϵ1) = d1 and dso (ϵ2) = d2. We will prove that d1 < d2. Since d1 is

ϵ1-secure, and ϵ1 < ϵ2, then ρ(d) < ϵ1 < ϵ2 ∀d > d1, or equivalently, d1 is also ϵ2-secure. But

d2 is the minimum ϵ2-secure distance, hence d2 ≥ d1 which completes the proof.

The problem of finding the minimum ϵ-secure distance is analogous to the problem

of finding the smallest possible radius of the circular fence around Bob. When dso is the

minimum ϵ-secure distance, the highest value of spatial correlation that Eve can achieve is

ϵ.

Remark 4.2. When distance dso is the minimum ϵ-secure distance, then ϵ is the highest spa-

tial channel correlation that the eavesdropper can achieve when positioned at a distance

d > dso from Bob.

Being a function of the spatial channel correlation, the secure distance depends on the

geometry of the environment. We perform analysis and give numerical examples for three

geometrical models:

1. Isotropic model;

2. Omnidirectional model;

3. Restricted-uniform AoA model.

For all three geometrical models, we assume that the multipath components of the

received signal have a similar amplitude. All three geometrical models result in Rayleigh

channels (2.3.3, [152]), thus, we keep consistent with the statistics of hA, hB , and hE de-

scribed in 4.2.

4.4.1 Isotropic model

In this model, the Angle-of-Arrival (AoA) at the two receivers, Bob and Eve, is uniformly

distributed across the unit sphere. This is the case where Bob and Eve are equipped with

isotropic antennas and are placed in a rich scattering environment. Recall that the spatial

channel correlation of the isotropic model is a sinc function (2.3):

ρ = sinc(2πd/λ), (4.16)
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Figure 4.4: The spatial channel correlation against the normalised distance between two
receivers for the cases of isotropic diffuse field and omnidirectional diffuse field.

whereλ is the wavelength of the operating frequency, and d is the distance between Bob

and Eve. Due to the uniform radiation patterns, the spatial channel correlation depends

only on the distance between the two receivers. Hence, definition 4.2 can be simplified to:

ds is ϵ-secure ⇐⇒ |sinc(2πd/λ)| < ϵ for all d ≥ ds (4.17)

In figure 4.4, the graph labeled ‘isotropic’ uses equation (4.16) and plots the spatial

channel correlation against the distance. The first zero spatial decorrelation appears at

d = 0.5λ. However, distance d = 0.5 is not 0-secure; if the eavesdropper positions herself

at distance d = 0.7λ from Bob, her channel will correlate by ρ = sinc(2π×0.7) = 0.22.

By definition, if do is ϵ-secure then every distance larger to do is also ϵ-secure. Deter-

mining the minimum ϵ-secure distance is an interesting problem for providing secrecy

guarantees.

Lemma 4.1. The minimum ϵ-secure distance, denoted by dso is upper bounded by

dso ≤
λ

2πϵ
(4.18)

Proof. It suffices to show that λ
2πϵ is a ϵ-secure distance, or equivalently (by definition of
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secure distance) that: |ρ| < ϵ for all d > λ
2πϵ . Indeed, let d > λ

2πϵ , then:

|ρ| =
∣∣∣∣sinc

(
2π

λ
d

)∣∣∣∣ :=
∣∣sin

(2π
λ d

)∣∣
2π
λ

≤ 1
2π
λ

d
< 1

2π
λ

λ
2πϵ

= ϵ. (4.19)

Given lemma 4.1 and the fact that the |sinc| function is continuous in the range of (0,1],

the minimum secure distance is the maximum common solution of the system y = ϵ and

y = |sinc(2πd/λ)|. Or, equivalently:

dso = argmax
d>0

(|sinc(2πd/λ)| = ϵ) (4.20)

A closed-form expression of the minimum secure distance as a function of ϵ appears to be

a hard problem due to the nature of the sinc function; the local maxima of any Bessel func-

tion are given by infinite summations. Fortunately, since the minimum secure distance is

limited in (0, λ
2πϵ ), an algorithm that returns the minimum secure distance in a finite num-

ber of steps exists. Algorithm 1 first sets the minimum secure distance equal to the upper

bound. Then it decreases the distance by a segment of c and updates the new minimum

secure distance as long as the spatial correlation does not exceed the threshold ϵ. The algo-

rithm terminates when |ρ| > ϵ.

Algorithm 1 Calculate the minimum Secure Distance for the isotropic model

Inputs: c: step; λ: wavelength; ϵ : upper bound for |ρ|
Outputs: minimum secure distance at c accuracy
1: ρ(d) := sinc( 2π

λ
d) ▷ define function

2: d ←λ/(2πϵ) ▷ initiate distance
3: while |ρ(d)| < ϵ do
4: dso ← d ▷ update minimum secure distance
5: d ← d − c ▷ decrease distance by c
6: end while
7: Print dso

4.4.2 Omnidirectional model

An isotropic antenna is an abstract antenna model that does not exist in reality. Practically,

the least-directive gain patterns are those of dipole antennas and are ‘donut’ shaped. As-

suming that Bob is equipped with a vertically-oriented dipole, Eve’s best strategy is to also

employ a vertically-oriented dipole, so that she attains similar observations. Note that only
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Figure 4.5: The minimum secure distance for different thresholds ϵ.

the most beneficial locations for Eve determine the secure distance. The spatial correlation

is maximised (for a given distance) when Eve is inline with the communication link AB,

where AB is the imaginary line connecting Alice and Bob [25]. The spatial channel correla-

tion is [30, 153]:

ρ = Jo(2πdEB /λ) (4.21)

Finally, definition 4.2 can be simplified to:

ds is ϵ-secure ⇐⇒ |Jo(2πd/λ)| < ϵ for all d ≥ ds . (4.22)

Although the first zero correlation occurs at 0.38λ, which is smaller in comparison to the

isotropic case (see Fig. 4.4), the next numerical example shows that the minimum secure

distance increases significantly.

Example 4.1. Figure 4.4 suggests that, when Bob and Eve are equipped with dipole antennas,

it takes approximately 10λ for the channel correlation to drop below 0.1 (plot labelled as

“omnidirectional ”). On the other hand, it takes less than 1.5λ when isotropic antennas are

employed. Equivalently, the 0.1-secure distances for the two cases are approximately 10λ and

1.5λ.

Functions J0 (·) and sinc(·) both belong to the family of Bessel functions, and as such,

they share common properties. They are both oscillating continuous functions with de-

creasing local maxima, and no closed-form expressions are known for the extrema. The

minimum secure distance is determined by following a similar approach to the isotropic
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case. The minimum secure distance, dso , for the case of omnidirectional antennas can be

simplified to:

dso = argmax
d>0

(|Jo(2πd/λ)| = ϵ) (4.23)

Lemma 4.2. The minimum ϵ-secure distance is upper bounded by:

dso ≤
(

2π

λ

)−1 (c

ϵ

)3
, (4.24)

where c = 0.785746704...

Proof. It suffices to show that
(2π
λ

)−1 ( c
ϵ

)3 is a ϵ-secure distance, or equivalently (by defini-

tion of secure distance) that: |ρ| < ϵ for all d > (2π
λ

)−1 ( c
ϵ

)3. It is known [154] that Jo(x) ≤
c|x|−1/3, where c = 0.7857. . . Thus,

|ρ| = |Jo

(
2π

λ
d

)
| < c

(
2π

λ
d

)−1/3

(4.25)

It can be seen that when dso ≤
(2π
λ

)−1 ( c
ϵ

)3, |ρ| ≤ ϵ.

The algorithm that calculates the minimum secure distance for the omnidirectional

gain patterns is almost identical to algorithm 1 and it is omitted. Only lines #1 and #2 differ;

the function for the spatial channel correlation changes to ρ := Jo(2πd/λ), and the distance

initiation becomes d ← 2π
λ

−1
c/ϵ3.

Utilising the algorithms, we plot the minimum secure distance for the two cases of

isotropic and omnidirectional antennas as shown in figure 4.5. At a first glance, the min-

imum secure distance decreases at a slower rate when omnidirectional antennas are em-

ployed. The next two examples combine the results of figures 4.5, 4.2 and 4.3.

Example 4.2. The half-wavelength distance is 0.2-secure when isotropic antennas are em-

ployed. With dipoles, a half-wavelength distance is 0.4-secure which may be unacceptable;

the secrecy degradation reaches above the value of 10% for many instances and even when

the SNR is high.

Example 4.3. It has already been noted that the 0.1-secure distance is 1.5λ for the isotropic

antennas and 10λ for the omnidirectional antennas. These results agree with the plot of 4.5.

Assuming that the SNR at the legitimate users is at least 10dB, these distances achieve an

essentially zero secrecy degradation (< 0.5%).
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Figure 4.6: The restricted uniform AoA model. The spatial channel correlation maximises
when Eve is inline with AB.

4.5 Non-omnidirectional environments

The lack of scatterers around a receiver restricts the AoA of the incoming signal to a subset

of the set [0,2π). Among the different statistical models of directional channels, we choose

the restricted uniform distribution model [152] which is a good fit in macrocell environ-

ments [25, 152]. Figure 4.6 shows a graphical representation of the geometrical model; Bob

and Eve are placed in an open space whereas the transmitter, Alice, is surrounded by local

scatters. The magnitude and AoA of each multipath observed by the receivers is uniformly

distributed in the sets [0,1] and [−∆+φ,+∆+φ], respectively.

To determine the secure distance of this model, it suffices to consider the most bene-

ficial places for Eve in terms of maximising the spatial channel correlation for a given dis-

tance. Eve’s best strategy is to be placed inline the communication link as seen in figure 4.6.

For the inline placement, the spatial channel correlation (see 2.3.3) is simplified to

ρ(d) = Rxx(d)+ j Rx y (d), (4.26)

where

Rxx(d) = 1

2∆

∫ −∆

∆
cos

(
2πd

λ
sin(φi )

)
dφi , and (4.27)

Rx y (d) = 1

2∆

∫ −∆

∆
sin

(
2πd

λ
sin(φi )

)
dφi (4.28)

Although 4.26 simplifies to a Bessel function of the second order when the two receivers

are placed broadline [147], there is no known closed-form expression for the case of inline
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placement. This fact prevents the derivation of an upper bound for the minimum secure

distance. The algorithm used for deriving the secure distance relies on the user’s input that

initiates the distance d . If the distance given is not ϵ- secure, i.e. |ρ(d)| ≥ ϵ then the algo-

rithm terminates and the user needs to repeat the process by entering a larger value. Once

the input d is an ϵ-secure distance, the algorithm returns the minimum ϵ-secure distance.

Algorithm 2 Calculate the minimum Secure Distance for the restricted uniform AoA model

Inputs: c: step; λ: wavelength; ϵ : upper bound for |ρ|, d , ∆
Outputs: minimum secure distance at c accuracy
1: ρ(d) := Rxx(d)+ j Ry y (d)
2: ensure |ρ(d)| ≥ ϵ
3: while |ρ(d)| < ϵ do
4: dso ← d ▷ update minimum secure distance
5: d ← d − c ▷ decrease distance by c
6: end while
7: Print dso
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Figure 4.7: Minimum secure distance such that the spatial correlation falls below ϵ.

Figure 4.7 plots the minimum ϵ-secure distance normalised to the wavelength for dif-
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ferent angles ∆. The unit for the angles has switched to degrees to avoid congestion in the

legends. Recall that the beamwidth is double the size of angle ∆. The minimum secure dis-

tance is dramatically affected for small values of ∆. For example, when ∆ = 20o , the mini-

mum 0.5-secure distance is approximately eleven wavelengths, whereas doubling the angle

results in a quadruple minimum 0.5-secure distance (dso (0.5) = 40λ). When ∆= 5o , it takes

100 wavelengths for the maximal spatial correlation (ϵ) to drop below 0.5.

Recall that a spatial channel correlation as high as 0.5 results in a high secrecy degrada-

tion as explained in section 4.3. Next, we focus on wider beamwidths 4.7) and give numer-

ical examples of minimum 0.1-secure distance.
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Example 4.4. Let the operating frequency be 2.4GHz, and let the AoA-beamwidth be 800 (∆=
40o). To achieve a maximal spatial correlation of 0.1, the eavesdropper needs to be distanced

by at least 7m (57λ) from Bob. If the beamwidth doubles in size (160o), the 0.1-secure distance

decreases to 2m (19λ).

Example 4.5. To achieve a minimum 0.1-secure distance of less than 1m dso (0.1) < 1m),

the beamwidth needs to be at least 200o when the operating frequency is fc =2.4GHz. When

fc =2.4GHz, a beamwidth of size 160o suffices.

4.6 Conclusion

We showed that a spatial channel correlation as high as 0.5 can significantly degrade the

secrecy performance. Thus, we conclude that the typical definition of coherence distance is

not appropriate for secrecy purposes. In order to effectively design a secure secrecy system,

we suggest that the impact of spatial channel correlation must be considered so that the

vulnerable key bits are dropped and the unpredictability of the key is restored.

For the case of a rich scattering environment whereby multiple scatterers surround the

legitimate user close to the eavesdropper, a distance of a couple of wavelengths can be con-

sidered secure only when isotropic antennas are employed. For the practical case of dipole

antennas, an eavesdropper needs to be placed at least ten wavelengths away from the le-

gitimate users so that the secret key capacity is negligibly affected. For the case of directive

channels, the secure distance increases dramatically as the angle-of-arrival deviates from

being uniformly distributed across (0,2π].
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5
ENABLING A POSITIVE SECRECY GAP

Although key-based Physical Layer Security (PLS) is the dominant subfield of PLS in

terms of employability in current systems (see section 3.2), it requires a dynamic chan-

nel. As seen in the literature review, a slow-fading channel results in a low-key rate, and the

key rate is zero for static channels. Chapter 4 also demonstrated that typical key generation

protocols are vulnerable when the spatial channel correlation remains high over long dis-

tances. This chapter suggests a method of confidential data transmission which does not

rely on a dynamic channel or the spatial decorrelation property. The channel model of this

chapter is fixed and non-varying. The presented method addresses the main challenge of

keyless PLS which is the requirement of a positive secrecy gap (section 3.1.1.1). Based on

secrecy coding (see section 3.1.1.1) and base station cooperation the method facilitates the

transmission of small confidential messages such as keys. The main results and conclu-

sions of this chapter have been published in [155].

Keywords: physical layer security, secrecy coding, base station cooperation, reverse training, maximal-

ratio transmit beamforming.

Prerequisite: Wyner’s wiretap channel 3.1.1.1, Fundamentals of Information Theory 2.1, Perfect Se-

crecy 2.2.1.1
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5.1 Introduction

Secrecy coding is a branch of physical layer security that is not based on channel correlation

but requires a positive secrecy gap, i.e. the eavesdropper’s channel needs to be worse than

the legitimate channel. In the presence of a passive eavesdropper whose Channel State

Information (CSI) is unknown, secrecy coding fails to provide a design with information-

theoretic guarantees. When the eavesdropper’s CSI is unknown, typical methods of physi-

cal layer security use artificial noise in order to degrade the eavesdropper’s channel.

This paper suggests an alternative way for achieving confidentiality which is based on

Base-Station (BS) cooperation on the downlink as supported in 3GPP LTE-advanced [156].

BS cooperation is expected to be the core attribute of many 5G/6G technologies such as co-

ordinated multipoint 5G communications [157–160], unmanned aerial vehicles, [161, 162],

and reconfigurable intelligent surfaces [163, 164].

With the proposed method, each BS sends a sequence to the legitimate receiver who is

able to reconstruct the information message by XoR-ing the received sequences. As long as

the eavesdropper(s) is not at the same location as the legitimate receiver, there is a likeli-

hood that one of the links will not be of high quality, thus she will not be able to acquire all

sequences required for decoding the message. The proposed scheme has low complexity at

the receiver and can be used in systems with finite-alphabet input, whereby most artificial

noise-based schemes are ineffective.

Existed schemes of key-based PLS perform well when the channel between the legiti-

mate pair fluctuates fast and practical implementations have already been recorded. How-

ever, in slow-fading channels, key-based PLS suffers from low secrecy-key rates; The se-

crecy key rate for a static channel is zero in static channels. Our analysis revolves around

a single realisation of the fading channel coefficient, and as such, it takes no advantage

of the channel’s rate of fluctuations. With our scheme, it is possible to achieve a positive

secrecy key rate even when the channel is static. Our channel model can be viewed as a

special case of an Additive White Gaussian Noise channel, the capacity of which is given by

C = log(1+SN R) measured in bps (we set the channel bandwidth equal to one).

The drawback of our scheme is that the secrecy capacity is decreased as the number of

BSs increases. For applications that demand a high data rate, the proposed scheme can be

used in order to exchange symmetric keys. If the transmitter securely transmits a key to the

legitimate receiver in the physical layer, the so-called Symmetric Key Cryptography (SKC)

can be applied in the upper layers of the protocol stack. Note that a cross-layer approach

that generates keys in the physical layer and enables SKC in the upper layer is believed by
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many to be a promising method to secure complex future wireless networks such as IoT,

HetNets, and reduced cell-size 5G networks.

The scheme aims to provide a positive secrecy gap by degrading the eavesdropper’s

channel without the use of AN. Therefore, it can be applicable in communication systems

where AN schemes are vulnerable, such as those with discrete-alphabet inputs and sce-

narios involving a multiple-antenna eavesdropper1 [165]. We demonstrate that the deploy-

ment of multiple base stations (BSs) along with an encoding scheme called ’secret splitting’

can significantly increase the probability of a positive secrecy gap and enable secure trans-

missions.

5.1.1 Related work

The main idea of the scheme, secret splitting (also known as secret sharing), has its origins

in network coding whereby the confidential message is split into M ‘splits’ and are sent to

the legitimate receiver through different paths. In Capar’s work [166, 167], a large network

of trusted relay nodes is considered and the splits (or shares) travel through parallel paths

after appropriate relaying in a multi-hop network. Loosely speaking, parallel paths mean

that the transmission links do not cross at any other location but only at the legitimate

receiver. As such, the eavesdropper(s) will not acquire all ‘splits’ and will fail to decode the

message.

Motivated by recent advancements in distributed massive-MIMO and BS cooperation,

the work examines secret splitting under links created solely in the physical layer. In con-

trast to secret splitting in network coding, we do not examine the choice of paths/routes for

which secrecy is guaranteed. Communications happen in a one-hop manner, the number

of BSs is fixed as well as their location. As such, the paths may not be parallel in the sense

that the secret splits may travel via beams that overlap. Lastly, our analysis revolves around

a single realisation of the fading channel coefficients, and as such, it takes no advantage of

the fading properties of the channel [57].

5.1.2 Organisation

Sections 5.2 defines and explains secret splitting and secrecy gap under secret splitting,

respectively. In section 5.3, the probability of a positive secrecy gap is derived and analysed

under a specific channel setting and transmission scheme. A comparison between conven-

1A multiple-antenna eavesdropper can use spatial diversity to separate the noise from the desired signal
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tional wiretap coding and secret splitting follows in section 5.4 and numerical results are

presented. The chapter concludes with a discussion in section 5.5.

5.2 Secret Splitting

Let w denote the confidential binary message of length k that Alice wishes to send to Bob

in the presence of an eavesdropper, Eve. Alice is able to control M base stations, namely

A1, A2, . . . , AM . Alternatively, Ai can also be considered to be a relay node with which Alice

can communicate through a secure network.

The transmitter generates M − 1 uniform independent binary sequences of length k,

namely, w1, . . . ,wM−1. An M th sequence is generated as

wM =
M−1⊕
i=1

wi ⊕w. (5.1)

We call {wi , i ∈ [M ]} the secret splits of w. Secret split wi is sent to Bob through base

station Ai . After collecting all M secret splits, Bob XoRs the sequences and attains the con-

fidential message. Indeed, it is evident from (5.1) that
⊕M

i=1 wi = w.

Note that the confidential message w may not have a uniform distribution, e.g. it may

correspond to an English word or to a user’s predictable password. However, when random

sequence
⊕M−1

i=1 wi is XoRed to w, the resulting split, wM , is also random and independent

of w. Secret splitting can also be thought of as a one-time pad encryption [1] with
⊕M−1

i=1 wi

being the secret key and wM being the codeword.

Lemma 5.1. Let Ws denote a proper subset of {wi , i ∈ [M ]}. Then

H(w|Ws) = H(w). (5.2)

Proof. If wM ∉Ws , then

H(w,Ws) = H(w)+H(Ws),

since the choices of w1, . . .wM−1 are independent of the choice of message w.

We now examine the case when wM ∈ Ws . Set Ws can be expressed as {WT ,wM }, where

T ⊂ {1, . . . , M −1}. The complementary of T is T c = {1, . . . M −1} \ T ̸= ;. Then,

78



5.2. SECRET SPLITTING

H(w,Ws) = H(w,WT ,wM )

= H(w,WT ,wM ⊕w⊕⊕
i∈T

wi )

= H(w,WT ,
⊕

i∈T c
wi )

= H(w)+H(WT )+H(
⊕

i∈T c
wi ) (5.3)

= H(w)+H(WT )+k. (5.4)

We also have that,

H(Ws) = H(WT ,wM )

= H(WT ,wM ⊕⊕
i∈T

wi )

= H(WT ,w
⊕

i∈T c
wi )

= H(WT )+H(w
⊕

i∈T c
wi ) (5.5)

= H(w)+H(WT )+k. (5.6)

From (5.4) and (5.6), we have that H(w,Ws) = H(w)+H(Ws) which completes the proof.

Theorem 5.1. As long as the eavesdropper attains less than M secret splits, she gains no

information about the confidential message w:

I (w;Ws) = 0 for all Ws ⊂ {wi , i ∈ [M ]}. (5.7)

Proof.

I (w;Ws) := H(w)−H(w|Ws) = 0. (5.8)

In information theoretical terms, when equation (5.7) is satisfied, strong secrecy is achieved

which guarantees zero information leakage regardless of the length, k, of the message. That

is, it only takes one weak link between the eavesdropper and a base station in order to

achieve confidentiality.
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5.2.1 Secrecy Gap

With appropriate wiretap coding, secret split wi can be securely transmitted as long as CBi −
CEi > 0. As theorem 5.1 implies, the secure transmission of one secret split is sufficient for

securing message w. Thus, for secrecy purposes, it is required that CBi −CEi > 0 for some

i ∈ [M ]. The latter is equivalent to requiring maxi∈[M ](CBi −CEi ) > 0 which motivates the

following definition.

Definition 5.1. The secrecy gap under secret splitting is defined as

SGsplit := max
i∈[M ]

(CBi −CEi ) (5.9)

The secret splits are transmitted by spatially separated transmitting nodes. Even if the

eavesdropper is positioned very close to a transmitting node, her ability to decode is lim-

ited by her weakest channel. For instance, when there are two transmitting nodes, A1 and

A2 (resulting in two secret splits), and the eavesdropper is in close proximity to A1 such

that CE1 > CE2 , the secrecy gap under secret splitting is defined as SGsplit = (CB2 −CE2 ).

Therefore, secret splitting can reduce the eavesdropper’s decoding capability without the

necessity of generating artificial noise.

5.3 Secrecy Gap in Rayleigh Channels

When the secrecy gap SGsplit is positive with a probability equal to one or zero, secure com-

munication is possible, or not possible, respectively. When the channels are not determin-

istic but random processes, quantity P
(
SGsplit > 0

)
can take any value in the interval [0,1].

This section studies the probability of a positive secrecy gap under a Rayleigh channel and

transmit beamforming.

5.3.1 Channel Model

In our channel model, the legitimate receiver is a single-antenna device, whereas the adver-

sary and transmitter may have multiple antennas. We denote by NE and NA the number of

antennas at Eve and Ai , respectively. The base stations have the same number of antennas

(NA) for simplicity.

Vector hi = (h(i )
1 , . . .h(i )

NA
) ∈C 1×NA , i ∈ [M ] comprises the channel coefficients h(i )

j of the

channel between the j th antenna of Ai and Bob. The matrix Gi = (g(i )
1 , . . . ,g(i )

NA
) ∈ C NE×NA
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indicates the channel between Eve and base station Ai . Column g(i )
j is the channel vector

between base station Ai and the j th antenna at Eve. All channels are assumed to be recip-

rocal, i.e. communication takes place in a time-division-duplex manner.

Bob’s and Eve’s channels are independent and drawn from a Rayleigh distribution:

hi ∼C N (0NA ,σ2
Bi

INA ) and g(i )
j ∼C N (0NE ,σ2

Ei
INE ), (5.10)

for all i ∈ [M ] and j ∈ [NE ].

When base station Ai transmits x ∈CNA×1, the received signal at Bob and Eve are given

by

y = hi x+n(i )
B and z = Gi x+n(i )

E , (5.11)

respectively. Variables n(i )
B and n(i )

E denote additive white Gaussian noise of zero mean and

unit variance/covariance- matrix that vary independently for different i ∈ [M ] and from the

transmission of one symbol to the other:

n(i )
B ∼C N (0,1) and n(i )

E ∼C N (0NE ,INE ). (5.12)

5.3.2 Transmission scheme

5.3.2.1 Wiretap Coding and modulation

With Bob being a single-antenna node, the base stations transmit the secret splits succes-

sively. Before transmission, reliability and equivocation bits may be added to each one of

the secret splits resulting in longer binary words. Modulation such as QAM or PSK modu-

lation maps the binary words to a sequence of signals ready for transmission through the

medium.

For example, after wiretap coding, secret split w1 is transmitted as s1 = (s1, . . . , sn) ∈C1×n

for some n ∈ N. Note that the length n may differ at other BSs depending on the wiretap

coding and modulation scheme used. Without loss for generality, the signal power is nor-

malised to one: E(|s j |2) = 1.

5.3.2.2 Transmit beamforming

Transmit beamforming is preferred for secrecy purposes since it avoids CSI leakage at the

eavesdropper [168–170]. Being unaware of her own channel, the eavesdropper is unable to

increase her decoding capabilities, e.g. by performing receive-beamforming. No CSI of the

wiretap channel is available at Alice, either. For example, this is the case when the eaves-

dropper is passive and remains silent. Under this scenario, the best transmit beamforming
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strategy for secrecy purposes is Maximal-Ratio-Transmit (MRT) beamforming [171, Corr.

2]; With MRT the signal is sent towards the channel direction of the legitimate receiver and,

as such, his SNR is maximised.

With the channel remaining static throughout the transmission of a secret split, the

MRT beamforming vector hH
1 /||h1|| is applied to every symbol of si = (s1, . . . , sn). To avoid a

complicated notation, we drop the subscript at the symbols. When Ai transmits

x = hH
i

||hi ||
s, (5.13)

substitution in (5.11) shows that the received signals at Bob and Eve are

yi = ||hi ||s +n(i )
B and (5.14)

zi =
Gi hH

i

||hi ||
s +n(i )

E , (5.15)

respectively.

5.3.3 Probability of positive secrecy gap

Given the unit variance receiver-noise and the normalised to unit power signal, the average

SNRs for sequence si at the two receivers are given by

γBi = ||hi ||2 and γEi = ||Gi hH
i ||2/||hi ||2 (5.16)

Theorem 5.2. Distribution of SNR at two receivers

1. Variable γBi follows the Gamma distribution with shape parameter NA and scale pa-

rameter σ2
Bi

:

γBi ∼ Γ(NA,σ2
Bi

). (5.17)

2. Variable γEi is independent of γBi and follows the gamma distribution with shape

parameter NEi and scale parameter σ2
Ei

:

γEi ∼ Γ(NE ,σ2
Ei

). (5.18)

3. The expected values of γBi and γEi are

¯γBi := NAσ
2
Bi

and ¯γEi = NEσ
2
Ei . (5.19)
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Proof. The components of hBi are complex numbers, the parts of which are independent

and Gaussian distributed with zero mean and variance σ2
Bi

/2. As such, they are exponen-

tially distributed with parameter σ2
Bi

.

The channel gain ||hBi ||2 is the summation of NA independent exponential variables,

and as such, it follows the Gamma distribution with shape parameter NA and scale param-

eter σ2
Bi

: ||h||2 ∼ Γ(NA,σ2
Bi

).

The probability density function (p.d.f.) and cumulative density function (c.d.f.) of γBi

are given by:

fBi (γBi ) = γ
NA−1
Bi exp{−γBi /σ2

B }

σ
2NA
B (NA −1)!

(p.d . f ) (5.20)

FBi (γBi ) = 1

(NA −1)!
γinc(NA,γBi /(σ2

Bi )) (c.d . f ) (5.21)

and the variance of γBi is

V(γBi ) = NAσ
4
B . (5.22)

Observe that both functions increase linearly with the number of antennas employed by

Alice.

Proof. From (5.15), the SNR at Eve, denoted by γEi , is

γEi =
Gi hH

i

||hi ||
=

NE∑
j=1

||g(i )
j hH

i ||2
||hi ||2

, (5.23)

where g(i )
j denotes the j th row of Gi .

Observe that ||g(i )
j hH

i ||2 = g(i )
j ·hi , where ‘·’ is the inner product of two vectors. Since

Bob’s and Eve’s channels are independent Rayleigh channels, their channel vectors can be

expressed as

g(i )
j = ||g(i )

j ||ui and hi = ||hi ||vi ,

where ui ,vi ∈C NA are two unit random vectors, uniformly distributed in the NA−1 dimen-

sional complex sphere S NA−1. Indeed, the four quantities (||g(i )
j ||,ui , ||hi ||,vi ) are indepen-

dent.

Eve’s SNR can be simplified to

γEi =
NE∑
j=1

||g(i )
j ||2(ui ·vi )2, (5.24)

83



CHAPTER 5. ENABLING A POSITIVE SECRECY GAP

which is therefore independent of ||hi ||, and hence independent of Bob’s SNR.

Observe that for a fixed vi , the geometrical interpretation of ui ·v is the projection of ui

to the direction of vi . The distribution of the projection is independent of the choice of vi .

Hence, f (γEi |γBi ) = f (γEi |vi ) = f (γEi ) which proves the independence.

Similar to ||hi ||2, ||g(i )
j ||2 follows the gamma distribution:

||g(i )
j ||2 ∼ Γ(NA,σ2

Ei
).

The distribution of (u·v)2 is a Beta distribution with shape parameters 1 and NA−1. I.e.,

(u·v)2 ∼ B(1, NA −1).

According to [172, theo 1], the product of two random variables that follow a Γ(NA,σ2
Ei )

distribution and a B(1, NA − 1) is a Γ distribution with shape 1 and rate σ2
Ei . Lastly, the

summation of N independent and identical distributed Gamma functions is also a Gamma

function with parameters NE and σ2
Ei .

γEi ∼ Γ(NE ,σ2
Ei ) (5.25)

As such, the p.d.f. and c.d.f. of γEi are given by:

fEi (γEi ) =
γ

NE−1
Ei

exp{−γEi /σ2
Ei }

σ
2NE
E (NE −1)!

(p.d . f ) (5.26)

(5.27)

and the variance of γEi is

V(γEi ) = N 2
Eσ

4
Ei

. (5.28)

Observe that Bob’s average SNR is a linear function of NA whilst Eve’s average SNR is

a linear function of NE . Only Bob benefits from an increase in the number of antennas at

Alice.

With Eve’s SNR and Bob’s SNR being independent, their joint p.d.f., fBEi , is equal to:

fBEi (γBi ,γEi ) = fBi (γBi ) fEi (γEi ). (5.29)

Figure 5.2 plots the joint p.d.f. for the case whereby Bob and Alice have both single an-

tenna devices. The theoretical p.d.f. is validated by empirical p.d.f.

84



5.3. SECRECY GAP IN RAYLEIGH CHANNELS

Figure 5.1: P.d.f. of Eve’s SNR for = 1,σ2
Ei = 1, and NE = 1. The graph is invariant to NA;

Theorem 5.3. The probability of positive secrecy gap under secret splitting is

P
(
SGsplit > 0

)= 1−
M∏

i=1
P

(
γEi ≥ γBi

)
. (5.30)

Proof.

P
(
SGsplit > 0

)= P

(
max
i∈[M ]

(CBi −CEi ) ≤ 0

)
P

(∩M
i=1{CBi −CEi ≤ 0}

)
By invoking the independence of γEi and γBi , we have that P

(
SGsplit ≤ 0

)=∏
P

(
γEi ≥ γBi

)
.

Theorem 5.4. The probability of positive secrecy gap under secret splitting, MRT, and inde-

pendent Rayleigh channels is equal to:

P
(
SGsplit > 0

)= 1−
M∏

i=1

∫ ∞

0

γBi
NA−1 exp

(
−γBi

σ2
Bi

)∑NE−1
k=1

1
k !

(
γBi

σ2
Ei

)k

σBi
2NA (NA −1)!

dγBi (5.31)
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Figure 5.2: Joint p.d.f. over Bob’s and Eve’s SNR plane. Parameters are set as: σ2
Bi = σ2

Ei =
1, NA = 4, NE = 1.

Proof.

P
(
γBi > γEi

)= ∫ ∞

0

∫ ∞

γBi

fBE (γBi ,γEi )dγEi dγBi

(5.29)=
∫ ∞

0 γBi
NA−1 exp

(
−γBi

σ2
Bi

)∫ ∞
γBi

γE
NE−1 exp

(
−γEi

σ2
Ei

)
dγEi dγBi

σ2
Bi

2NAσ2
Bi

2NE (NA −1)!(NE −1)!

=
∫ ∞

0 γBi
NA−1 exp

(
−γBi

σ2
Bi

)
Γinc

(
NE , γBi

σ2
Bi

)
dγBi

σ2
Bi

2NA (NA −1)!(NE −1)!

Expressing the incomplete upper Gamma function Γinc as a summation according to [173,

equation 2] and applying lemma 5.3 completes the proof.

Note that the integration in Eq. (5.4) is with respect to γBi . As such, the probability of

P
(
SGsplit > 0

)
is a function of the channel statistics, σ2

Bi and σ2
Ei , and the number of anten-

nas, NA and NE .
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(a) M = 1, NA = 1, NE = 2 (b) M = 3, NA = 1, NE = 2

Figure 5.3: The red colour indicates areas at which a 2-antenna adversary node has a better
signal than Bob with high probability. The blue colour indicates the opposite.

Corollary 5.1. When Eve is a single antenna node (NE = 1), Eq. (5.31) can be expressed as

P
(
SGsplit > 0

)= 1−
M∏

i=1

(
1+

σ2
Bi

σ2
Ei

)−NA

. (5.32)

Proof. The cor follows after substituting NE = 1 in Eq. (5.31) and using the standard result

of
∫ ∞

0 xne−αxd x = n!/αn=1.

From a user’s location point of view, by invoking the relationship between average signal

power and distance [174], the channel statistics can be expressed as

σ2
Bi = k/d(Ai ,B)α and σ2

Ei = k/d(Ai ,E)α, (5.33)

for some k ∈ R, where d(Ai ,B)/d(Ai ,E) is the distance between Ai and Bob/Eve and α is

the path-loss exponent. For example, Eq. (5.32) is equivalent to

P
(
SGsplit > 0

)= 1−
M∏

i=1

(
1+

(
d(Ai ,E)

d(Ai ,B)

)α)−NA

. (5.34)

Although the probability of a positive secrecy gap is a function of the path-loss exponent

α, the differences in the graphs for different values of α ∈ [3,5] were hardly noticeable. All

numerical results of this paper consider the case when α= 4 only.

In Figure 5.3.3 the red area indicates the locations at which the eavesdropper has an

advantage over Bob. i.e. locations at which the probability of a positive gap is low. When

three single-antenna BSs (or relay nodes) are employed, the likelihood that Eve attains a

better signal than Bob is decreased dramatically (Fig. 5.3.3).
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Figure 5.4: Probability of positive/negative SGsplit against NA when two BSs are employed
(M = 2) and Eve is at the middle between Bob and A1. Solid lines/scattered plots are derived
theoretically/empirically.

Figure 5.5: Probability of positive/negative SGsplit against NE when two BSs are employed
(M = 2) and Eve is at the middle between Bob and A1. Solid lines/scattered plots are derived
theoretically/empirically.
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5.3.4 Asymptotic behaviour

It is evident from Th. 5.3 that the probability of positive secrecy gap is an increasing func-

tion of the number of base-stations, M ; If Eve is equipped with a finite number of antennas

then it is a strictly increasing function. In the latter case, when M becomes asymptotically

large, the secrecy gap under secret splitting is positive with probability one:

lim
M→∞

P
(
SGsplit > 0

)= 1. (5.35)

On the other hand, for a fixed number BSs, M , secure communication is not possible

when NE →∞. Indeed, with an asymptotically large number of antennas available at Eve

only, she always experiences a better SNR than Bob. Since P
(
γEi ≥ γB

)= 1 for all i ∈ [M ], it

follows that

lim
NE→∞

P
(
SGsplit ≤ 0

)= 1. (5.36)

Consider the metrics P
(
SGsplit > 0

)
and P

(
SGsplit ≤ 0

)
, i.e. the probability of Bob being

successful and Eve successful in terms of achieving a better signal, respectively. For the

setting as illustrated in Fig. 5.3.3 whereby two base stations are deployed, the probability

of Bob being successful converges much faster than the probability of Eve being success-

ful. Indeed, even when the adversary is equipped with NE = 8 antennas, ten antennas at

each BS is sufficient to provide a positive secrecy gap with probability approximate to one

(0.9999). On the other hand, when NA = 8, the eavesdropper needs at least forty antennas

for a 50% chance to get a better signal than the legitimate receiver (Fig. 5.3.3).

Lastly, for the case when NA →∞, it is evident from Eq. (5.17) and (5.18) that the em-

ployment of an infinite number of antennas NA increases Bob’s SNR asymptotically. As

such, for a fixed number of antennas at Eve, we have that P
(
γEi ≥ γBi

) = 0 for all i ∈ [M ]

which results in a certain positive secrecy gap:

lim
NA→∞

P (SG > 0) = 1. (5.37)

The above equation implies that the employment of a single base station and conventional

wiretap coding are sufficient to secure the communication from Alice to Bob when NA is

asymptotically large.

5.3.5 Secrecy Outage Probability

For secure transmissions, the condition SGsplit > 0 is necessary but not sufficient. Depend-

ing on the choice of the equivocation rates, information leakage may occur even when
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SGsplit > 0. Recall that the eavesdropper gains no information as long as one secret split

is secure (Th. 5.1). As such, the secrecy requirement of our scheme is the following:

There exists i ∈ [M ] such that CEi < REi (sec. req.) (5.38)

When the above equation is not satisfied, we say that an outage event occurs.

Definition 5.2. We define the secrecy performance metric as the probability of a secrecy

outage event:

P (s)
out := P

(∪M
i=1CEi ≥ REi

)
(5.39)

As the secrecy performance metric is defined as the probability of an event, it does

not itself guarantee secrecy. Nevertheless, it serves as a valuable metric for comparison

between the conventional method and secrecy splitting.

WithγEi ’s, being independent, so do the channel capacities CEi ’s. For our channel model,

Def. 5.2 is equivalent to

P (s)
out :=

M∏
i=1

P
(
CEi ≥ REi

)
(5.40)

A direct result of the definition is that the secrecy outage probability is a decreasing

function of M . For an asymptotically large number of base stations and as long as Eve em-

ployees a finite number of antennas, the probability of a secrecy outage is zero.

lim
M→∞

P (s)
out =

0 if NE ̸→∞
1 if NE →∞

(5.41)

Theorem 5.5. Under secret splitting, MRT, and independent Rayleigh channels, the secrecy

performance metric is given by

P (s)
out =

M∏
i

(
1−

γinc(NE , (2RE −1)/(piσ
2
Ei

))

(NE −1)!

)
(5.42)

Proof. Direct after expressing Eq. (5.2) as

P (s)
out =

M∏
i

(
1−FEi (REi )

)
. (5.43)
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5.3.6 Secrecy Capacity

Without knowledge of the wiretap channel, the secrecy capacity cannot be derived. How-

ever, when minCEi is known and when minCEi < minCBi , we show that an explicit formula

can be given as well as the strategy that achieves the secrecy capacity. Having assumed per-

fect main CSI, Alice utilises the base stations Ai , i ∈ [M ] for which CBi > minCEi only. Thus,

the assumption of CBi > minCEi is coherent.

Recall that the secrecy capacity is the maximum achievable secrecy rate. As such, it is

essential to derive the secrecy rate for our scheme first.

The secrecy rate at which secret split wi was wiretap-coded is RSi = RBi −REi . Individual

secret splits do not convey any information. It takes M transmissions to transmit confiden-

tial message w. Since the length of secret split is k, k/RSi seconds are required for Bob to

attain wi. Due to successive transmission,
∑M

i=1 k/RSi seconds are required in total for at-

taining message w = ⊕M
i=1 wi . With k also being the length of confidential message w, the

secrecy rate for our scheme is equal to

RS =
(

M∑
i=1

1

RSi

)−1

=
(

M∑
i=1

1

RBi −REi

)−1

. (5.44)

Recall that secrecy capacity is the maximum rate at which secret w is transmitted both

reliably and securely. To derive an explicit formula for the secrecy capacity, it is essential to

state the reliability and secrecy requirements of our scheme first.

Lemma 5.2. If mini CEi ≤ RE , strong secrecy is achieved.

Proof. Without loss of generality let mini CEi =CE1 . Since CE1 ≤ RE , Eve is unable to attain

secret split w1. With Eve obtaining only a subset of secret splits, Eq. (5.7) is satisfied and w

is strongly secure.

Hence, for secrecy constraints, we require

min
i∈[M ]

CEi ≤ RE (secrecy requirement) (5.45)

In order to maximise the secrecy rate, RS , we need to maximise the differences RBi −
REi , i ∈ [M ] under reliability and secrecy constraints. As per Shannon [1], the maximum

transmission rate for reliable transmissions is equal to the channel’s capacity: We set RBi =
CBi , for all i ∈ [M ].

As for the choice of the equivocation rates, observe that the fixed value of REi = minCEi

for all i ∈ [M ] satisfies the secrecy requirement (Eq. (5.38)). Choosing zero equivocation
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rates for the M−1 least noisy wiretap channel and minCEi for the channel Ai , i = argminCEi

would also satisfy the secrecy requirement and increase the secrecy rate, but it would not

guarantee secrecy: Alice does not know which channel is the worst for Eve. As such, she

fixes the equivocation rate to minCEi for all channels so that the secrecy requirement is

met with probability one. We have showed that the maximum secrecy rate under M−secret

splitting is achieved when RBi =CBi and REi = mini CEi , for all i ∈ [M ].

Theorem 5.6. When minCEi < minCBi , the secrecy capacity under M−secret splitting is

equal to

CS =
(

M∑
i=1

(CBi − min
i∈[M ]

CEi )−1

)−1

. (5.46)

When M = 1, Eq. (5.46) simplifies to the classical definition of secrecy capacity for the

case CB1 > CE1 [9]. For cases when CS = 0 and M = 1, adding a second base station will in-

crease the secrecy capacity with high probability. However, for M > 2, the secrecy capacity

is (always) a decreasing function of M . When choosing M > 2, the trade-off between secrecy

capacity and probability of secrecy outage events must be taken into consideration.

Another important consideration when determining M for practical applications is the

overhead costs associated with BS cooperation. BS cooperation necessitates additional sig-

nalling between cooperating base stations and the core network. This signalling involves

exchanging information about user equipment, resource allocation, and coordination. More-

over, coordinating data transmission and reception between multiple base stations will in-

troduce data overhead. This includes the need to exchange and process data, leading to

increased data transmission. It is worthwhile to note that the numerical results in the fol-

lowing section do not account for overhead costs, simplifying the analysis.

5.4 Base Station Allocation and Numerical Results

5.4.1 Secret Splitting Vs Conventional Wiretap Coding

With the probability of a positive secrecy gap being an increasing function of both NA and

M , the question arising is whether giving Alice more antennas is more beneficial than em-

ploying more BSs for secrecy purposes or vice versa. Besides, when taking into account

the transmission rate, a small M is preferred given that Bob is a single antenna device and

receives the secret splits successively. Two strategies are considered:
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Strg 1: Alice employs M > 1 base stations each equipped with K antennas. (M > 1 &

NA = K ).

Strg 2: Alice employs one base station with MK antennas.

(M = 1 & NA = MK ).

The first strategy is referred to as the M-secret splitting strategy, whereas the trivial case

(M = 1) is the case of conventional wiretap coding. The total number of antennas is MK

for both cases to facilitate comparison. Whether the first strategy outperforms the second

in terms of providing a positive secrecy gap depends on the channel statistics of the two

receivers. It can be shown that conventional wiretap coding outperforms secret splitting

when the eavesdropper channel or location is known at Alice.

When the wiretap CSI is known at Alice, M-secret splitting is unnecessary: Alice can

simply transmit with the BS that maximises the ratio γBi /γEi > 1. Even when only the lo-

cation of the eavesdropper is known, the trivial case whereby Alice transmits with the BS

minimises the ratio of the distances d(Ai ,B)/d(Ai ,E) maximises the probability of a posi-

tive secrecy gap. However, in a practical scenario, the location of a passive eavesdropper is

unknown. It will be shown that, in the case of a passive eavesdropper, M-secret splitting is

a better strategy in terms of secrecy.

With no information on the eavesdropper’s location, E , the comparison between the

two strategies will be made by evaluating the average performance, P0, over a set of possi-

ble locations for Eve, E :

P0 := E[P
(
SGsplit > 0|E ∈ E

)
]. (5.47)

The set of possible locations, E , is taken to be either the interior of a square or the inte-

rior of a circle:

• E =C (B ,ρE ): the interior of the circle of radius ρE and centre B, i.e. Bob’s location, or

• E = S(B ,ρE ): the interior of some square of base 2ρE and centre B.

Due to the infinite cardinality of the sets and the complexity of the formulae, the eval-

uation of the performance P0 will be derived empirically by sampling the eavesdropper’s

location in E uniformly. Note that in this paper Eve and Bob lie on the same plane. The

simulation methods have been validated a priori by considering discrete sets of small car-

dinality for which the theoretical results matched the empirical ones.

With Bob being at the origin, B(0,0), of a polar coordinate system, let Ai be placed at

Ai (ρAi ,θAi ). As Fig. 5.4.1 demonstrates, the average performance under 2-secret splitting
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Figure 5.6: The set of possible locations for Eve is E =C (B ,1.5ρA1 ) (5.4.1).

Figure 5.7: The average performance:
P0 = E[P

(
SGsplit > 0|E ∈ E

)
] against the angle difference of the two BSs |θA1 −θA2 | (5.4.1).

increases as the difference of the angles of the two base stations approaches π. The angle

difference of |θA2 −θA1 | =πwill be referred to as the optimal angle-difference. Observe that

a near-optimal angle difference (e.g., π±π/4) achieves performances near the maximum.

This is an encouraging result for real-life communication systems when considering that

the angle difference will most likely differ from the optimal.

The performance of conventional wiretap coding can also be extracted from the graph

in Fig. 5.4.1. When E =C (0,1.5) and NE = 1 Strategy 1 achieves a positive secrecy gap with

probability P0 = 0.73. As for the second strategy, even when A2 is placed at double the

distance from Bob than A1 (ρA2 = 2), the probability, P0, increases remarkably (up to 27%).

Table 5.1 lists five examples for a set of different parameters. The average performance
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Figure 5.8: Average performance:
P0 = E[P

(
SGsplit > 0|E ∈ E

)
] against the number of BSs (M) when the total number of an-

tennas is fixed to
∑

NA = 64. The set of the eavesdropper’s possible locations is the square
S(B ,1.5) and for every M , the BSs are placed optimally at distance one from Bob.

has been evaluated over the circle C (B ,1.5ρA1 ). For the case when M = 2, the second base

station is placed at distance ρA2 = ρA1 = 1 from Bob as illustrated in Fig. 5.4.1. Column

‘optimal’ lists the average performance, P0, when the BSs are placed diametrically opposed

to Bob (|θA2 −θA1 | = π). The average performance is also recorded for the case when the

angle-difference differs far from the optimal: |θA1 −θA2 | = 2π/3. For all cases, Strategy 1 is

the best strategy in terms of providing a positive secrecy gap.

Table 5.1:
Average Performance P0 = P

(
SGsplit > 0|E ∈ E

)
under Strategy 1 and Strategy 2. Bob is at the

origin B(0,0) and the set of possible locations for Eve is the circle C (B ,1.5). Two cases are
considered in Strategy 1: (a) the two BSs are at A1(1,0) and A2(1,π) forming an ‘optimal’ an-
gle with Bob (b) the two BSs are at A1(1,0) and A2(1,3π/4) forming a ‘non-optimal’ angle.

Strategy 1: Strategy 2:
2 BSs with K antennas each 1 BS with

P0 optimal non-optimal 2K antennas
K = 2, NE = 1 0.981 0.992 0.815
K = 3, NE = 1 0.999 0.995 0.846
K = 32, NE = 1 1.00 1.00 0.950
K = 2, NE = 64 0.098 0.097 0.084
K = 32,NE = 64 0.950 0.894 0.595

Observe that even when Eve is a single-antenna node, beamforming with 2K = 64 an-

tennas at one BS does not guarantee a positive secrecy gap (P0 = .95). On the other hand,
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Figure 5.9: A closer look at the data of Fig. 5.8 for the cases where M ≤ 3 BSs are employed.
The performance, P0, is plotted against the number of antennas at the eavesdropper.

distributing the antennas in two BSs (case K = 32, NE = 1) results in a positive secrecy gap

with probability one. Simulations suggest that when the eavesdropper is a single-antenna

node, two BSs with just three antennas each can almost certainly provide the legitimate

pair with a positive secrecy gap (case K = 3, NE = 1). Lastly, both strategies perform poorly

when the adversary has a much bigger number of antennas than Alice (case K = 2, NE = 64).

5.4.2 M=2 Vs M>2

It has been shown that security can significantly be enhanced by distributing the anten-

nas at two base stations when there is no knowledge of the wiretap channel. This section

examines the case of multiple BSs (M ≥ 2) and compares non-trivial secret-splitting strate-

gies when the total number of antennas is fixed for the two cases. i.e. having established

that under an appropriate base station allocation secret splitting outperforms conventional

wiretap coding for secrecy, we now examine what is the optimal number of BSs. For exam-

ple, Alice is concerned about whether three BSs with two antennas each perform better

than two BSs with three antennas each. The multiple BSs are placed in a way such that they

form a regular polygon with Bob being at the centre:

Ai is placed at (1,2π(i −1)/M). (5.48)

For example, when M = 3, the BSs form an equilateral triangle. Assuming that the BSs can

have a minimum distance of one from Bob, the above BS allocation is optimal in terms of

increasing the probability P0. Indeed, by separating the BSs as far as possible from each

other whilst the distance between each of them and Bob is kept to the minimum, there is

always one BS to which Bob is closer than Eve. As such, the probability of Eve ‘missing’ a

secret split is maximised.
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Figure 5.10: The curved lines indicate the performance P0 against the optimal and sub-
optimal angle-difference between two BSs. The vertical lines correspond to the case when
M = 3 are placed optimally. The highlighted segments indicate the angle-differences for
which 2 BSs outperform the employment of 3 BSs.

As seen in Figure 5.8, when the total number of antennas is fixed, the performance is

maximised for M = 2 and degrades gradually with M > 2. In particular, the more antennas

employed at Eve, the faster the performance of P0 degrades with M > 2. Therefore, if there

exist two BSs that are placed diametrically opposed to Bob, transmitting two splits with

two 3-antenna BSs is a better strategy than transmitting three splits with three 2-antenna

BSs. This is an encouraging finding for practical situations where the cost overhead for base

station cooperation increases with the number of base stations.

Extracting the data from Fig. 5.8, for M ≤ 3, Fig. 5.9 is plotted. Since the difference in the

performance of the cases M = 2 and M = 3 is very small, transmitting with three splits may

be more beneficial if the two BSs are not placed optimally. Simulations suggest that M = 2 is

the optimal number of BSs as long as the angle difference doesn’t differ more thanπ/5 from

the optimal angle difference (π). The simulations were run for a different set of parameters:∑
NA = 6,12,60,120 and NE ∈ [10

∑
NA]. Figure 5.10 is an example of the performance for

the two cases M = 2 Vs M = 3 when
∑

NA = 6. The curved lines indicate the performance of

the case M = 2 against the angle difference whilst the vertical lines indicate the maximum

performance for the case M = 3. In most cases, the case M = 2 performs better even when

3π/4 < |θA2 −θA1 | < 5π/4.
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5.5 Conclusion

This chapter presents the secret splitting scheme, aiming to reduce the eavesdropping ca-

pabilities of unintended receivers. While the definitions and scheme provided are broad

and applicable to any channel model, the chapter specifically explores secret splitting for

the case of narrowband Rayleigh channels and transmit beamforming.

The derived formulae facilitate theoretical analysis and the presentation of numerical

results, focusing on the scheme’s impact on secrecy outage probability. In comparison to

conventional wiretap coding methods, secrecy splitting significantly reduces secrecy out-

age probability. It is important to note that the evaluation of secrecy rates did not account

for additional overhead costs arising from base station cooperation. Nonetheless, secrecy

splitting creates a positive secrecy gap in areas where the secrecy rate with conventional

ways of secrecy coding would have been zero.

The examination of the scheme also covers the optimal number of base stations and

their allocation. Subject to the constraint
∑

NA ≤ K , distributing K antennas among a small

number of base stations, with two being optimal as long as the legitimate receiver is posi-

tioned between them, proves to be more advantageous. For example, the proposed scheme

could find a good fit when the legitimate receiver moves along streets or railways. Finally,

as the secrecy capacity decreases linearly with the number of employed BSs, we suggest se-

cret splitting be used for the confidential transmission of short messages such as symmetric

keys.
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6
EXPLOITING CHANNEL CORRELATION AGAINST DISTANCE

FRAUD

Whereas channel correlation has a negative impact on physical layer key generation, as

seen in chapter 4, this chapter demonstrates how it can be exploited to our benefit for pro-

tecting short-range systems against distance fraud. Two novel methods are presented that

can be employed by narrowband low-cost transceivers. The method introduced in section

6.2 addresses relay attacks and replay attacks, while the method in section 6.3.3 exploits

backscattering modulation to protect against solo distance fraud. The main results and

conclusions of this chapter have been published in [175, 176]. The first method has also

been patented in [177].

Keywords: Authentication, multipath fading, physical layer security, relay attack, replay attack, short-

range communications, spatial channel correlation.

Prerequisite: Fundamentals of the wireless channel 2.3, Authentication attacks in Short-Range Sys-

tems 3.3, Spatial correlation and multipath fading 2.3.3

6.1 Introduction

Short-range communications systems such as Bluetooth and Radio Frequency Identifica-

tion (RFID) systems have become an essential part of everyday life. Contactless payments,
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for example, have replaced cash payments for many individuals, and the same is expected

to happen with key-fobs or access cards replacing physical keys [175]. A common assump-

tion of such systems is that the physical constraints of the communication channel implic-

itly prove the proximity of a device. However, as seen in section 3.3, this assumption is far

from true and reports of crime have dramatically increased in the last year.

This chapter demonstrates how the fundamental correlation properties of the multi-

path Radio-Frequency (RF) channel can be exploited to protect against distance fraud and

replay attacks. Two methods are presented, namely, CHannel Reflection Yields Secure Prox-

imity (CHRYSP) and (against) Solo Distance Fraud for RFID (SDF-RFID). The first method,

CHRYSP, protects against relay attacks (Mafia Fraud) and replay attacks, whereas the sec-

ond method, SDF-RFID, protects RFID systems against solo-Distance Fraud and replay at-

tacks.

Both methods are facilitated by the cooperation of an external node whose transmit-

ting signal is the reference signal for capturing the small-scale fading at two receivers: Alice

and Bob. Bob plays the role of the prover whereas Alice is the verifier. If Alice and Bob are

in close proximity, they shall experience correlated fading. On the other hand, if they are

placed at a distance much greater than the wavelength, they shall experience uncorrelated

fading. The spatial correlation properties of the RF channel are exploited to protect against

distance fraud, and the temporal correlation properties add protection against replay at-

tacks.

6.1.1 Related Work

Replay Solo Dist. Mafia Terrorist
attack Fraud Fraud Fraud

RF fingerprints ✓ X ✓ ✓
Ambient Conditions ✓ ✓ ✓ X

Time-of-flight X ✓ ✓ depends on

dist. bound. protocol

CHRYSP ✓ ✓ ✓ X
SDF-RFID ✓ ✓ X X

Table 6.1: Possibility for protection against authentication attacks in short-range commu-
nication systems

To the author’s best knowledge, it is the first time that channel correlation is exploited

for proximity verification. Different methodologies against authentication attacks in short-

range authentication systems have been reviewed in section 3.3. Table 6.1 lists some of
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the existing methods along with the type of fraud that they address. As discussed in sec-

tion 3.3 the most resilient method against distance fraud is the Distance Bounding (DB)

technique that measures the time of flight of an incoming signal. However, due to their

requirement for time accuracy, DB protocols require specialised hardware and an Ultra-

WideBand (UWB) channel [132, 133] in order to be effective. Moreover, DB techniques do

not protect against replay attacks.

The proposed method CHRYSP naturally protects against relay and replay attacks and

can be employed in both narrowband and UWB communications (the focus of this chapter

is narrowband communications). The advantage of the second method, SDF-RFID, against

other methods that protect against Solo Distance Fraud (SDF) and replay attacks is that it

requires no further action from the prover. Equipped with an RFID transponder, the prover

is only required to send typical RFID data to the verifier. As such SDF-RFID requires no

extra power or memory resources from the RFID transponder. The latter statement is of

high importance when considering the extremely limited resources of RFID transponders

(see section 3.3.1.1).

6.1.2 Organisation

The remainder of this chapter is segmented into two main sections: section 6.2 that presents

the method CHRYSP and section 6.3 that presents method SDF-RFID. Each main section

begins with the channel model and the estimation of the channel correlation. Section 6.3

also includes background information on backscattering modulation (section 6.3.1) which

is crucial for our understanding of how the verifier is able to estimate the channel corre-

lation in UHF-RFID systems. The proceeding sections discuss the possibility of protection

against distance fraud. The numerical examples in section 6.2.6 apply to both methods

CHRYSP and SDF-RFID. Lastly, the concluding remarks are found in section 6.4.

6.2 CHRYSP

6.2.1 Channel model and channel correlation

In a short-range communication system, Alice allows access to a service only when a user

with valid cryptographic primitives is in close proximity. Bob is a user with valid crypto-

graphic primitives, whereas Eve is an attacker who tries to impersonate Bob. As explained

in section 3.3, there are four common types of impersonation attacks or distance fraud in

short-range communication systems, namely replay attacks, Solo-Distance Fraud, Mafia
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Figure 6.1: Randy, Alice and Bob/Eve play the role of the helper node, the verifier, and the
prover, respectively.

fraud (or relay attack), and Terrorist Fraud. The proposed method, CHRYSP, offers protec-

tion against the first three types of attacks, a brief description of which is as follows:

• Replay attack: Eve replays Bob’s signal at a later time.

• Solo-Distance Fraud: Bob is remote and dishonest; He tries to deceive Alice into be-

lieving he is in close proximity. Eve is not present in this type of attack.

• Mafia-Fraud (relay attack): Eve relays Bob’s signal in real-time (if Mafia Fraud is launched

by two attackers, Eve is the attacker closer to Alice).

A helper node, Randy is employed to facilitate the authentication scheme. Let ha ,hb ,he ∈
Cdenote the complex fading channels between Randy and Alice, Bob, and Eve, respectively.

It’s important to highlight that single-antenna devices are chosen due to their common use

in short-range systems, driven by considerations related to space and power constraints.

A dynamic flat fading multipath channel is assumed between Randy and Alice. When

the identity of the prover is not known, notation hp is used to refer to the prover’s channel,

i.e. p ∈ {b,e}. Figure 6.1 is a representation of the channel model. Channels ha and hp are

assumed to be wide stationary, meaning that the first and second-order statistics do not

change. The mean value and variance of hu ,u ∈ {a,b, p} are denoted by µu and σ2
u , respec-

tively. As explained in section 2.3, when the prover is in close proximity to Alice, channels

ha and hp are correlated. The channel correlation is given by

R(ha ,hp ) = E [(ha −µa)(hp −µp )∗]

σaσp
. (6.1)

When a distance fraud occurs (Mafia Fraud or Solo-Distance Fraud) it is assumed that

Bob is positioned at a significantly greater distance than the wavelength from Alice, causing
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the correlation between their channels to be nearly zero. To aid in our analysis, we assume

that the channel correlation is exactly zero, denoted as R(ha ,hb) = 0. This assumption will

allow us to better comprehend the effects of an inaccurate estimation of the channel corre-

lation on Alice’s end, upon which the calculation of the decision threshold will take place.

Further, it is assumed that when there is no attack, Bob approaches Alice in close proximity

such that |R(ha ,hb)| ≥ Ro > 0.

While the initial aim of this chapter was to mitigate distance fraud, it has become evi-

dent that the proposed scheme can also safeguard against replay attacks, provided that the

replay attack occurs considerably later. By “considerably later”, we mean that the time in-

terval between Bob’s transmission and the replayed signal transmission exceeds the chan-

nel’s coherence time, such that their channels decorrelate. Again, for analysis purposes,

we assume R(ha ,hb) = 0, where ha represents Alice’s channel during the replay attack and

hb denotes Bob’s channel when Eve captured and stored her signal. It’s important to recog-

nise that there might be replay attacks that happen “immediately after” Bob’s transmission,

rendering the above assumption invalid. In this case, the suggested scheme should only be

used as a countermeasure against distance fraud.

Summarising our assumptions we have the following conditions:

|R(ha ,hb)| ≥ Ro > 0 (no attack: Bob is in close proximity) (6.2)

|R(ha ,hb)| = 0 (attack: Solo-Distance Fraud, Mafia Fraud, or replay attack) (6.3)

6.2.2 Received signal

As will be seen in Section 6.2.4, CHRYSP begins with channel measurements made upon

Randy’s signal transmission. We assume that both Alice and the prover can perfectly track

their channel over a period of time in a synchronised manner1. The assumption of per-

fect channel estimation allows us to solely focus on the impact of estimation errors of the

channel coefficient R(ha ,hb).

Assuming block fading, we partition Randy’s transmitting signal into a sequence of

blocks: s = s1, . . . ,sn such that the fading channel remains static during the transmission

of each block and changes randomly from one block to the other. Let hu[i ] be the channel

realisation during the transmitting block si at receiver u ∈ {a,b,e}. The received block of

1Perfect synchronisation is not required as long as the time-offset between the measurements is less than
the coherence time of the channel
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symbols at Alice/prover is

yu[i ] = hu[i ]si +nu , u ∈ {a,b,e}, (6.4)

where nu is additive noise. To evaluate hu[i ], the simplest technique is maximum like-

lihood estimator whereby the receivers multiply yu[i ] with sH
i , where (·)H is the transpose

conjugate operator.

The longer the block sequence, the more accurate the estimation of hi is. To communi-

cate the key components of CHRYSP, the channel estimation error is not taken into account

and perfect channel estimation is assumed at each receiver. By repeating the process over

different blocks each receiver attains a sequence of N independentally and identically dis-

tributed (i.i.d.) samples. Alice’s channel sequence is

{ha[i ]} = (ha[1], . . .ha[N ]), where ha[i ] are i.i.d. (6.5)

The channel sequence at the prover is

{hp [i ]} = (hp [1], . . .hp [N ]), where hp [i ] are i.i.d. (6.6)

Note that independence refers to the samples within the receiver’s channel sequence.

Sequence {ha[i ]} can be correlated to {hp [i ]}. The sample correlation based on the observed

channel sequences {ha[i ]} and {hp [i ]} is given by:

R̂(ha ,hp ) =
∑N

i=1

(
ha[i ]− µ̂a

)(
hp [i ]− µ̂p

)
N σ̂aσ̂p

, (6.7)

where µ̂u and σ̂2
u are the sampled mean and sampled variance:

µ̂u = 1

N

N∑
i=1

hu[i ] (6.8)

σ̂2
u = 1

N

N∑
i=1

(hu[i ]−µu)(hu[i ]−µu)∗. (6.9)

6.2.3 Valid tags

Alice and Bob share a secret key, k, i.e. a random sequence that is known to them only. To

pass the legitimacy test, a prover needs to demonstrate knowledge of the key by comput-

ing a valid keyed cryptographic hash function such as a message authentication code, or a

keyed SHA-2 [178].
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Definition 6.1. Let t agk (s) be a (keyed) cryptographic hash function with inputs the secret

key, k, and sequence s. The pair (t,s) is said to be valid if and only if t = t agk (s). For a valid

pair (t,s), we say that tag t is valid for sequence s.

Remark 6.1. Commonly used keyed hash functions require binary inputs. If the sequence s

is not binary, we need to take its binary representation, say f (s), to a certain level of preci-

sion and calculate the hash function of t agk ( f (s)). We simplify the notation by merging the

notation of the composite function t agk · f to t agk .

We assume that only the holder of the pre-shared key, k, can produce valid pairs. How-

ever, Eve may eavesdrop the communications between Alice and Bob and attain valid tags

for some strings.

6.2.4 Methodology

ChRYSP blends together two tests, namely the proximity test and the legitimacy test. The

proximity is based on the channel correlation, whereas the legitimacy test requires the

computation of a valid tag for the prover’s channel sequence. Overall, the method com-

prises four stages.

Stage 1:Channel measurements. Randy transmits a sequence of known symbols. Alice

and the prover record N independent realisations of ha and hp . Alice’s channel sequence is

{ha[i ]}, and the prover’s channel sequence is {hp [i ]} as per Eq. (6.5) and (6.6).

Stage 2: Signing the channel sequence. The prover computes tag, t, for their channel

sequence {hp [i ]}. The prover sends t followed by {hp [i ]} to Alice.

Stage 3: Legitimacy test. Upon reception of (t, {hp [i ]}), Alice computes t agk ({hp [i ]}) and

checks whether it is equal to t. If it is, the received tag is valid, the prover passes the legiti-

macy test, and Alice proceeds to the last stage. If the tag is not valid, Alice rejects the prover

and the authentication process terminates.

Stage 4: Proximity test. Alice estimates the channel correlation R(ha ,hp ) as per Eq. (6.7).

For a given threshold τ, if |R̂| ≥ τ, the prover passes the proximity test and authentication

has been successful. If |R̂| ≥ τ, the prover fails the test and Alice rejects the prover.

If |R̂| ≥ τ, accept the prover;

Otherwise, reject the prover.

105



CHAPTER 6. EXPLOITING CHANNEL CORRELATION AGAINST DISTANCE FRAUD

6.2.5 Protection against authentication attacks and distance fraud

The purpose of the legitimacy test in stage 3 of the methodology is the prevention of attacks

whereby Bob is not involved in the authentication process. Without the legitimacy test in

stage 3, any node in close proximity to Alice would be successfully authenticated. Next,

we examine the possibility of protection against replay attacks, Solo-Distance Fraud, Mafia

Fraud, and Terrorist Fraud.

6.2.5.1 CHRYSP and Terrorist Fraud

CHRYSP does not protect against Terrorist Fraud. Recall that in such an attack, dishonest

remote Bob cooperates with Eve who is close to Alice. For more details, the reader is referred

to 3.3.

Terrorist Fraud can be launched as follows:

• In stage 1 of the methodology 6.2.4, local (to Alice) Eve collects channel sequence

{he [i ]}. Eve is in such proximity that R(ha ,he ) ≥ Ro .

• In stage 2, Eve relays {he [i ]} to Bob, Bob computes a valid tag t for {he [i ]} and sends

(t, {he [i ]}) to Eve who then relays the message to Alice.

• In stage 3, (t, {he [i ]}) passes the legitimacy test since it has been provided by Bob.

• In stage 4, {he [i ]} demonstrates a high correlation with Alice’s channel {he [i ]} and

Alice falsely grants access to Eve.

To protect against Terrorist Fraud, CHRYSP could be combined with RF fingerprints

based techniques. Such a combination could protect against any type of distance fraud.

6.2.5.2 CHRYSP against distance fraud and replay attacks

In the case of a Solo-Distance Fraud, distanced Bob will send valid tags and be successful in

passing the legitimacy test. In Mafia Fraud/replay attack, Eve relays/replays Bob’s valid tag

and passes the legitimacy test. Observe, that all successful attacks up to this stage involve

Bob’s channel sequence {hb} and not {he }. If Eve modified Bob’s signal (t,hb), and replaced

hb with another sequence, tag t would no longer be valid. Proceeding to the last stage of

the proximity test, Alice possesses Bob’s channel sequence {hb}.

All three types of attacks can successfully pass the legitimacy test. Since SD Fraud, Mafia

Fraud, and replay attacks can pass stage 3, their detection depends on the last stage. The

proximity test in stage 4 examines whether channel sequence {hb} is spatially/temporally
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correlated with Alice’s channel sequence {ha}. As such, it can detect whether Bob’s channel

sequence is relayed (spatial separation due to Mafia fraud), replayed (temporal separation

due to replay attack), or sent by a remote prover (spatial separation due to Solo-Distance

Fraud). Alice’s binary decision between accepting the prover and rejecting the prover relies

on choosing between “ R ≥ Ro” (no attack) versus “R = 0” (relay attack or replay attack).

The probability of taking the right decision depends on the accuracy of the estimation of

the channel correlation.

6.2.5.3 Performance Metrics

By the term False Negative Rate (FNR), we refer to the probability of missed detection of a

relay attack, a replay attack, or Solo-Distance Fraud. It can be thought of as the probability

of falsely accepting the prover.

FNR := P (|R̂| ≥ τ|R = 0). (6.10)

The True Positive Rate (TPR) is the complement of FNR. It is the probability of detecting an

attack when it occurs.

TPR := 1−FNR = P (|R̂| < τ|R = 0). (6.11)

By the term False Positive Rate (FPR), we refer to the probability of falsely assuming an

attack (replay, Mafia Fraud, or SD Fraud), i.e. falsely rejecting Bob.

FPR := P (|R̂| < τ||R| ≥ Ro). (6.12)

The complement of FPR is referred to as the True Negative Rate and can be thought of as

the probability of correctly accepting Bob.

TNR := P (|R̂| ≥ τ|R ≥ Ro). (6.13)

Remark 6.2. As channel correlation increases, e.g. due to Bob approaching Alice closer, the

performance of the scheme in terms of F PR increases. FPR is upper bounded by

FPR ≤ P (|R̂| < τ||R| = Ro). (6.14)

Choosing a pessimistic approach, the graphs of Section 6.2.6 only consider the maxi-

mum value of FPR which is denoted by FPRmax.
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Figure 6.2: False-negative rate against the decision threshold
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Figure 6.3: Optimal thresholds for increasing the probability of correct predictions

6.2.6 Numerical Examples

The choice of the decision threshold, τ, and the sample size, N , is a problem that needs

to be studied case by case depending on the system’s requirements and restrictions. Let us

consider the restriction where the time of channel probing is at most Tp . Then N can be

at most ⌊Tp /Tc⌋, where Tc is the channel’s coherence time. Asymptotically, as N →∞, the

sample correlation converges to the true correlation, and Alice’s predictions will be 100%

correct for any decision threshold 0 < τ ≤ Ro . For a fixed N , the choice of the decision

threshold will determine the values of FNR and FPR.

To give numerical examples, we run simulations whereby the events of “attack” and “ no

attack” occur in the same frequency. I.e. P (“attack”) = P (“no attack”) = 0.5. Standard com-

plex channels are considered: ha , hb ∼ CN(0,1). In the case of an attack, Bob’s re(p)layed

channel is decorrelated from Alice’s channel such that R(ha ,hb) = 0, otherwise, R(ha ,hb) =
Ro .
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Figure 6.2 suggests that for N = 160, any threshold τ ≥ 0.17 meets the requirement,

whereas, for N = 20, the decision threshold needs to be at least 0.5. Observe from (6.10)

and (6.12) that there is a trade-off between the values of FPRmax and FNR. As such, for

minimising FPR whilst meeting the requirement of the form FNR < ϵ, the smallest possible

decision threshold needs to be considered.

To find the threshold that maximises the probability of correct predictions, P (corr. pred.),

observe that this is equal to the summation of:

P (corr. pred.) = P (|R̂| ≥ τ,R ≥ Ro)+P (|R̂| < τ,R = 0)

= 1

2
P (|R̂| ≥ τ|R ≥ Ro)+ 1

2
P (|R̂| < τ|R = 0)

= 1

2
(TPR+TNR). (6.15)

Figure 6.3 demonstrates that the threshold that maximises P (corr. pred.), denoted by

τo , is roughly half the size of the correlation coefficient R0 when N = 40. The optimal

threshold slowly decreases with N ; Halving the size of channels samples (N ) results in less

than 1% change in τo . A sample size of N = 80 guarantees 99.95% of correct predictions

even when the channel correlation is as low as Ro = 0.3.

To examine the overall performance of a binary classification problem (“ fraud” or “

no fraud?”) without fixing the decision threshold, Receiver Operator Characteristic (ROC)

graphs are commonly used. A ROC graph is plotted by considering TPR and FPR as func-

tions of τ and plotting TPR(τ) against FPR(τ) for all 0 ≤ τ ≤ 1. Typically, a binary classifier

is considered to be “accurate” when the Area Under the Curve (AUC) is 0.9 or higher. In the

ideal case where AUC = 1, the system, i.e. Alice, makes 100% correct predictions. Plots in

figure 6.4 are the ROC curves for the cases of Ro = 0.3,0.5 and 0.7 respectively. The level of

accuracy for the values of AUC is three decimal places. For N ≥ 40, the binary classifier is

accurate as long as R0 ≥ 0.3. When R0 < 0.3, a fast varying dynamic channel is needed to

ensure a sufficiently large sample size, N .
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Figure 6.4: ROC graphs for R0 = 0.3,0.5, and 0.7. The marked coordinates correspond to
the optimal performance of the binary classifier in terms of increasing the probability of
correct predictions.
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6.3 Verifying proximity through backscattering

modulation in RFID systems

This section presents a method against Solo Distance fraud that can be applied to UHF

RFID systems. We refer to this method as SDF-RFID. Similarly to CHRYSP, SDF-RFID ex-

ploits the spatial/temporal correlation properties of the RF channel and is facilitated by

the employment of the helper node, Randy. The main difference is that the prover (Bob)

does not take any further action rather than communicating typical RFID data such as ID

and cryptographic primitives. Through backscattering modulation, the channel between

Bob and Randy, hb , is “reflected” back to the verifier (Alice) when Bob sends data. As such,

the verifier is able to estimate channel hb through backscattering modulation, thereby en-

abling her to perform the task of channel measurements for both channels ha and hb .

6.3.1 Backscattering modulation in UHF RFID systems

SDF-RFID relies on radiative coupling as currently employed by RFID systems that oper-

ate in the Ultra-high frequency (UHF) spectrum [101]. UHF RFID systems are often found

in secure access control, file tracking, supply chain management, and smart labelling. Al-

though our scheme can be applied to any systems that use radiative backscattering modu-

lation, we make UHF RFID systems our case study.

Recall from 3.3.1.1 that RFID transponders, also known as tags, have memory con-

straints due to their low cost and they may (semi-passive case) or may not (passive case)

have local power. Once excited by the interrogator, the transponder responds by sending

data through backscattering modulation. Upon reception, the interrogator forwards the

data from the transponder to the host computer for further processing. The computing

power can, therefore, be thought to be concentrated on the interrogator.

The transponder’s antenna is not a typical radio transmitter, in the sense that it does

not transmit its own electromagnetic (EM) wave. To send the data requested by the inter-

rogator, a transponder performs EM backscattering modulation. In this type of modula-

tion, the EM wave that carries the transponder’s baseband message is provided by the in-

terrogator who transmits a continuous sinusoidal wave. The transponder reflects back the

carrier wave after modulating the signal, usually by means of Amplitude Shift Keying (ASK)

or Phase Shift Keying (PSK) modulation. Our scheme uses 100% ASK which means that the

digital data is represented as the presence or absence of the backscattered carrier wave.

Such modulation is commonly found in protocols compliant with the Electronic Product
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Figure 6.5: Example of FM0 encoding at the transponder.

Code (EPC) Gen2 UHF specification: the de facto specification for UHF RFID transponders

[179].

Most EPC Gen2 UHF RFID protocols use the FM0 code or Miller code as encoding

schemes. With FM0, a binary 0 is represented by a high or low voltage occupying the en-

tire bit window whereas a binary 1 is represented by a transition in the middle of the bit

window. Miller coding guarantees a transition in every other bit [98] which results in larger

pulse width, hence less bandwidth to be transmitted.

Example 6.1. To send binary string 100, the baseband message with FM0 coding is

m(t ) =



1 for t ∈ [t0, t0/2)

0 for t ∈ [t0/2, t1)

1 for t ∈ [t1, t2)

0 for t ∈ [t2, t3)

(6.16)

where (ti+1 − ti ) is the bit duration, primarily defined by the reader. The bit duration usually

takes a value in the range between 6µs and 25µs. Figure 6.5 gives a visual representation of

the encoded message.

To modulate a binary one/zero of the encoded message with 100% ASK, the transpon-

der closes/opens its circuit for the duration of the binary bit. As such, we can associate the

values of m(t ) = 1 and m(t ) = 0, as reflection and non-reflection, or simply as ‘on’ and ‘off’,

respectively.

UHF transponders operate in the region around 915MHz or 433MHz with correspond-

ing wavelengths of 33cm and 69cm. The transponder’s antenna in these frequencies comes

in many shapes such as dipoles, folded dipoles, printed dipoles or patch antennas [12, 98].
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Table 6.2: Notation

ha : channel Randy → Alice
hb : channel Randy→ Bob
g : channel Bob → Alice
γ: reflection coefficient

c(t ): carrier wave
m(t ): baseband signal
y(t ): receive signal at Alice
b(t ) backscattered signal

Figure 6.6: The interrogator receives the superposition of two transmitting signals. At times
when the transponder does not reflect the interrogator evaluates the channel ha , whereas
hb is measured during reflection (m(t ) = 1).

Our scheme requires undirected gain patterns which can be provided by dipoles or folded

dipoles.
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Figure 6.7: Channel model: For authentication purposes, Bob needs to be displayed close
to Alice, in which case both ha and hb are Rayleigh channels, whereas g ∈ C is a fixed LoS
channel.

6.3.2 The communication channel and channel correlation

6.3.2.1 Channel model

With SD-RFID, the verifier, Alice, and the prover, Bob, are the interrogator and transponder

of a UHF-RFID system, respectively. Different to typical RFID systems, when the interroga-

tor (Alice) requests data transfer from the transponder (Bob), the EM energy is provided by

the helper (Randy) instead of the interrogator himself.

The same assumptions as with CHRYSP are made for the channels between the helper

node and receivers Alice and Bob. Helper, Randy, is distanced from Alice and Bob. The

channel between Randy and Alice, and the channel between Randy and Bob, denoted by

ha ∈ C and hb ∈ C, are assumed to be Rayleigh and dynamic in nature. When Bob is dis-

tanced from Alice (at a distance much bigger than the wavelength), hb is independent of

ha . With SD-RFID, the channel between Bob and Alice, g (t ), is also required. When Bob

is close to Alice, the channel between Bob and Alice is deterministic due to a strong LoS

component between the two entities. That is:

g (t ) = g ∈C, (6.17)

for all t during the period of transmission. figure 6.7 illustrates the channel model.

The helper transmits a continuous wave sinusoid of constant phase and amplitude. For

simplicity, the amplitude is normalised to one and the phase is set to zero. That is, at time

t the helper node transmits:

c(t ) = e j 2π fc t , (6.18)
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where fc is the carrier frequency. The corresponding wavelength is denoted byλ. The signal

c(t ) reaches the interrogator and the transponder r1(t ) and r2(t ), respectively:

r1(t ) = ha(t )c(t )+n1(t ) (6.19)

r2(t ) = hb(t )c(t )+n2(t ) (6.20)

Components n1(t ) and n2(t ) are Additive White Gaussian Noise (AWGN) of zero mean

that vary independently from one another and for different samples.

6.3.2.2 Backscattered signal

The transponder (Bob) modulates the baseband signal, m(t ), on the received carrier fre-

quency resulting in the passband signal of m(t )[hb(t )c(t ))+n2(t )]. Let γ be the antenna

reflection of the transponder. This is a complex number fixed at the time of manufacture.

The backscattered signal reaches the interrogator as

b(t ) = γg m(t )[hb(t )c(t )+n2(t )]︸ ︷︷ ︸
passband

+n3(t ), (6.21)

for some AWGN noise n3(t ) ∼C N (0,σ3), independent to n2(t ). The transponder employs

100% ASK modulation and FM0 (or Miller) coding scheme. As such, the baseband signal

fluctuates between two values.

With the helper node transmitting continuously during the data transfer, Alice observes

the superposition of two signals r1(t ) (from the helper) and the backscattered signal b(t )

(from Bob), as seen in figure 6.6. Alice receives:

y(t ) = ha(t )c(t )+n1(t )︸ ︷︷ ︸
r1(t )

+m(t )[hb(t )c(t )+n2(t )]+n3(t )︸ ︷︷ ︸
b(t )

(6.22)

=
ha(t )c(t )+n(t ), when m(t ) = 0

[ha(t )+γg hb(t )]c(t )+n(t ),when m(t ) = 1
, (6.23)

where n(t ) captures all noise components. Observe the amplitude of the received signal is

higher when m(t ) = 1 than when m(t ) = 0. As such, the interrogator is able to demodulate

by ‘observing’ the envelope of the received signal.

The observations of the received signal can also be utilised to estimate channels ha and

hb at Alice. Even though the transponder, Bob, is unaware of his channel, the following

section demonstrates that perfect channel estimation at Alice is feasible; Given a sufficient

number of sample measurements, Alice can extract both ha and hb from the backscattered

signal. Then, similar to the scheme in section 6.2, estimation errors are introduced in the

second-order statistics, i.e., when estimating the channel correlation.
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6.3.2.3 Estimating the channel correlation

Alice tracks the channel between herself and the helper at times when transponder Bob

does not reflect, i.e. when m(t ) = 0, whereas, during reflection, Alice is able to track the

channel between the helper and Bob since this information is apparent on the backscat-

tered signal. We show how by focusing first on one coherence block: a time interval, Tc , at

which the channel ha remains static. If Bob is co-located with Alice, channels ha and hb

remain static for the same period of time: ha(t ) = ha(t0) and hb(t ) = hb(t0), for all t ∈ Tc

and some t0 ∈ Tc .

Given the nature of FMO (or Miller) coding, there are no long runs of zeros or ones. Fur-

thermore, the channel(s) typically change(s) much slower than the bit rate. We can there-

fore say that within the coherence time, there exist two sub-intervals, T1 ⊂ Tc and T2 ⊂ Tc

for which m(t ) takes the value zero when t ∈ T1, whereas, when t ∈ T2, m(t ) = 1. The chan-

nel ha(t0) and hb(t0) are estimated at times t ∈ T1 and t ∈ T2, respectively.

Estimating ha Referring (6.19), when m(t ) = 0 the received signal at the interrogator is

y(t ) = ha(t )c(t )+n1(t ). A sample for the channel coefficient ha is taken at time ti by multi-

plying the received signal with the conjugate of the carrier:

ĥa(ti ) = y(ti )c∗(ti ) = ha(t0)+n(ti )c∗(ti ) (6.24)

Having collected a number of samples within the time interval T1, the estimation of

ha(τ0) is attained by taking the sample mean of ĥa(ti ), i.e. ha(τ0) = Ê(ĥa(ti )).

Lemma 6.1. As the number of samples of ha(t0) increases, the sample mean Ê(ĥa) converges

to the true channel coefficient ha(t0).

Proof. Variable n(ti ) denotes the aggregation of three noise components as seen at (6.23):

n(t ) = n1(t )+n2(t )+n3(t ). Since all three noise components have a mean of zero, so does

their summation. Applying linearity of expectation (once again) on (6.24), E
(
ĥa(ti )

)
= E (ha(t0))+

E (n(ti )c∗(ti )) . The variable of noise is independent of the helper’s signal, c(t ), hence, the

last term is equal to zero: (E (n(ti )c∗(ti )) = E (n(ti ))E (c∗(ti )) = 0) which completes the

proof.

Given the low data rate of RFID systems (e.g. m(t ) remains zero for at least 5µs), we

assume that a sufficient number of samples are taken resulting in an accurate evaluation

of ha(τ0).
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6.3.2.4 Estimating hb

Within the coherence block of duration Tc , there will be times where m(t ) = 1, t ∈ T2 ⊂
Tc . From (6.20) the reader receives y(t ) = [ha(t )+γg hb(t )]c(t )+n(t ). Channel coefficient

ha(t ) = ha(τ0) has been already evaluated. It is assumed that coefficients γ and g are as-

sumed to be known by the interrogator; A priori direct communication with the transpon-

der can achieve such knowledge. The reader applies simple operations on the received sig-

nal to attain a sample of hb(τ0):

ĥb(ti ) = (γg )∗

|γg |2 (y(t )c∗(t )−h1) = hb +
γ∗g∗

|γg |2 n′(t ). (6.25)

Similarly to lemma 6.1, it can be shown that for a sufficiently large sample size taken within

the time interval T2, an accurate estimation of hb(τ0) can be attained by taking the sample

mean Ê(ĥb(ti )). Similarly to ha , we assume that a sufficient number of samples are col-

lected and an accurate evaluation of hb(τ0) is attained. The assumption of perfect channel

estimation simplifies the theoretical analysis.

Repeating the process M times The process presented for attaining ha(t0) and hb(t0) is

repeated for different coherence blocks resulting in two sequences of size M :

H1 := [ha(t0), . . . ,ha(τM−1)] (6.26)

H2 := [hb(t0), . . . ,hb(τM−1)] (6.27)

The elements within each Hi are independent of one another, but the two sequences will

be correlated if the transponder is in close proximity to the reader. Based on H1 and H2,

Alice finds the sample mean of hahb
∗, and |hi |2, i ∈ a,b, and applies equation (6.7) to attain

an estimation of the spatial correlation between herself and Bob. M can be thought of as

the number of independent channel realisations and the sample size for estimating the

spatial correlation. After estimating the spatial correlation, Alice will:

• validate the tag’s proximity if R̂ ≥ τ;

• reject the transponder if R̂ < τ,

for some decision threshold τ ∈R.

6.3.3 Distance-Fraud and replay attacks

SDF-RFID is a scheme that can detect solo-distance fraud as well as replay attacks. When

Bob launches a solo-distance fraud, his channel is decorrelated with Alice’s channel: R(ha ,hb) =

117



CHAPTER 6. EXPLOITING CHANNEL CORRELATION AGAINST DISTANCE FRAUD

0. Similarly, the channel correlation is also zero (R(ha ,hb) = 0) when ha and hb are suf-

ficiently temporally separated. As such, a replay attack will most likely fail given that it is

launched at a time greater than the channel’s coherence time.

SDF-RFID, however, does not protect against Mafia Fraud or Terrorist Fraud, whereby

Eve is close to Alice. Different to CHRYSP, a legitimacy test through cryptographic primi-

tives cannot be combined with the proximity test in an inseparable manner. Cryptographic

primitives can only be added separately to the scheme which does not necessarily prevent

Mafia Fraud or Terrorist Fraud attacks. Indeed, if Alice requests cryptographic primitives

from the prover, local Eve can relay the right response from Bob to Alice and be mistaken

for Bob (in close proximity).

Different to CHRYSP, the prover in SDF-RFID method does not create a pair of depen-

dencies between cryptographic methods and channel measurements. Specifically, as the

channel measurements are made solely by Alice, Bob is not required to know his own chan-

nel and therefore he does not “sign" it. For applications that require security against most

types of distance fraud, SD-RFID can be combined with RF-fingerprint-based techniques

which can offer protection against Mafia Fraud and Terrorist Fraud.

When the definitions of false negative rate and false positive rate are modified, fig-

ures 6.2, 6.3, and 6.4 of section 6.2 can be reused for the demonstration of the performance

of current scheme SDF-RFID.

By the term False Negative Rate (FNR), we refer to the probability of missed detection of

a Solo-Distance Fraud (instead of a relay attack, a replay attack, or a Solo-Distance Fraud).

FNR := P (|R̂| ≥ τ|R = 0). (6.28)

The True Positive Rate (TPR) is the complement of FNR. It is the probability of detecting a

Solo-Distance Fraud when it occurs.

By the term False Positive Rate (FPR), we refer to the probability of falsely assuming a

Solo Distance fraud.

FPR := P (|R̂| < τ||R| ≥ Ro). (6.29)

The complement of FPR, i.e. the probability of correctly assuming an SD fraud is the True

Negative Rate.

Note that only the semantic meaning of FPR, FNR, TPR, and TNR has changed when

compared to section 6.2. The mathematical expressions have remained the same for the

two schemes of CHRYSP and SDF-RFID. Therefore, graphs, analytical results, and numer-

ical examples of section 6.2 are applicable as long as the focus is on the attacks of Solo-

Distance Fraud and replay attacks.

118



6.4. CONCLUSION

6.4 Conclusion

This chapter presents two novel methods that utilise the spatial channel correlation to pro-

tect against distance fraud. The first method, CHRYSP, protects short-range communica-

tion systems against Solo-Distance Fraud and Mafia Fraud. The second method, SDF-RFID,

protects against Solo-Distance Fraud and is applicable in UHF RFID systems. Both meth-

ods naturally protect against replay attacks due to the temporal decorrelation property of

the RF channel.

The case of narrowband communications has been studied, which is typical in short-

range communication systems. Under perfect channel estimation, numerical results sug-

gest that CHRYSP and SDF-RFID have great potential in non-static environments. A chan-

nel rich in entropy allows the required minimum channel correlation to be a small value,

thereby enabling authentication over longer distances. Because of the small computational

requirements, CHRYSP and SD-RFID are believed to be a good fit for resource-constrained

networks.
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7
CHANNEL RECIPROCITY FOR KEY TRANSMISSION

Physical Layer Key Generation (PLKG) may not be a practical method of key agreement

in resource-constrained devices due to a high reconciliation cost. This chapter modifies

a typical PLKG protocol by using an encoding function to achieve an arbitrarily low key

disagreement rate. As such, the reconciliation stage of common PLKG protocols can be

eliminated without increasing the computational complexity. Analytical results allow de-

sign optimisation and derive the entropy requirement for perfect secrecy. The practicality

of the modified protocol, CRicKET, is successfully demonstrated on a series of Internet-of-

Things (IoT) boards connected in a wireless network. The peer-reviewed paper [180] has

been accepted for presentation at the IEEE 2023 International Conference on Communi-

cations.

Keywords: Channel reciprocity, IoT networks, key agreement, physical layer key generation, recon-

ciliation cost.

Prerequisite: Channel-reciprocity based Physical Layer Key Generation 3.2.1, Fundamentals of In-

formation Theory 2.1, Perfect Secrecy 2.2.1.1
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7.1 Introduction

Over the last few years, the research community has given attention to physical layer key

generation (PLKG) as a potential solution to the key distribution problem [72]. Although

PLKG has much lower computational complexity in comparison to conventional key agree-

ment protocols, i.e. those based on public key cryptography, it is not always feasible on low-

power and low-memory devices. In particular, when the early stages of PLKG output keys

disagree in many bits, reconciling the keys may require an non-viable amount of resources.

As described in section 3.2, PLKG exploits the channel reciprocity between two commu-

nicating entities, say, Alice and Bob, for extracting correlated randomness. PLKG comprises

four main stages: channel probing, quantisation, reconciliation, and privacy amplification.

In the first stage, Alice and Bob exchange pilot signals to measure their common RF chan-

nel in terms of received signal strength, phase information, or other characteristics of the

RF channel. Small-scale fading attributes are gleaned from the channel measurements and

then converted to binary strings in the quantisation stage. In the next stage, reconciliation,

mismatched bits are discarded or corrected. After reconciliation, the keys become identical

with high probability in order to facilitate upper-layer encryption.

In the ideal case (when the first two stages output identical keys), the reconciliation cost

is zero. However, as seen in section 3.2.1.3, if there are many mismatches between the two

keys, reconciliation may be too costly in terms of communication overhead, information

leakage, memory, or computational complexity. A high reconciliation cost results in the

impracticability of PLKG in resource-constrained networks.

Recall from section 3.2.1.3 that there are two approaches for reconciling the keys: (a)

Error Detection Coding (EDC) based and (B) Error Correction Coding (ECC)-based. Key

reconciliation based on ECC is typically not a viable solution for resource-constrained de-

vices [181] due to the relatively high computational complexity. EDC may find a better fit in

low-cost devices, but not always; When the number of keybits subject to reconciliation is

high, EDC-based approaches require testing a significant amount of permutations which

may not be viable in low-memory devices [82].

7.1.1 Related Work

A low reconciliation cost is equivalent to reducing the number of mismatches between Al-

ice’s and Bob’s keys. Mismatches between the two keys mainly occur due to the inability

to exchange pilot signals simultaneously during the channel probing phase (channel reci-

procity occurs in time-division duplexing communication systems). As such, a common
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method for reducing the number of mismatches is a reduction in the time lag between pilot

exchanges [73, 74]. Although this is an effective method for reducing the reconciliation cost,

two devices can exchange pilot signals only as fast as the available hardware or the medium

access control protocol permits. Besides, even if the exchange of pilots occurs before any

change in the RF channel, a relatively high bit-mismatch ratio due to low signal-to-noise

ratio may be inevitable in power-constrained networks.

Other approaches include filtering mechanisms [75–77] that take place between the

channel probing phase and quantisation. Filtering mechanisms are effective in terms of

reducing the number of mismatches but they can also reduce the entropy of the key, thus

resulting in a vulnerable scheme [78]. Lastly, in the quantisation phase, a low-level quan-

tisation scheme is preferred [73] for reducing the reconciliation cost (as well as for a high

entropy of the key) but results in low key rates.

7.1.2 Overview and contributions

Similar to previous work, our proposed method, Channel Reciprocity for KEy Transmission

(CRicKET), aims to reduce the number of mismatches subject to reconciliation. Instead of

focusing on the stages of channel probing and quantisation, CRicKET focuses on the stages

after the generation of the keys. The keys derived from the reciprocal channel do not serve

as the final keys but facilitate an encoding/decoding mechanism for transmitting a third

key generated by Alice, as seen in figure 7.1. That is, CRicKET exploits channel reciprocity

in order to “hide” a key and not to extract a key.

The main difference to existing work that aims to reduce the reconciliation cost is that

CRicKET’s efficiency -in terms of decreasing the Key Disagreement Rate (KDR)- does not

depend on the outputs of the quantisation phase. The encoding/decoding parameters can

be adjusted in order to compensate for many mismatches resulting from the quantisation

phase. As such, its performance is guaranteed. The significant contributions of this study

are as follows:

• A scheme is described to reduce the key disagreement rate to an arbitrary low level;

• An analytical study provides optimal parameters, in terms of maximising encoding

rate, for a variety of scenarios;

• Proof that perfect secrecy is achievable even when there is redundancy in the channel

sequences;
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Figure 7.1: CRICKET vs PLKG
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• A demonstration of the practicality of the proposed scheme by using single-chip IoT

devices.

7.2 System model

Let Alice and Bob be the two entities that wish to agree on a key by communicating over a

public, hence, insecure channel. Similarly to PLKG, CRicKET starts with the stages of chan-

nel probing and channel quantisation. To provide a flexible key agreement protocol, the

exact methods used in any of those first two stages are left unspecified. It is assumed that

Alice and Bob have quantified their reciprocal channel and attained two binary sequences

that will be referred to as channel sequences- we reserve the term “keys” for different se-

quences as will be seen in sections 7.2.2 and 7.3.3.

Definition 7.1. A binary sequence that is derived from measuring and quantifying features

of the reciprocal RF channel between two nodes as described in section 3.2 is referred to as

channel sequence.

7.2.1 Properties of channel sequences

7.2.1.1 Channel Mismatch

It is a common practice to shuffle the channel sequences (using the same permutation at

each end) so that there are no runs of mismatches. Let sa = {sa1 , . . . sal } and sb = {sb1 , . . . sbl }

be the (shuffled) channel sequences at Alice and Bob, respectively. Since the mismatches

are uniformly distributed, the probability of a bit mismatch is independent of its position

in the sequence:

P
(
sai = sbi |sa j = sb j

)
= P (sa(i ) = sb(i )) , for all i ̸= j . (7.1)

Probability pch := P
(
sai = sbi

)
is referred to as the channel mismatch and is assumed to be

less than 0.5 (if pch > 0.5, the channel mismatch is set to 1-pch). It is assumed that Alice and

Bob are aware of the value of pch.

7.2.1.2 Confidentiality

We assume that the eavesdropper has no information about the channel sequences sA and

sB to facilitate a clear description of our scheme. Such an assumption is found in the ma-

jority of PLKG protocols [74]. According to the findings of chapter 4, this assumption can be
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considered valid as long as Alice and Bob are situated in a rich-scattering environment and

distanced from potential eavesdroppers by several wavelengths. However, our scheme may

be extended to include scenarios where the eavesdropper has some information about the

channel sequences, as described in section 4.2.2.

7.2.2 The initial key

Differently from PLKG, the channel sequences are not used to derive a key but to securely

transmit a key generated by Alice. Equipped with a source of randomness, Alice generates

a random key with m binary inputs:

ka := {ka1 , . . . ,kam } ∈ {0,1}m . (7.2)

Sequence ka will be referred to as the initial key.

7.3 CRicKET

CRicKET is an encoding/decoding algorithm comprising three stages at each end:

Alice Bob

1. Setting up parameters 1. Setting up parameters

2. Encoding 2. Decoding

3. Deriving the final key 3. Deriving the final key

To ease the description of our method, the following two definitions are introduced:

Definition 7.2. A binary sequence, x, is said to be flipped when every bit of x is XoR-ed with

1. The flipped sequence of x is denoted by xflip:

xflip := x⊕ {1, . . . ,1}, (7.3)

where ⊕ denotes pairwise exclusive OR operation.

Definition 7.3. Let x,y be two binary sequences of the same length. The hamming distance

of x and y, denoted by dist(x,y), defines the number of places where x and y disagree. The

hamming distance can be computed as:

dist(x,y) = sum(x⊕y), (7.4)

where, sum(·) is the function that sums the unitary digits within the binary sequence.
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Table 7.1: Basic Notation

ka = {kai |i ∈ [m]} the initial key at Alice
kb = {kbi |i ∈ [m]} Bob’s estimate of ka

k′
a ⊆ ka the final key at Alice

k′
b ⊆ kb the final key at Bob

m size of initial key
sa = {sai |i ∈ [nm]} channel sequence at Alice
sb = {sbi |i ∈ [nm]} channel sequence at Bob

pch channel mismatch
ai = {sa j | j ∈ [i +n]} i th channel block at Alice
bi = {sb j | j ∈ [i +n]} i th channel block at Bob
ci = ai ⊕ {ki , . . . ,ki } the i th cipher block

n size of block ai , ( bi , or ci )
τ decision threshold

KDR: key disagreement rate
R: encoding rate of (final) key

7.3.1 Setting-up parameters

Based on the value of channel mismatch, pch, and the system’s requirements (see Sec. 7.5),

Alice and Bob decide on two parameters, namely blocksize: n ∈ N+, and decision thresh-

old: τ ∈N < n/2. The functionality of the decision threshold, τ, will be regarded in section

7.3.2.3, i.e. at the decoding phase.

7.3.2 Encoding/Decoding

7.3.2.1 Preparation (grouping into blocks)

Integer n is used for grouping the channel sequences into blocks (of size n). Only the first

mn bits of sequences sA and sB will be used for encryption/decryption. Any extra bits are

discarded or kept for future use. Alice and Bob now have exactly m blocks. The first block at

Alice is a1 = {sa(1), . . . , sa(n)}, the second block comprises the next n bits of the sequences,

etc. Using, an equivalent notation for Bob, the i th block at Bob is bi = sb(i n), . . . sb((i +1)n).

These are the channel blocks at Alice and Bob.

7.3.2.2 Encoding

Alice uses channel sequence {a1, . . . ,am} and key sequence {k1, . . . ,km} to generate a new

sequence of blocks which are denoted by {c1, . . . ,cm} and referred to as the cipher blocks.
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The cipher blocks are generated by flipping or not the channel blocks: if ka
i = 1, then ci = a′

i ,

otherwise ci = ai . Alice sends the m cipher blocks to Bob through the public channel.

Algorithm 3 Encoding

Inputs: {ka
1 . . . ,ka

m}: key sequence; {a1, . . . ,am}: channel sequence at Alice
Output: a sequence of m blocks {c1, . . . ,cm}
1: for i=1,2,. . . ,m do
2: if ka

i = 1 then
3: ci = flip(ai )
4: else
5: if ka

i = 0 then
6: ci = ai

7: end if
8: end if
9: end for

Example 7.1. Let ka = {1,0,1} and {a1,a2,a3} = {{0,0,1}, {0,1,0}, {1,1,0}}. The ciphertext con-

sists of three cipher blocks:

{c1,c2,c3} = {{1,1,0}, {0,1,0}, {0,0,1}}

7.3.2.3 Decoding

Upon reception of the cipher blocks, Bob compares each cipher block ci with his channel

block bi in order to guess which blocks bi and ci ai have been flipped or not, or equivalently

which keybits are units and which are not. Observe that:

dist(ci ,bi ) =
dist(ai ,bi ) when kai = 0

n −dist(ai ,bi ) when kai = 1

For a decoder that can correct up to τ mismatches between the channel blocks ai and

bi , Bob estimates kai as follows:

kbi =


0 when dist(bi ,ci ) ≤ τ
1 when dist(bi ,ci ) ≥ n −τ
? otherwise

,

where kbi is Bob’s estimation of the keybit kai . The value for τ is referred to as the deci-

sion threshold and its value needs to be less than n/2. If τ≥ n/2 cases di st (ai ,bi ) ≤ τ and
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Algorithm 4 Decoding

Inputs: {b1, . . . ,bm}: channel sequence at Bob {c1, . . . ,cm}: channel sequence sent by Alice;
τ: decision threshold
Output: kb = {kb

1 , . . . ,kb
m}: an estimate of the key

1: n = |b1| ▷ n is the blocksize
2: for i=1,2,. . . ,m do
3: if dist(bi ,ci ) ≤ τ then
4: kb

i = 0
5: else if dist(bi ,ci ) ≥ n −τ then
6: kb

i = 1
7: else
8: kb

i = “?′′

9: end if
10: end for

di st (ai ,bi ) ≥ n −τ may be satisfied simultaneously and would cause confusion at the de-

coder. By repeating the process for i ∈ [m], Bob attains an estimate of the key, denoted by

kb .

7.3.3 Deriving the final keys

The final key at Bob, k′
b , is attained by dropping the uncertain bits of his estimate, kb ∈

{0,1,?}m . Bob sends Alice the positions of “?′′ and Alice drops the key bits of those positions

to attain her final key k′
a . The two keys are of the same length and may be shorter than the

initial key, i.e. |k′
a | = |k′

b | ≤ m.

Example 7.2. Let

{b1,b2,b3} = {{0,1,1,0,0}, {1,1,0,1,1}, {1,0,0,1,0}}

{c1,c2,c3} = {{0,1,1,0,1}, {1,0,1,0,0}, {1,0,0,1,1}},

be Bob’s channel blocks and the cipher blocks received by Alice, respectively. The blocksize is

equal to n = 4. Let the decision threshold at Bob be equal to τ = 1. The Hamming distance

for the first pair of blocks is dist(b1,c1) = 1. Since it is less than or equal to τ, Bob guesses

that Alice must have not flipped her first channel block and assigns the first keybit equal to

kb
1 = 0. For the second pair dist(b2,c2) = 4 ≥ n−τ= 4 and Bob’s estimate is kb

1 = 1. For the last

channel block, Bob is unable to make a confident guess since dist(b2,c2) = 2 and sets kb
1 =?.

Bob’s estimate is kb = {0,1,?}, and the final keys are ka = {0,1} (at Alice) and kb = {0,1} (at

Bob) which are matching.

129



CHAPTER 7. CHANNEL RECIPROCITY FOR KEY TRANSMISSION

0

Figure 7.2: When dist(ai ,bi ) lies on the blue, yellow, or red area, the i th keybit is decoded
correctly is uncertain, or is decoded to an erroneous keybit, respectively.

7.4 Performance Analysis

To allow the analytical study of the final keys, this section starts with the performance on

the key-bit level on Bob’s estimation of the key. Then, we derive the probability of two iden-

tical final keys, expected length of final keys, Key Disagreement Rate (KDR), and Encoding

Rate (R).

7.4.1 Performance on the bit level

The final keys at Bob and Alice, k′
a and k′

b , are extracted from ka and kb . Before analysing

the performance of the final keys, it is essential to focus on kb ∈ {0,1,?}, i.e. on Bob’s es-

timation of ka (before dropping the uncertain keybits). When Alice sends keybit kai , Bob

decodes it as 0,1 or ?. Whether Bob decodes kai correctly, wrongly, or is indecisive depends

on how well the channel blocks ai and bi match. In particular:

1. Bob attains a correct keybit exactly when blocks ai and bi disagree by τ or less:

ka
i = kb

i ⇐⇒ dist(ai ,bi ) ≤ τ (7.5)

2. Bob attains an erroneous keybit kb(i ) exactly when blocks ai and bi disagree by n−τ
or more:

ka
i ̸= kb

i ⇐⇒ dist(ai ,bi ) ≥ n −τ (7.6)

3. Bob assign a keybit equal to “?" if and only if ai and bi disagree by more than τ but

less than n −τ:

ka
i = “?" ⇐⇒ τ< dist(ai ,bi ) < n −τ (7.7)
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1

0

1

?

0

Alice
encodes 0 or 1

Bob
decodes 0, 1, or ?

P (τ< dist(ai ,bi )< n −τ)P (dist(ai ,bi )≥ n−τ)

P (dist(ai ,bi ) ≤ τ)

Figure 7.3: Whether Bob decodes correctly or is indecisive about a keybit, depends on the
Hamming Distance between the channel blocks, the blocksize n and the decision threshold
τ.

Lemma 7.1. The probabilities of decoding a keybit erroneously, correctly, or being indecisive

are given by:

P (kbi ̸= kai ) =
n∑

j=n−τ

(
n

j

)
p j

ch(1−pch)n− j (7.8)

P (kbi = kai ) =
τ∑

j=0

(
n

j

)
p j

ch(1−pch)n− j (7.9)

P (kbi = “?") =
n−τ−1∑
j=τ+1

(
n

j

)
p j

ch(1−pch)n− j (7.10)

Proof. Let X := dist(a′
i ,b′

i ) the number of matches between ai and bi ). Variable X can be

thought of as the number of successes of m Bernoulli trials with success probability pch .

Thus, P (X ≤ τ) is the cumulative binomial probability. Hence, P (kai = kbi ) = P (dist(ai ,bi ) ≤
τ) =∑n

j=n−τ
(n

j

)
p j

ch(1−pch)n− j . Equations (7.9) and (7.10) follow a similar proof.

7.4.2 Performance Analysis on the final keys

7.4.3 Key Disagreement Rate

Two identical final keys occur when Bob’s estimation kb has no erroneous keybits, or equiv-

alently, when the event of kbi ̸= kai does not happen for any i ∈ [m]. Hence, the probability

of two identical final keys is equal to

P (k′
a = k′

b) = (1−P (kbi ̸= kai ))m (7.11)
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The probability of two matching keys are performance metrics that depend on the

length of the keys. For example, the probability of two 64-bit matching keys is much higher

than the probability of two matching 128-bit keys. A metric that is independent to the

length and is the Key Disagreement Rate.

Definition 7.4. The key disagreement rate, K DR, is defined as the ratio of the keybit mis-

matches divided by total length of the (final) key:

KDR := number of mismatches

length of final key
= dist(k′

a ,k′
b)

|k′
b |

(7.12)
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Figure 7.4: Graphs for the Key Disagreement Rate as functions of the blocksize (n) and de-
cision threshold (τ) for three different values of channel mismatch (pch).
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Theorem 7.1.

E (KDR) = P (kai ̸= kbi )

P (kai ̸= kbi )+P (kai = kbi )
, (7.13)

where P (kai ̸= kbi ) and P (kai = kbi ) are given by (7.8) and (7.9).

Proof. Observe that dist(k′
a ,k′

b) = X +Y , where X and Y are the number of mismatches

and the number of matches between keys ka and kb , respectively. Variables X and Y can

be thought as two random variables that follow the trinomial distribution function of m

trials and corresponding probabilities p1 and p2. The joint probability mass function for

(X ,Y ) is known[] to be:

P (X = x,Y = y) = m!

x!y !(m −x − y)!
px

1 p y
2 (1−p1 −p2)m−u .

The length of the final key k′
b (or k′

a) is the total number of matches and mismatches

between ka and kb . It is sufficient to show that E
( X

X+Y

)= p1
p1+p2

.

For 0 ≤ x ≤ u ≤ m,

P (X = x|X +Y = u) = P (X = x,Y = u −x)

P (X +Y = u)

=
m!

x!(u−x)!(n−u)! p
x
1 pu−x

2 (1−p1 −p2)m−u(m
u

)
(p1 +p2)u(1−p1 −p2)m−u

.

That is, the conditional distribution of X given X +Y = u is Binom(u, p1/(p1 +p2))

We next apply the tower rule [cite] on the expectation:

E

(
X

X +Y

)
= E

(
E

(
X

X +Y
|X +Y

))
(7.14)

= E

(
1

X +Y
E (X |X +Y )

)
(7.15)

= p1

p1 +p2
E

(
1

X +Y
· (X +Y )

)
(7.16)

= p1

p1 +p2
(7.17)

The key disagreement rate is a decreasing function of n and τ. This behaviour is re-

vealed after substituting (7.9) and (7.8) to Eq. (7.13). Figure 7.4 is a visual representation of

the decreasing behaviour of the key disagreement rate for the cases of pch = 0.1,0.2 and 0.3.
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7.4.4 Encoding Rate

Recall that after decoding, Bob drops the uncertain bits and shares those positions with

Alice. The final keys are a subset of the initial keys, i.e. k′
a ⊂ ka and k′

b ⊂ kb . The expected

length of the final keys is equal to

E(|ai |) = E(|bi |) = m(1−P (kbi =?)) (7.18)

Dividing the expected length by the total number of channel bits used for encoding

defines the encoding rate. A formal definition follows.

Definition 7.5. The encoding rate, denoted by R, is the ratio of the length of the final key

k′
b to the total number of channel bits used for encoding. I.e.:

R := |k′
b |

nm
(7.19)

Theorem 7.2. The expected value of the encoding rate is given by

E (R) = 1

n
(1−P (kb

i = “?′′)), (7.20)

where P (kb
i = “?") is given by (7.10)

Proof. At decoding, if a keybit kbi is decoded as an uncertain bit (“?"), it is discarded from

the final key-sequence. The expected number of uncertain bits is mP (kb
i = “?"), and so, the

expected length of the key is equal to E(|k′
a |) = m−mP (kb

i = “?"). Hence, E (R) = m−mP (kb
i =“?")

nm =
1−P (kb

i =“?")
n .

Same as the key disagreement rate (see figure 7.4), the encoding rate, R, is also a de-

creasing function of n and τ. This behaviour is revealed after substituting (7.9) and (7.8) to

Eq. (7.20). Figure 7.5 is a visual representation of the decreasing behaviour of the encoding

rate for the cases of pch = 0.1,0.2 and 0.3.
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Figure 7.5: Graphs for the Encoding Rate as functions of the blocksize (n) and decision
threshold (τ) for three different values of channel mismatch (pch).

136



7.5. CHOOSING PARAMETERS

7.5 Choosing parameters

The choice of τ and n is not a trivial problem. A high value of τ may decrease the key dis-

agreement rate but also decrease the encoding rate. The same applies to the choice of n. If

a communication system prioritises KDR over the encoding rate, the optimal choice of n

and τ is given by:

(n,τ) = arg[max
n,τ

(R |such that K DR ≤ ϵ1)], (7.21)

where ϵ1 is the maximum acceptable value for KDR. Figure 7.6 plots the achievable rates

under optimal choice of parameters for the cases when KDR < 0.01,10−4,10−6 and 10−8.

Note that the sharp corners of each plot occur due to the integer nature of the tuple (n, τ).

As the channel mismatch pc h increases, the optimal parameters that result in the corre-

sponding R do not always increment simultaneously, but, when they do, they change the

gradient of the plot.

0.0 0.1 0.2 0.3 0.4 0.5
pch

0.0

0.1

0.2

0.3

0.4

0.5

R

KDR < 0.01
KDR < 0.0001
KDR < 1e-06
KDR < 1e-08

Figure 7.6: Achievable encoding rates against channel mismatch for different requirements
for the key disagreement rate.

The analytical forms of KDR and R may look cumbersome, but they can be computed

fast given that the summations run for a relatively small number (n <<∞). Although the

optimisation problem is not a hard one, providing lookup tables is a convenient way to

keep the amount of computations to the very minimum. The table below is an example

for the case when K DR < 10−4. Given a look-up table, Alice and Bob run through the first

row to find the value that is closest to their channel mismatch. Then, they fix the encod-

ing/decoding parameters to the corresponding values.
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pch 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45

n 3 5 4 10 15 19 28 35 54
τ 0 0 0 3 5 6 9 9 9

(a)

pch 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45

n 4 6 7 12 21 28 32 40 64
τ 0 1 1 3 7 9 9 9 9

(b)

Table 7.2: Optimal parameters for different values of pch when the system’s requirement is
(a) KDR < 0.001 (b) KDR < 0.0001.

7.5.1 Information Theoretic Guarantees

CRicKET can securely transmit an unpredictable key when two requirements are met:

• Alice generates a key with high entropy (requirement for unpredictable key);

• The normalised entropy of the channel sequence is 1/n or more (requirement for

transmitting with perfect secrecy).

The first requirement can be met when Alice is equipped with a source of true random-

ness. If such a source is unavailable, pseudo random key generators with good properties

are widely available. For example, there exist key generators [182, 183] that pass all sixteen

tests of the NIST test suit [14] and can execute on severely resource-constrained devices.

The second requirement is much more relaxed than the typical key generation require-

ment of independent bits within the channel sequence, i.e. H(sai ) = 1. The following the-

orem proves that CRicKET achieves perfect secrecy even when the normalised entropy of

the channel is as low as H(sai ) = 1/n.

Theorem 7.3. To securely transmit a key, CRicKET does not require independent channel

measurements. Specifically, when H(sai ) ≥ 1/n CRicKET achieves perfect secrecy.

Proof. Since ai comprises of n channel bits and H(sai ) ≥ 1/n, then H(ai ) ≥ 1. We will show

that keybit kai can be transmitted with perfect secrecy. As per the definition of perfect se-

crecy [], we need to show that I (kai ;ci ) = 0, or equivalently that H(ci |kai )− H(ci ) = 0. We

simplify the notation P (X = x) to P (x) to avoid congestion. Recall that kai ∈ {0,1} is random,

and so P (kai ) = 0.5. Also, cipher block ci is equal to channel block ai if kai = 0, otherwise, if

kai = 1, ci and ai disagree in every single place. In other words, ai = ci ⊕ (kai , . . . ,kai ). Thus,
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P (ci ,kai ) = P (ci |kai )P (kai ) = 0.5P (ai = ci ⊕ (kai , . . . ,kai )) (7.22)

By the definition of conditional entropy:

H(ci |kai ) =− ∑
kai ∈{0,1}

∑
ci∈{0,1}m

P (ci ,kai ) log(P (ci |kai ))
(7.22)=

−∑∑
0.5P (αi = ci ⊕ (kai , . . . ,kai )) log(αi = ci ⊕ (kai , . . . ,kai )

=−0.5
∑

ci∈{0,1}m

P (αi = ci ⊕ (0, . . . ,0)) log(αi = ci ⊕ (0, . . . ,0)+

−0.5
∑

ci∈{0,1}m

P (αi = ci ⊕ (1, . . . ,1)) log(αi = ci ⊕ (1, . . . ,1)

= ∑
ai∈{0,1}m

P (αi ) = H(kai ).

7.6 Discussion

7.6.1 On the requirement of long sequences

The proposed scheme may require longer channel sequences for encoding/decoding pur-

poses than a typical key generation protocol. For example, assuming a one-level quantisa-

tion scheme, a typical physical key generation protocol would require one channel mea-

surement for extracting one key-bit, whereas, CRicKET would need n channel measure-

ments for securely transmitting one key-bit. Having proved that CRicKET allows some re-

dundancy in the channel sequence, the probing rate can be increased without compromis-

ing security. E.g., assuming a block fading channel model, up to n multiple channel mea-

surements can be taken in each coherence block, and so CRicKET does not necessitate an

increase in the duration of channel probing. Hence, even if the proposed scheme requires

longer channel sequences for encoding/decoding purposes than a typical key generation

protocol, it is not less competitive than typical key generation protocols when encounter-

ing slow varying channel models.

7.6.2 CRicKET as a corrective mechanism

Theorem 7.3 motivates a second usage of CRicKET, that of a corrective mechanism for se-

crecy enhancement. As aforementioned, multi-level quantisation or filtering mechanisms

may decrease the entropy of a channel sequence. Keys extracted from low-entropy channel
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sequences are more vulnerable to brute-force attacks to truly random keys. On the other

hand, it has been proved that CRicKET can provide information theoretic guarantees even

when the channel sequences have a low entropy. As such, if CRicKET is used in combina-

tion with a high level quantisation scheme for increasing the key rate, and/or a “smoothen-

ing” filtering mechanism for decreasing pch , perfect secrecy is still achievable.

7.7 Implementation

In collaboration with Synergia1, CRicKET has been implemented in a typical IoT network

comprising devices that exchange environmental temperature and humidity measurements.

The IoT devices selected by the collaborators were nRF8240-DK boards [184] which are typ-

ically defined as resource constrained, due to the limited flash/RAM memory, reduced pro-

cessing capabilities, and their battery-sourced nature (see figure 7.7). The communication

between the devices over the wireless network relied on the 802.15.4 standard (Zigbee).

Figure 7.7: The hardware utilised to implement CRicKET.

Collaborators from Synergia were interested in implementing CRicKET seamlessly on

the ongoing traffic of the IoT network. Not having a dedicated channel for the key agree-

ment protocol meant that CRicKET had to be implemented in multiple rounds until a 128-

bit key was derived at each end. The target KDR was set to be at most 0.001. The feature of

the Radio-Frequency (RF) channel measured was Received Signal Strength Indicator (RSSI)

1Synergia is a project of University of Bristol, funded by the UK’s national innovation agency and led by
Toshiba Europe Limited. Synergia’s aim is to increase the resilience and security of industrial IoT items.
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values. RSSI values were measured every few seconds when application messages were sent

by the devices subject to the key agreement protocol.

The author was asked to extend the lookup table to include the parameter of the length

of the initial key at Alice, m, so that the resulted final key of each round had an average

length of eight bits (E(|k′
a |) = E(|kb |′) = 8). Thus, the system’s requirements were:

• KDR < 0.001

• E(|k′
a |) = E(|k′

b |) = 8

Choosing encoding parameters τ and n such that KDR < 0.001 has already been detailed

in section 7.5. As for m, equation (7.18) suggests that

m = 8

1−P (kbi =?)
.

Table 7.2(a) of the previous section forms a subset of the lookup table used for the experi-

ment. The complete lookup table can be found in appendix A.

7.7.1 Flow diagram

As seen in section 2.2, a 128-bit key is considered to be computationally secure at the time

of writing this thesis. Aiming for 128 keybits, multiple rounds (≈ 16) were repeated until

the desired length was attained. The “final keys”, k′
a and k′

b , of each round were appended

to those of the previous round until a 128-bit key was formed. Figure 7.8 illustrates the

flow diagram used. Note that the term final keys is used for consistency with the previous

section.

The algorithm CRicKET, as explained in section 7.3, constitutes a subset of the flow

diagram 7.8. The remaining procedures are essential for creating the system model that

facilitates CRicKET (see 7.2). The first two stages of the flow diagram supply the channel

sequences. Shuffling is essential for distributing the bit-mismatches uniformly across the

length of the channel sequences so that equation (7.1) is satisfied. The channel sequences

resulted from RSSI measurements and a 2-level quantisation scheme. The realisation of the

first two stages has been a collaborative work [185]. For details and access in the software

used, the reader is referred to [185].

The requirement of Alice and Bob being aware of their channel mismatch ratio is re-

alised in the third stage of the flow diagram “estimate pch”. In this stage, Alice and Bob

exchange a subset of their channel sequences so that each end can estimate pch. Simu-

lations with different sample sizes (see figure 7.9) suggested that sixty four channel bits
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Figure 7.8: The flow diagram represents the algorithm used to program devices Alice and
Bob to establish a 128-bit key.

were sufficient for an accurate estimation of the channel mismatch ratio. As such, the two

boards, Alice and Bob, exchange a subset of sixty four bits from their channel sequences for

estimating pch. The exposed subsets are then discarded from the channel sequences.

Lastly, the requirement of a true source of randomness at Alice for deriving the initial

key (7.2) is satisfied by the features of the hardware used. That is, true random generators

are available at the nRF8240-DK board [184]. Having derived the channel sequence and

channel mismatch pch, Alice and Bob perform the CRICKET algorithm (in stages 4, 5, and

6). The last stage of the flow diagram appends the key to previous and checks the length. If

the length is shorter than 128-bits, the algorithm is repeated.

142



7.7. IMPLEMENTATION
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Figure 7.9: Simulations suggest that a sample size of at least sixty four bits is needed for
eliminating the performance degradation due to estimation errors

7.7.2 Experimental results

Out of the twenty one pairs of collected keys, only one bit-mismatch was found in one pair.

Specifically, the key disagreement rate of the experiment with a confidence interval of 95%

was .0003± .0007 which meets the system’s requirement of K DR < 0.001.

Figure 7.10: Box plots for the number of RSSI samples, encoding rate (R), and channel mis-
match (pch).

The average channel mismatch ratio varied from 7.8% to 16.2% with an average value

of pch = 11.82%. Subsequently, the encoding rate varied significantly from 0.1 to 0.27 with

an average value of R = 0.15. Hence, a 128-bit key required 853 channel bits on average or

equivalently, given the 4-level quantisation scheme, 427 RSSI samples. For more statistical

metrics, figure 7.10 provides the box plots for the quantities of pch , R, and number of RSSI

samples required for each 128-bit key.

To examine whether the keys have been transferred with perfect secrecy, the channel

bit entropy, H(sai ), has been approximated using the “approximate entropy” function pro-

vided by NIST [14]. From theorem 7.3, the requirement of perfect secrecy requires H(sai ) ≥
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Figure 7.11: Testing the requirement for perfect secrecy.

1/n. Since a 128-key bit may have required multiple rounds (as seen in figure7.8), the block-

size n may have taken different values to compensate for a change in the channel mis-

match.

To give an insight into how 1/n compares to the channel’s entropy, figure 7.11 compares

H(sai ) with the average and maximum value of 1/n for each experiment. Note that when

H(sai ) > max(1/n), the requirement of perfect secrecy (H(sai ) > 1/n) is satisfied. Sixteen

out of twenty-one 128-bit keys have been transmitted with perfect secrecy, whereas for the

remaining five keys, approximately 12% of their keybits were transmitted with perfect se-

crecy. Note that these five keys were agreed upon during non-operating times when the

office was quiet and the entropy H(sai ) dropped below 0.5.

7.8 Conclusion

CRicKET addresses the key disagreement issue that arises during the early stages of PLKG,

where a substantial number of bits may disagree, necessitating resource-intensive recon-

ciliation. The main distinction from existing work that aims to reduce reconciliation costs

is CRicKET’s efficiency in decreasing the KDR, which is independent of the outputs of the

quantisation phase. The encoding/decoding parameters can be adjusted to compensate

for many mismatches resulting from the quantisation phase, guaranteeing its performance.

Assuming that an eavesdropper observes decorrelated fading compared to a legitimate

144



7.8. CONCLUSION

node, CRicKET is proven to be a secure protocol. This assumption holds validity in location-

sensitive channels, commonly found in indoor environments. Specifically, it has been proven

that perfect secrecy is attainable even when there is redundancy in the sequences obtained

during the quantisation phase.

It is crucial to note that CRicKET may not be viable in static environments or scenar-

ios where the key needs to be refreshed frequently within an hour. The time required for

key generation increases linearly with the desired key length, and as a consequence, a slow

varying channel may not facilitate a fast key generation scheme. The advantageous aspect

is that a longer key does not trade off computational complexity. Given sufficient time,

CRicKET can offer security even in resource-constrained devices.

CRicKET, as effectively demonstrated through real-world implementation on single-

chip IoT devices, underscores its practicality and applicability. This successful deployment

solidifies CRicKET’s potential as a practical and viable protocol for secure key generation

in delay-tolerant, resource-constrained environments, particularly within the realm of IoT

and personal area networks.
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CONCLUSIONS AND FURTHER WORK

This thesis examines the physical layer for confidentiality and authentication purposes,

specific to short-range systems. The literature review in chapter 3 covers the evolution of

Physical Layer Security (PLS) and its expansion to different disciplines. The main objec-

tive of keyless PLS and key-based PLS is confidentiality, whereas, the field of Physical Layer

Authentication (PLA) is concerned with authentication. The literature review also reveals

that PLS has been mostly considered by the community of information-theoretic (IT) se-

curity. The consideration of PLS by wireless engineers is a recent phenomenon followed

by advances in wireless technology. Building practical and robust secrecy systems requires

the coupling of wireless engineering and IT security. On that account, chapter 2 and part

of chapter 3 provide a comprehensive background of IT security and wireless communica-

tions.

Whereas some believe that PLS can replace the overall security mechanisms for confi-

dentiality, the literature review in chapter 3 indicates that there are many challenges to be

addressed before such a belief can be proven true. For this reason, this thesis promotes a

cross-over approach to confidentiality, exploiting the physical layer for deriving or trans-

ferring keys which can be used to facilitate upper-layer encryption. Focusing on key-based

PLS, chapter 4 enhances our understanding of how spatial channel correlation impacts typ-

ical Physical-Layer (PL) key generation protocols in terms of secret key capacity and invites

researchers to be judicious in their assumptions. It establishes that the typical definition of

coherence distance is not appropriate for secrecy purposes, and re-defines secure distance.

Two novel methods for secure key transfer are proposed in chapters 5 and 7. The first
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method, namely secrecy coding, borrows concepts from keyless PLS, whereas the method

of chapter 7, Channel Reciprocity for KEy Transmission (CRicKET), builds upon key-based

PLS. Secret splitting (chapter 5) addresses one of the main challenges of keyless PLS which

is the requirement of a positive secrecy gap. A positive secrecy gap is provided through

base station cooperation and transmit beamforming. As long as they are placed diamet-

rically opposite to each other with respect to the receiver, two base stations suffice for

dramatically degrading the decoding capabilities of unintended receivers. CRicKET is an

encoding/decoding mechanism that can achieve an arbitrarily low key disagreement rate

without increasing the computational complexity or leaking information. CRicKET (chap-

ter 7) solves the problem associated with a high reconciliation cost in resource-constrained

networks. Optimal encoding/decoding parameters are provided via analytical forms and

lookup tables. The practicality of the method has been successfully tested in Internet-of-

Things (IoT) devices. Under the assumption that an eavesdropper observes decorrelated

fading to that of a legitimate node, CRicKET is proven to achieve perfect secrecy.

Contributing to the literature of PLA, chapter 6 introduces the novel concept of exploit-

ing spatial channel correlation for authenticating co-located devices. Two methods origi-

nate from this concept, namely CHannel Reflection Yields Secure Proximity (CHRYSP) and

(against) Solo Distance Fraud for RFID (SDF-RFID). Under the assumption of perfect chan-

nel state information, the two methods detect distance fraud and replay attacks with high

accuracy. Specifically, with SDF-RFID, an Radio Frequency Identification (RFID) reader

can verify the proximity of an RFID tag by applying signal processing techniques on the

backscattered signal. The RFID tag is only required to send typical RFID data, thus, the ap-

plication of the method is seamless from the tag’s point of view. CHRYSP can be employed

by a wider range of short-range systems for authenticating co-located devices. CHRYSP in-

tegrates signal properties with cryptographic mechanisms for providing protection against

most types of distance fraud.

Further Work

To advance the methodologies presented in this thesis, the following paragraphs recom-

mend exploring additional research directions.

Secure distance in MIMO Key Generation Systems. Chapter 4 defines secure distance

as the required physical separation between the eavesdropper and a legitimate node in

physical layer key generation systems. The findings of chapter 4 could also provide in-

sights into Multiple Input Multiple Output (MIMO) key generation systems regarding the
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required antenna separation within a legitimate node. Specifically, the concept of secure

distance could be expanded to explore vulnerabilities arising from assuming independent

key streams generated by a MIMO system, as well as how the key rate is influenced as a

function of the distance between the antennas within a node. Considering vulnerabilities

stemming from spatial channel correlation, attack scenarios could be designed from the

eavesdropper’s perspective, assessing the ease or difficulty of exploiting this vulnerability

to gain insights into the secret key.

CRicKET for FDD systems. Chapter 7 shows that the key agreement protocol, CRicKET,

is a viable solution for resource-constrained networks that operate in Time Division Du-

plexing (TDD) mode. An interesting direction is the implementation of CRicKET over Fre-

quency Division Duplexing (FDD) communication systems. The frequency separation of

the pilot exchange during the first stage of CRicKET (see chapter 7.3) needs to be such that

Alice and Bob observe correlated multipath angles and delays on the incoming pilot sig-

nals. Then, the angle and/or delay information can serve as the correlated observations

of Alice and Bob. Note that even if the correlation is very low, CRicKET does not result in

a high reconciliation cost, i.e. as seen in chapter 7 CRicKET does not trade off between

bit-mismatch-rate and reconciliation cost. To date, a practical physical key agreement pro-

tocol for FDD systems is still missing. CRicKET is believed to be a viable solution for low

power/low memory and delay-tolerant applications that communicate using FDD.

CRicKET and directive channels. Under the assumption that the eavesdropper experi-

ences decorrelated fading, CRicKET is proven to achieve perfect secrecy. According to the

findings of chapter 4, this assumption can be considered valid in a rich scattering environ-

ment as long as the eavesdroppers are positioned several wavelengths away from either

legitimate receiver. Future research could take into consideration the channel correlation

between the eavesdropper’s channel and the legitimate channel. To compensate for the in-

formation leakage resulting from the correlation, it is suggested that a privacy amplification

phase follows after CRiCKET, the compression ratio of which is dependent on the level of

channel correlation.

CHRYSP/SDF-RFID and practical considerations. Numerical results in Chapter 6 sug-

gest that CHRYSP and SDF-RFID show promise as solutions against distance fraud and

replay attacks. The analysis assumes that there is zero correlation between the intruder’s

channel and the legitimate channel. However, in reality, the channels may correlate by
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a small value. In the case of a “fast” replay attack, the channels may even correlate by a

considerable amount. To ensure the continued effectiveness of CHRYSP and SDF-RFID

schemes, the sample size of channel measurements will likely need to be increased for an

even more accurate estimation of the channel correlation at the verifier. Depending on the

quality of service requirements (e.g. given an acceptable false negative rate), the number of

additional sample sizes could be determined as a function of the channel correlation.

The scenario of imperfect channel estimation could also be considered. Imperfect chan-

nel estimation will lead to larger errors in estimating the channel correlation. To compen-

sate for imperfect channel estimation, a greater number of independent channel measure-

ments may be needed at the verifier. To facilitate a greater number of independent channel

measurements within a short period, the suggested schemes could be combined with Re-

configurable Intelligent Surfaces (RIS) technology or MIMO systems. For instance, a set of

M sufficiently spaced antennas at the verifier could capture M times higher entropy than a

single antenna within the same time interval. If RIS technology is employed, it could facili-

tate a dynamic multipath environment, which will also increase the channel entropy.

Secret Splitting and Air-to-Ground Communications. The method of secret splitting for

confidentiality in chapter 5 has considered a channel model in a two-dimensional (2D) en-

vironment. That is, the legitimate users and the eavesdropper move on a horizontal plane.

Motivated by the growing field of air-to-ground communications, an interesting research

direction is the analysis of secrecy splitting in a three-dimensional (3D) setting, whereby a

legitimate transceiver is equipped with airborne base stations. A line=of-sight component

between the base station(s) and the legitimate receiver is expected to be beneficial for in-

creasing the secrecy gap between the legitimate receiver and the eavesdropper(s). On the

other hand, if the eavesdropper is equipped with airborne equipment, the areas over which

she has an advantage in signal quality may increase.

Through the results presented in this thesis, the state-of-the-art in PLS has been fur-

thered, thus providing a viable basis for security enhancement to wireless networks of small

devices.
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LOOKUP TABLE FOR CRICKET

The lookup table used for the implementation of CRicKET (see section 7.7) is shown in the

first four columns. Variables pch , n, τ are chosen such that the encoding rate, R, is max-

imised whilst satisfying the requirement that the key disagreement rate (KDR) is less than

or equal to 0.001, i.e KDR ≤ 0.001. The achievable rate is given in the rightmost column.

The length of the initial key is such that the final keys at the two communicating parties

have an average length of 8 bits.
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APPENDIX A. LOOKUP TABLE FOR CRICKET

channel blocksize decision length of encoding
mismatch threshold initial key rate
(pch) (n) (τ) (m) (R)

0.01 2 0 9 0.4901
0.02 2 0 9 0.4804
0.03 2 0 9 0.4709
0.04 3 0 10 0.2949
0.05 3 0 10 0.2858
0.06 3 0 10 0.2769
0.07 3 0 10 0.2682
0.08 3 0 11 0.2597
0.09 3 0 11 0.2514
0.1 5 1 9 0.1838
0.11 5 1 9 0.1808
0.12 4 0 14 0.15
0.13 4 0 14 0.1433
0.14 4 0 15 0.1368
0.15 4 0 16 0.1306
0.16 6 1 11 0.1256
0.17 8 2 10 0.1074
0.18 8 2 10 0.105
0.19 10 3 9 0.0897
0.2 10 3 10 0.088
0.21 9 2 12 0.0791
0.22 9 2 12 0.0761
0.23 11 3 11 0.0698
0.24 13 4 10 0.063
0.25 15 5 10 0.0568
0.26 12 3 13 0.0515
0.27 14 4 12 0.0487
0.28 18 6 11 0.0435
0.29 22 8 10 0.0383
0.3 19 6 12 0.0351
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