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A B S T R A C T   

Aims: This study explores the possibility of using routinely taken blood tests in the diagnosis and triage of pa-
tients with suspected musculoskeletal malignancy. 
Methods: A retrospective study was performed on results of patients who had presented for assessment to a 
regional musculoskeletal tumour unit. Blood results of patients with a histologically confirmed diagnosis be-
tween 2010 and 2020 were retrieved. 33 distinct blood tests were available for model forming. Results were 
standardised by calculating z-scores. Data were split into a training set (70%) and a test set (30%). The training 
set was balanced by resampling underrepresented classes. The random forest algorithm performed best and was 
selected for model forming. Receiver operating characteristic curves were used to find the optimum threshold. 
Models were calibrated and performance metrics evaluated with confusion tables. 
Results: 2371 patients formed the study population. 1080 had a malignant diagnosis in one of three categories: 
sarcoma, metastasis, or haematological malignancy. 1291 had a benign condition. Metastasis could be predicted 
with an accuracy of 79% (AUC 87%, sensitivity 79%, specificity 80% NPV 91%). Haematological malignancy 
accuracy 79% (AUC 81%, sensitivity 77%, specificity 79%, NPV 97%). Sarcoma accuracy 64% (AUC 73%, 
sensitivity 76%, specificity 61%, NPV 88%) and all malignancy accuracy 74% (AUC 80%, sensitivity 72%, 
specificity 75%, NPV 76%). 
Conclusion: Routinely performed blood tests can be useful in triage of musculoskeletal tumours and can be used to 
predict presence of musculoskeletal malignancy.   

1. Introduction 

Whether consciously or not a large part of medicine is stratification 
of risk. Much of our estimation of risk is based on clearly defined pa-
rameters, symptoms and clinical signs known to be associated with 
conditions of interest. This forms the basis of diagnostic medicine. 

There are clinical and biochemical parameters used in initial evalu-
ation of or investigation for disease that have less direct correlation with 
the disease, parameters such as a patient’s age and blood tests including 
full blood count, inflammatory markers, clotting, renal, liver and bone 
profiles. These are considered in assessment of a patient’s fitness in 
general, suitability for intervention, treatment planning and prognosti-
cation. These same parameters are often overlooked as being of 

diagnostic value particularly when they fall within what is considered 
the normal range for that result. These parameters can have more 
complex links with pathology in general and malignancy in particular 
when evaluated either in isolation or assessed in combination. 

Previous studies have assessed this phenomenon in specific cancer 
types and useful decision trees or algorithms have been developed in 
reference to lung and ovarian cancer [1,2]. Similar techniques have 
demonstrated use of blood tests in prognostication in prostate [3] and 
breast [4] cancer and are employed to guide orthopaedic management 
of these conditions. The modified Glasgow prognostic score employs C- 
reactive protein and albumin to stratify prognosis in cancer irrespective 
of site and can be useful in guiding treatment in in patients with soft 
tissue sarcoma [5,6] and osteosarcoma [7,8]. Many of these models are 
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tumour site specific and have limited roles in diagnosis or triage. 
Pertaining to prediction of the presence disease and its magnitude 

there have been studies demonstrating relationship between the pres-
ence of cancer and elevated platelet count [9,10] and similar models 
have been developed and proved useful in prediction of outcome in non- 
cancerous conditions. This was shown in spinal cord injury where 
routinely measured blood parameters can usefully predict impairment 
following injury [11]. This has not however been tested in triaging or 
risk stratification of patients referred with potential musculoskeletal 
malignancy. 

The aim of this study was to evaluate whether results from the blood 
tests that are ordinarily undertaken in the course of a patient’s assess-
ment, i.e. neither tumour specific nor specialised blood tests, could be 
used to predict the presence of cancer in patients referred with suspected 
musculoskeletal malignancy. Within this set of patients referred for 
assessment could there be demonstrable differences used to stratify 
cases into high risk and low risk groups which could be a consideration 
when choosing the referral pathway used for ultimate assessment. 

2. Methods 

This study forms part of a larger study evaluating the use of machine 
learning in the diagnosis of orthopaedic conditions approved by local 
ethics committee. Individual consent to use data was not required. All 
results were depersonalised and the data used for model forming only 
included blood test results, Diagnostic group (sarcoma / metastatic 
cancer / haematological cancer and benign) sex and age. 

All patients referred our orthopaedic oncology unit with a suspected 
musculoskeletal tumour between 2010 and 2020 who had a confirmed 
histological result were included in this study. Patients without a his-
tological diagnosis were excluded. All blood tests that were taken at the 
point of biopsy or resection of the tumour were retrieved from the 
hospital server. These were all routine blood tests undertaken as part of 
usual care patient care. 

Uncommonly performed blood tests which were done on less than 
10 % patients were excluded from analysis leaving 33 blood tests as 
demonstrated in Table 1. in addition to age and sex as parameters for 
evaluation. Results from plasma electrophoresis and urine tests were not 
included. 

Processing of the data was done in Python using pandas [12] and 

NumPy [13] packages. Graphical representation employed Matplotlib 
[14]. Several open-source machine learning methods were evaluated 
using the scikit-learn package in Python [15]. Following in initial 
exploratory analysis, the random forest algorithm [16] proved best 
performing and was selected for model-forming. 

Data was prepared for machine learning. Blood test results were 
transformed to z-scores allowing better comparison of features and 
avoidance of statistical leverage that use of raw values would have. 
When appropriate, sex-specific reference ranges were used. Only 
transformed z-scores were used for model building. 

Missing data was managed with imputation. 20 % of the data con-
tained missing values. There were no blood tests without missing values. 
There were 209 complete cases. Using only complete cases or removing 
values would have reduced the data set to a point of potentially intro-
ducing bias. Missing data was therefore imputed with the mean z-score 
(zero) to have no effect on model formation. 

Each output group was selected in turn and least significant features 
from runs with the full feature set were dropped for evaluation of that 
group. The data was divided into a training set comprising 70 % and a 
test set comprising 30 % of the data. The partitions were validated to 
ensure appropriately stratified and that the test set was a good repre-
sentation of the training set. Numerical attributes were scaled and the 
balance of data was checked. Imbalances within the dataset were 
balanced with resampling. 

Imbalances within the dataset wer balanced with resampling. X and y 
parameters were converted to NumPy arrays. Hyper-parameter were 
tuned [17] and the model trained with the training-set using K-fold cross 
validation with k set as 5 and configured to optimise the area under the 
curve (AUC) of the receiver operator characteristic (ROC). 

Precision-Recall curves and best thresholds were calculated based on 
sensitivity as well as ROC and best threshold based on Youden’s J sta-
tistic [18]. Youden’s J statistic was selected to base best threshold upon. 

The trained model was applied to the test set and assessed on the 
unseen test set using best threshold value to compute confusion tables. 
Accuracy, precision (PPV), recall (sensitivity), specificity, F1 (harmonic 
mean of precision and recall), F2 (more weight on recall/sensitivity) and 
negative predictive values (NPV) were calculated. 

Calibration curves were evaluated to avoid overfitting and to ensure 
appropriate models were developed. Feature values and importance 
were computed using the shapely additive explanations (ShAP) [19] 
package. Feature value plots were drawn to explain models. 

Four different models were evaluated in diagnosis of malignant 
disease. These were malignancy (all patients with malignant disease), 
metastasis, haematological malignancy, and sarcoma. 

3. Results 

2371 patients formed the population of this study. 1080 patients (46 
%) had a malignant tumour. 1291 patients (54 %) had a benign condi-
tion. Amongst the patients with malignancy 506 (47 %) had metastatic 
cancer, 400 (37 %) sarcoma (213 malignant primary bone tumours and 
187 soft tissue sarcomas, Table 3 in appendix) and 174 (16 %) haema-
tological malignancy. Benign conditions seen included benign 
neoplasia, inflammatory conditions, infection, and non-specific changes 
(Table 4 in appendix). 

Results of the four models are demonstrated in Table 2. 
These results demonstrate the performance of the four models 

generated when formed to optimise area under the curve. 
Calculated negative predicted values (NPV) from this data demon-

strate the NPV for haematological malignancy, metastasis, sarcoma and 
all malignancy are 97 %, 91 %, 88 % and 76 % respectively for these 
models. 

The calibration curves are displayed in Fig. 1 and demonstrate good 
performance with linear curves closely following the ideal slope 
demonstrating agreement between predicted and observed values. The 
gradient of the slopes being 1.13, 1.05, 1.02 and 1.23 respectively for 

Table 1 
Blood tests used in model forming.  

Adjusted Calcium (mmol/L) Prothrombin Time (s) 
Alanine Transaminase (international 

units/L) 
Partial Thromboplastin Time (s) 

Albumin (g/L) Red blood count (10*12/L) 
Alkaline Phosphatase (international units/ 

L) 
Sodium (mmol/L) 

Basophils (10*9/L) Total Protein (g/L) 
Bilirubin (micromol/L) Urea (mmol/L) 
Calcium (mmol/L) White blood count (10*9/L) 
Creatinine (micromol/L) C-Reactive Protein (mg/L) 
Eosinophils (10*9/L) Glomerular Filtration Rate (mL/min/ 

1.7) 
ESR (mm/h) Red cell distribution width (%) 
Gamma GT (international units/L)  
Haematocrit (L/L)  
Haemoglobin (g/L)  
International Normalised Ratio (INR)  
Lymphocytes (10*9/L)  
Magnesium (mmol/L)  
Mean Cell Haemoglobin (pg)  
Mean Cell Volume (fL)  
Monocytes (10*9/L)  
Neutrophils (10*9/L)  
Phosphate (mmol/L)  
Platelets (10*9/L)  
Potassium (mmol/L)   
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each of the four models. 
ShAP summary plots demonstrating the most important features in 

each model are shown in Fig. 2. It is interesting but not entirely unex-
pected that the most important features differ per disease. In the met-
astatic model the most important parameters being alkaline 
phosphatase, age, gamma GT and haemoglobin. In the case of haema-
tological malignancy age is the most important value along with hae-
moglobin, estimated GFR and red blood count. In the sarcoma model the 
most important features were alkaline phosphatase, ESR, INR and neu-
trophils with age following behind this. 

4. Discussion 

In this study we have observed that models can be developed based 
on the results of routinely undertaken blood tests which can be used to 
predict the presence of malignant disease in patients referred with sus-
pected orthopaedic malignancy. 

The models to evaluate metastatic disease, haematological malig-
nancy and sarcoma all have high negative predictive values with a 
marked difference in the NPV in the malignant model. 

These are three distinct pathological entities each with differences in 
their effect on physiology. Even within each group there are differences 
in the pathological processes for example haematological malignancy 
was considered as a single entity with lymphoma and myeloma assessed 
together. Within the sarcoma model soft tissue sarcoma, and bone sar-
comas were considered together (Table 3 in appendix), each known to 
have differences. It is noted that within the sarcoma group that alkaline 
phosphatase takes position at the top of features of importance. This is 
likely to be due to the bone sarcomas in which alkaline phosphatase will 
be raised as a marker of bone formation [20] there are also known dif-
ferences in the age ranges of different types of sarcoma [21]. This is a 
limitation of this project however these groups however would result in 
groups so small as to introduce error. 

When we look at the ShAP plot there are differences in the features of 
importance between all these groups as expected from their disease 
characteristics and natural history therefore when look at a combined 
group or in an overall manner as in the malignancy model patterns may 
not be as easily forthcoming. 

Despite these differences between groups and within groups the 
models formed have demonstrated capacity to discriminate between 
benign and malignant processes with AUC acceptable for sarcoma and 

excellent for other models. 
When assessing a population-wide screening tool sensitivity, speci-

ficity, PPV ad NPV are all factors which are valuable. When we consider 
a scenario where there is a preselected cohort or patients who have been 
referred due to the presence of symptoms and signs raising concern 
about the potential presence orthopaedic malignancy the situation is a 

Table 2 
Performance metrics for diagnosing disease.  

Class Model Accuracy 
% 

Sensitivity 
% 

Specificity 
% 

F1 
% 

F2 
% 

AUC 
% 

Train set 
n 

Benign vs 
Malignant 

Random Forest 74 72 75 71 72 80 1659 

Benign vs 
Metastatic 

Random Forest 79 79 80 69 75 87 1257 

Benign vs Haematological Random Forest 79 77 79 44 59 81 1025 
Benign vs 

Sarcoma 
Random Forest 64 76 61 52 64 73 1183 

AUC: Area Under Receiver Operator Characteristic curve. 
F1: Harmonic mean of precision and recall. 
F2: Harmonic mean of precision and recall with added weight on recall. 

Table 3 
Demonstrating the split of the sarcoma group.  

Group Sum 

Soft tissue sarcoma 187 
Chondrosarcoma 106 
Osteosarcoma 77 
Ewing sarcoma 29 
Adamantinoma 1  

Table 4 
Demonstrating the split of diagnoses within the benign group.  

Multi-Disciplinary Team Diagnosis Sum 

lipoma 244 
non-specific / no neoplasia 207 
enchondroma 78 
giant cell tumour of bone 68 
reactive 61 
infection / osteomyelitis 56 
epidermoid / sebaceous cyst 43 
schwannoma (incl. variants) 41 
osteochondroma 34 
fibrous dysplasia 31 
angioleiomyoma 29 
tenosynovial giant cell tumour - diffuse type 25 
fracture 23 
bone island / bone infarct 23 
haemangioma / artero-venous malformation 22 
degenerative disease 21 
ganglion 19 
benign spindle cell tumour 18 
osteoid osteoma / osteoblastoma 16 
granlomatous disease / sarcoid 16 
chondroblastoma 15 
aneurysmal bone cyst 15 
intramuscular myxoma 15 
tenosynovial giant cell tumour - localised type 15 
synovial chondromatosis 15 
simple bone cyst 14 
eosinophilic granuloma / haematopoetic island 14 
benign skin adnexal tumour 12 
non ossifying fibroma / fibro-osseous lesion 10 
chondromyxoid fibroma 8 
desmoid tumour 8 
haematoma / seroma 8 
chronic recurrent multifocal osteitis 7 
Paget’s disease 7 
gout 6 
osteoporosis 6 
neuroma 6 
fibroma / elastofibroma 6 
heterotopic ossification 5 
hibernoma 5 
glomus tumour (and variants) 4 
Dupuytren’s disease 4 
congenital abnormality 3 
bizarre parosteal osteochondromatous proliferation 2 
osteofibrous dysplasia 2 
arthropathy 2 
tuberculosis 2  

1291  
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little different. Here we are looking stratify this cohort into groups of 
higher or lower risk in order that those with the highest risk can be 
identified and their definitive assessment expedited. Negative predictive 
value is arguably a more useful characteristic to employ thereby mini-
mising the frequency of cases incorrectly characterised as lower risk. 

The models formed have been optimised to maximise the area under 
the ROC curve however the methods employed here can be adapted to 
maximise any outcome characteristic desired thereby optimising for 
example the negative predictive value at the expense of specificity 
which could prove useful in formation of a tool to stratify groups into 
higher and lower risk cohorts and minimise those incorrectly deter-
mined to have a lower risk profile or indeed sensitivity could be the 
focus should this be preferred. 

This has potential for application in practice where all cases can be 
seen in a timely manner, but cases stratified into a higher risk cohort 
prioritised and assessed in an expedited fashion. There is also possibility 
for its application in circumstances where healthcare resources are less 
available to provide an inexpensive method of stratification of risk. 

Whilst providing useful information this study has some limitations. 
Our dataset was a large dataset and common to retrospective studies 

where routinely collected data is subsequently used for a different 
purpose there was missing data. Whilst it would be ideal to have com-
plete datasets, imputing with the mean z-score was selected as it would 
introduce least bias without affecting the model acknowledging that this 
may attenuate any correlation between the variable and outcome. 
Omitting all cases without complete datasets would have resulted in a 
large proportion of the data being discarded resulting in introduction of 
greater bias and use of regression imputation poses the opposite problem 
to use of the mean with potential to overestimate a relationship. A 
prospective validation study would provide more confidence in the 
models assessed. It is likely that the models will require adaptation and 
fine tuning in the future to enhance the predictive power. The addition 
of cancer specific markers could enhance the model [22] and could be 
considered in a future study. This is likely to provide a model with im-
provements in sensitivity, specificity, PPV and NPV however any im-
provements in the output of the model would need to be weighed up 
against applicability for a screening measure. Furthermore, radiological 
features (i.e. latent or aggressive benign, blastic or lytic metastases) 
could enhance future models. With the method employed retraining the 
model with additional data should prove straight-forward. 

Fig. 1. Calibration curves for different models: Malignant (A), Metastatic (B), Haematological (C), Sarcoma (D).  
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5. Conclusion 

Routine blood tests can be useful in triage and risk stratification in 
patients with suspected orthopaedic malignancy. Further work should 
validate the developed models in a clinical settling. 
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