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A B S T R A C T 

We present an empirical model of age-dependent photospheric lithium depletion, calibrated using a large homogeneously 

analysed sample of 6200 stars in 52 open clusters, with ages from 2 to 6000 Myr and −0.3 < [Fe/H] < 0.2, observed in the 
Gaia -ESO spectroscopic surv e y. The model is used to obtain age estimates and posterior age probability distributions from 

measurements of the Li I 6708 Å equi v alent width for individual (pre) main-sequence stars with 3000 < T eff /K < 6500, a domain 

where age determination from the HR diagram is either insensitive or highly model-dependent. In the best cases, precisions of 0.1 

dex in log age are achie v able; e ven higher precision can be obtained for coe v al groups and associations where the individual age 
probabilities of their members can be combined. The method is validated on a sample of exoplanet-hosting young stars, finding 

agreement with claimed young ages for some, but not others. We obtain better than 10 per cent precision in age, and excellent 
agreement with published ages, for seven well-studied young mo ving groups. The deriv ed ages for young clusters ( < 1 Gyr) in 

our sample are also in good agreement with their training ages, and consistent with several published model-insensitive lithium 

depletion boundary ages. For older clusters, there remain systematic age errors that could be as large as a factor of 2. There is 
no evidence to link these errors to any strong systematic metallicity dependence of (pre) main-sequence lithium depletion, at 
least in the range −0.29 < [Fe/H] < 0.18. Our methods and model are provided as software – ‘Empirical AGes from Lithium 

Equi v alent widthS’ ( EAGLES ). 

Key words: stars: abundances – stars: evolution – stars: fundamental parameters – stars: pre-main-sequence – open clusters and 

associations: general. 
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 I N T RO D U C T I O N  

ow-mass stars ( ≤ 1 M �) form the bulk of the Galactic population.
heir long lifetimes make them witnesses and tracers of the assembly
f the Galaxy, and the dynamical and chemical evolution of its various
omponent structures. Knowing the ages of stars is an essential part
f these investigations and also critical for exploring the formation
 E-mail: r.d.jeffries@keele.ac.uk 

t  

d  

Pub
nd development of their exoplanetary systems. Ho we ver, stellar
ge is not a directly observable parameter; age estimations are
ade in various ways and each technique has its own advantages,

isadvantages and range of applicability (e.g. Soderblom 2010 ). 
Most methods rely either on comparing the predictions of stellar

volutionary models with age-dependent observables, where it is
ssumed the rele v ant stellar physics is understood well-enough
o yield reliable ages; or using secondary, empirical relationships
escribing how phenomena like rotation, stellar activity or chemical
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bundances change with age, but with an incomplete understanding 
f the stellar or Galactic physics driving the changes. In both cases,
tar clusters play a ke y role. First, the y offer coeval stellar samples
ith similar initial composition but a range of masses, that can 
e used to test and impro v e stellar models. Secondly, they are the
rincipal calibration samples for age-sensitive empirical diagnostics. 
For low-mass main-sequence stars, stellar evolution models are of 

imited use in estimating age. Observables like ef fecti ve temperature 
 T eff ) and luminosity ( L ) change slowly and asteroseismological
bserv ations that gi ve insight into the progress of core fusion are
ot available for most stars (Epstein & Pinsonneault 2014 ). Better
pportunities are presented by low-mass pre-main-sequence (PMS) 
tars, where more rapid evolution is predicted; but even in these 
ases there are significant uncertainties in the model-dependent 
bsolute ages (Hillenbrand 2009 ; Bell et al. 2013 ; Soderblom et al.
014 ). These problems have led to extensive exploration of empirical 
ge indicators such as rotation (‘gyrochronology’, Barnes 2003 ), 
agnetic activity manifested as chromospheric and coronal emission 

Mamajek & Hillenbrand 2008 ; Wright et al. 2011 , and references
herein), stellar kinematics (Wielen 1977 ) and the abundances of 
arious chemical elements in the photospheres of low-mass stars 
Nissen 2015 ; Spina et al. 2016 ; Tucci Maia et al. 2016 ; Magrini
t al. 2018 ; Casali et al. 2019 ). Of the age-dependent chemical
bundance indicators, some are extrinsic—arising from Galactic 
hemical evolution gradually changing the abundances in the inter- 
tellar medium from which a star was born (e.g. o v erall metallicity,
he ratio of alpha elements to iron or the abundance of s-process
lements). Others are intrinsic—the photospheric abundances evolve 
ue to nucleosynthesis and chemical mixing within the star (e.g. light 
lement abundances). 

This paper focuses on photospheric lithium. 1 , which has a long 
istory as a, mostly intrinsic, age indicator and probe of stellar
nteriors (Herbig 1965 ; Wallerstein, Herbig & Conti 1965 ; Sku-
anich 1972 ). More recent re vie ws of Li as an age indicator are

rovided by Jeffries ( 2014 ), Barrado ( 2016 ) and Randich & Magrini
 2021 ). Whilst some is produced in the Big Bang, most Li in
he present-day interstellar medium was likely produced in novae 
r asymptotic giant branch stars (e.g. Romano et al. 2021 , and
eferences therein). Ho we ver, Li is also destroyed in stellar interiors
y p , α reactions at modest temperatures of ∼2.5 × 10 6 K and
f mixing processes penetrate from regions at these temperatures 
o the surface, then photospheric Li depletion proceeds. Conse- 
uently, measuring Li in stars could be a good way to estimate 
heir ages. 

Li burning takes place in the cores of contracting PMS stars on
ime-scales that decrease with mass (Bildsten et al. 1997 ). If the
MS star remains fully conv ectiv e, total Li depletion will be rapid.
o we ver, stars with mass M > 0.35 M � will develop radiative cores
n a time-scale that also decreases with mass and once the base of
n y conv ection zone falls below the Li-burning temperature, then 
i-depleted material is no longer rapidly mixed to the photosphere. 
his produces a complex, mass- and hence T eff -dependent pattern 
f Li depletion at the end of the PMS phase. Predictions of PMS Li
epletion are highly sensitive to opacities and the uncertain treatment 
f convection (Pinsonneault 1997 ; D’Antona, Ventura & Mazzitelli 
000 ; Piau & Turck-Chi ̀eze 2002 ; Tognelli et al. 2021 ). Observations
f young stars at the zero-age main sequence (ZAMS) also reveal a 1–
 In this paper, ‘lithium’ and ‘Li’ refer to the 7 Li isotope. The 6 Li isotope is 
roduced in far lower quantities, is far more fragile in stellar interiors, and is 
ot thought to contribute significantly to measured Li abundances. 
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 orders of magnitude Li abundance dispersion, particularly among 
oung K-stars. This is not predicted by standard models featuring 
nly conv ectiv e mixing and suggest another parameter, possibly 
otation or dynamo-induced magnetic activity, is also important 
Soderblom et al. 1993a ; Barrado et al. 2016 ; Bouvier et al. 2018 ;
effries et al. 2021 ). 

Standard models also cannot explain why the Sun’s Li abundance 
s two orders of magnitude lower than solar-type ZAMS stars. This
oints to slow mixing mechanisms that operate on the main sequence
nd gradually deplete photospheric Li further. Many candidate 
echanisms have been proposed and it is not clear which are the most

f fecti ve (e.g. Garcia Lopez & Spruit 1991 ; Chaboyer, Demarque &
insonneault 1995 ; Charbonnel & Primas 2005 ; Denissenkov et al.
010 ). Observations suggest that Li is gradually depleted in solar-
ype ZAMS stars by another factor of 3–4 o v er a billion years (e.g.
estito & Randich 2005 ; Randich 2010 ). After that, observations
f older star clusters again suggest a dispersion of unknown origin
n some, but not all, clusters (e.g. Randich, Sestito & Pallavicini
003 ; Pasquini et al. 2008 ; Pace et al. 2012 ), possibly associated
ith rotation, binarity or planetary systems (e.g. Israelian et al. 2004 ;
ouvier 2008 ; Gonzalez 2015 ). Others argue that any scatter is much

educed with better quality data and by confining comparisons to stars 
ith very similar T eff , there may be a monotonic decline in Li with

ge from 1–10 Gyr (Carlos et al. 2019 , 2020 ). 
Li depletion through the PMS and main-sequence phases is 

herefore far from understood; the present generation of stellar 
odels have significant uncertainties, and possibly missing physics, 

hat greatly affect their predictions of Li depletion as a function
f age, temperature and composition. This means they cannot be 
sed to provide reliable or accurate age estimation and points to
sing Li as an empirical age estimator by calibrating its depletion
ith observations of coeval stars in clusters. Such data sets have
een assembled previously to some extent (e.g. Sestito & Randich 
005 ; Guti ́errez Albarr ́an et al. 2020 ); most recently, Stanford-Moore
t al. ( 2020 ) provided quantitative age estimates using an empirical
alibration constructed from literature measurements of Li in 10 open 
lusters and associations. 

In this paper we exploit the very large, homogeneous set of
pectroscopic observations of low-mass stars in open clusters, that 
ere obtained as part of the Gaia -ESO Surv e y (GES, Gilmore et al.
012 ; Randich, Gilmore & Gaia-ESO Consortium 2013 ; Gilmore 
t al. 2022 ; Randich et al. 2022 ). These provide a much improved
alibration of the relationship between lithium, T eff and age that is
sed to construct an empirical model of Li depletion. Our objectives
re (i) to quantify how precisely age can be determined for stars of
arious ages and T eff ; (ii) to find how much more precision can be
btained by fitting groups of stars that are assumed to be coe v al; (iii)
o validate the method by finding the ages for a selection of young
tars and associations that were not observed as part of GES; and
iv) to explore to what extent Li depletion is determined only by age
nd T eff or whether third parameters such as chemical composition 
ight be confounding or contributing factors. 
The data set used in this project, the empirical model and how

t is fitted to the data are described in Section 2 and includes a
atalogue of lithium equi v alent widths and T eff for 6200 kinematically
elected members of 52 open clusters taken from Jackson et al.
 2022 ). In Section 3 the age estimation performance of the model
s analysed for single stars and groups and the sensitivity to the
dopted age and temperature scales are discussed. Section 4 applies 
he model to estimate the ages of young field stars that host exoplanets
nd to coe v al ‘moving groups’ in the solar neighbourhood. In
ection 5 we discuss systematic uncertainties and compare the 
MNRAS 523, 802–824 (2023) 
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Table 1. Clusters ages. Columns 1 and 2 show the name and average 
metallicity of the cluster from Randich et al. ( 2022 ) and column 3 gives 
the number of members in each cluster used in our analysis. Columns 4–6 
show cluster ages from three different sources. ‘Lit’ ages are from Jackson 
et al. ( 2022 ) and Franciosini et al. ( 2022a ), GES ages are from table 3 in 
Randich et al. (2022), and ‘Dias’ ages are from Dias et al. ( 2021 ). Column 6 
shows the geometric mean age for each cluster (see Section 2.1 ). 

Cluster name [Fe/H] No. Lit GES Dias Mean 
stars ages ages ages ages 

(Myr) (Myr) (Myr) (Myr) 

NGC 6530 − 0 .02 285 1 2 5.3 2.2 
Trumpler 14 − 0 .01 79 1.5 2.8 4.8 2.7 
Chamaeleon I − 0 .03 78 2 1.6 — 1.8 
Rho Ophiuchus 0 .03 41 3 4.5 — 3.7 
NGC 2264 − 0 .10 460 4 3.2 7 4.5 
NGC 2244 − 0 .04 72 4.1 4 12.9 6.0 
Lambda Ori − 0 .09 187 6 12.6 8.8 8.7 
Lambda Ori B35 − 0 .09 44 6.1 12.6 — 8.8 
25 Ori 0 .00 159 19 13.5 12.2 14.6 
ASCC 50 − 0 .02 166 8 11.5 5.8 8.1 
Collinder 197 0 .03 86 13 14.1 9.1 11.9 
Gamma Velorum − 0 .02 201 18 20 12.2 16.4 
IC 4665 0 .01 32 23 33.1 53 34.3 
NGC 2232 0 .02 74 38 17.8 30.6 27.5 
NGC 2547 − 0 .03 147 35 32.4 39.1 35.4 
IC 2602 − 0 .06 53 44 36.3 47 42 
NGC 2451b − 0 .02 57 30 40.7 45.6 38 
NGC 6649 − 0 .05 4 50 70 40.8 52 
IC 2391 − 0 .06 33 51 28.8 48.8 42 
NGC 2451a − 0 .08 40 65 35.5 54 50 
NGC 6405 − 0 .02 52 94 34.7 78 63 
NGC 6067 0 .03 21 120 125 127 124 
NGC 2516 − 0 .04 450 138 239 276 209 
Blanco 1 − 0 .03 126 125 104 102 110 
NGC 6709 − 0 .02 43 150 190 160 166 
NGC 6259 0 .18 15 210 269 328 265 
NGC 6705 0 .03 119 280 309 294 294 
Berkeley 30 − 0 .13 22 300 295 454 343 
NGC 3532 − 0 .03 397 300 398 413 367 
NGC 6281 − 0 .04 23 314 512 328 375 
NGC 4815 0 .08 19 560 371 441 451 
NGC 6633 − 0 .03 17 575 691 606 622 
Trumpler 23 0 .20 10 800 707 292 549 
NGC 2355 − 0 .13 59 900 1000 1235 1036 
NGC 6802 0 .14 26 900 660 645 726 
Pismis 15 − 0 .02 30 1300 871 1811 1270 
Trumpler 20 0 .13 94 1400 1862 1510 1579 
NGC 2141 − 0 .04 507 1800 1862 2897 2133 
Czernik 24 − 0 .11 33 2000 2691 1342 1933 
Haffner 10 − 0 .10 194 2000 3801 5058 3375 
NGC 2158 − 0 .15 189 2000 1548 — 1760 
NGC 2420 − 0 .15 312 2200 1737 2223 2040 
Berkeley 21 − 0 .21 70 2200 2138 — 2169 
Berkeley 73 − 0 .26 14 2300 1412 2223 1933 
Berkeley 22 − 0 .26 97 2400 2454 — 2427 
Berkeley 31 − 0 .29 96 2900 2818 3689 3112 
NGC 6253 0 .16 86 3000 3000 3539 3170 
Messier 67 0 .00 79 3500 3500 3758 3584 
NGC 2425 − 0 .13 98 3600 2398 4017 3261 
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odel with previous work. A summary is provided in Section 6
nd an implementation of the technique, written in PYTHON code 2 ,
alled ‘Empirical AGes from Lithium Equi v alent widthS’ ( EAGLES )
s described in Appendix B . 

 A N  EMPIRICAL  RELATIONSHIP  BETWEEN  

IT HIUM  EQUIVA LENT  W I D T H ,  
EMPERATURE,  A N D  AG E  

he GES data used in this paper come from the sixth internal data
elease (GESiDR6, Gilmore et al. 2022 ; Randich et al. 2022 ) which
ncludes a library of stacked spectra of cluster targets obtained
ith the FLAMES-GIRAFFE spectrograph (with HR15N order-

orting filter) and FLAMES-UVES spectrograph (centred at 580 nm)
Pasquini et al. 2002 ) on the 8-m UT2- Kueyen telescope of the Very
arge Telescope 3 , together with the GESiDR6 Parameter Catalogue 4 .
he latter contains values of T eff , metallicity ([Fe/H]), radial velocity

RV), gravity (log g ) and T eff - and gravity-sensitive spectral index
 γ , Damiani et al. 2014 ) (plus other parameters not used here) for a
arge proportion of targets, which were derived by the GES Working
roups (WGs, Hourihane et al. 2023 ). In this section we select a

ubset of 6200 stars that were identified as very probable members
f the open clusters and associations observed by GES (see Bragaglia
t al. 2022 ; Jackson et al. 2022 ) and estimate the equi v alent width
f their Li I 6708 Å feature (EW Li ) from the GES spectra. These
ata, referred to as the training data, are used to define an empirical
elationship between EW Li , T eff and age. 

.1 The training data 

he training data were drawn from 52 clusters with metallicities in
he range −0.3 < [Fe/H] < 0.2 listed in Table 1 . The metallicities
n Table 1 were taken from Randich et al. ( 2022 ) with the exception
f NGC 6649, where the value is the median [Fe/H] of its cluster
embers. Also shown in Table 1 are cluster ages from three different

ources, which range from 2 Myr to 6 Gyr. Ages in the column headed
Lit’ are representative cluster ages drawn from the literature listed in
ables 1 and 2 of Jackson et al. ( 2022 ), except for the clusters 25 Ori,
GC 2451b, NGC 2547 and NGC 2516, where the age has been
pdated according to Franciosini et al. ( 2022a ). The column headed
GES’ lists ages from tables 3 and 4 of Randich et al. ( 2022 ). The
olumn headed ‘Dias’ lists ages from homogeneous determinations
by isochrone fitting) in Dias et al. ( 2021 ), where matches were found
ccording to cluster RA, Dec and proper motion. The final column
eaded ‘Mean’ lists the geometric mean of the three (or two) reported
luster ages. These mean values were used to define target ages for
he training set. It is recognized that this provides an inhomogeneous
cale and that there could be significant uncertainties in the ages of
ndividual clusters. The effect of variations in the calibration age-
cale is discussed in Section 3.4 . 

Targets from the designated clusters were selected with 2900 <
 eff /K < 6600, a reported value of RV and a probability of cluster
embership > 0.9 in Jackson et al. ( 2022 ). Note that these members
ere selected on the basis of their kinematics, not of their chemical

including Li abundance) or photometric properties. Any star with
NRAS 523, 802–824 (2023) 

 https:// github.com/robdjeff/ eagles 
 The reduced spectra are available in the public DR4 data release of the 
aia -ESO surv e y in the ESO archiv e, http://ar chive.eso.or g/cms.html . 
 The parameter catalogue is available in the public DR5 release of the Gaia - 
SO surv e y in the ESO archiv e. 

Berkeley 36 − 0 .15 143 4000 6760 3411 4518 
Berkeley 39 − 0 .14 455 6000 5623 6471 6021 

https://github.com/robdjeff/eagles
http://archive.eso.org/cms.html
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Table 2. Training data used to calibrate the empirical relations of EW Li as a function of T eff and age (see Section 2.1 ). Details are shown for 
6200 cluster members observed as part of the Gaia -ESO survey. A total of 109 targets have both GIRAFFE (Filter = 665.0 nm) and UVES 
(Filter = 580.0 nm) measurements. Also shown are data for 1503 GES targets with low ( < 0.01) probabilities of cluster membership classified 
as field stars (see Section 2.3 ). A sample of the table is shown here. The full version is available online as supplementary material. 

Cluster Target Filter RA DEC Age Probability ( G BP - G RP ) 0 T eff EW Li eEW Li 

centre λ (deg) (deg) (Myr) member (mag) (K) (m Å) (m Å) 

25 Ori 05224842 + 0140439 665.0nm 80.70175 1.67886 14.6 0.998 3.013 3148. 633.7 38.6 
25 Ori 05225186 + 0145132 665.0nm 80.71608 1.75367 14.6 1.000 3.173 3203. 544.4 41.2 
25 Ori 05225609 + 0136252 665.0nm 80.73371 1.60700 14.6 1.000 2.727 3333. 12.0 19.5 
25 Ori 05225678 + 0147404 665.0nm 80.73658 1.79456 14.6 0.992 2.821 3299. 296.4 26.8 
25 Ori 05225889 + 0145437 665.0nm 80.74538 1.76214 14.6 1.000 2.857 3320. 463.6 34.6 
25 Ori 05230387 + 0134335 665.0nm 80.76613 1.57597 14.6 1.000 1.643 4158. 499.6 10.6 
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5 Models of PMS Li depletion alone show that Li has been entirely depleted in 
these stars by the ZAMS (Piau & Turck-Chi ̀eze 2002 ) and this is empirically 
confirmed in clusters like the Hyades (Thorburn et al. 1993 ). 
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 eff > 4000 K and log g < 3.4 (or its equi v alent calculated from
he γ and τ indices, Jackson et al. 2022 ) were rejected as probable
iant stars, and anything with EW Li < −300 m Å, EW Li > 800 m Å
r an uncertainty in EW Li > 300 m Å were rejected as poor data.
hese selections left us with 6200 individual targets, of which 6106 
ave GIRAFFE spectra, 203 have UVES spectra and 109 have both. 
etails of targets in the training set are shown in Table 2 where

he membership probability and T eff are taken from columns headed 
 

p 

eff and P 3D in table 3 of Jackson et al. ( 2022 ). For the majority
93 per cent) of targets, T p eff is the ef fecti ve temperature reported in the
ESiDR6 Parameter Catalogue, otherwise it was inferred from the 

pectroscopic temperature index τ (Damiani et al. 2014 ) measured 
rom the target spectra. The acceptance criteria of P 3D > 0.9 gives
n average cluster membership probability of P 3D > 0.994 and the 
xpected contamination level is only about 37 in the total sample of
200 cluster stars. 

.2 Lithium equi v alent widths 

t an early stage, we decided to base our analysis on EW Li , rather
han a lithium abundance derived from EW Li or from a spectral 
ynthesis. The reasons were twofold. First, EW Li is independent of 
he temperature scale or the adoption of any particular set of stellar
tmosphere models or NLTE corrections. Our results are then in 
rinciple applicable, without scaling or offset, to other data sets 
utside the GES project. Second, the uncertainties in Li abundance 
nd temperature are highly correlated and would be difficult to 
isentangle when it comes to estimating ages for individual stars, 
hereas uncertainties in EW Li and T eff should be close to orthogonal. 
The adoption of EW Li as the main dependent variable does bring 

ts own problem of defining the lithium equivalent width. This is
arely a problem in high resolution spectra of warmer, slowly rotating 
tars where the continuum can be readily identified. It is more 
roblematic in cooler stars with molecular bands and those with rapid 
otation. One third of our targets are late K or M-dwarfs with T eff <

250 K, where measurements of EW Li are complicated by molecular 
bsorption features (e.g. Pavlenko & Magazzu 1996 ; Rajpurohit 
t al. 2014 ), making the pseudo-continuum highly sensitive to small
hanges in temperature. This can easily lead to systematic shifts in 
W Li . 
EW Li v alues are av ailable for the majority of our training sources

n the released GESiDR6 parameter catalogue (Franciosini et al. 
022b ). Ho we ver, the use of these EWs causes difficulties in three
ays: (i) EWs were unavailable for 687 of the training sources and
859 lacked an EW that was corrected for the blend with the nearby
e I 6707.4 Å line (mostly the cool stars). (ii) The EWs reported for
ool stars ( T eff < 4250 K) are pseudo-equi v alent widths that still
nclude a significant contribution from molecular absorption and 
ther blends. Whilst this choice is justified and accounted for in
stimating GES Li abundances (see Franciosini et al. 2022b ), there
s a lack of comparability with literature EWs, where EW Li ∼ 0 in
lder M-dwarfs (see Section 4.2 ). (iii) 354 targets have only reported
pper limits to EW Li , which is problematic for our fitting methods. 
To address all these issues, the original reduced spectra were 

etrieved and EW Li was estimated using a direct flux integration 
f the spectrum o v er a top-hat profile, after subtracting the normal-
zed median spectra defined by sets of field stars of comparable
emperature observed in GES cluster fields and which are assumed 
o have minimal Li. This method estimates EW Li even in low signal-
o-noise spectra; is corrected for blends to first-order; and was used
y Binks et al. ( 2021 ) to measure the EW Li of stars in the temperature
ange 3000 < T eff /K < 5000, where the majority of field stars are
xpected to be fully lithium depleted. 5 For the current analysis the
atalogue of template continuum spectra was extended to co v er the
ull temperature range of the training data. In the case of warmer
tars this necessitates accounting for the finite level of median EW Li 

bserved for field stars at T eff > 5500 K, since Li depletion is not
ompleted in these stars. Hence the measured equi v alent width is
ow defined as 

W Li = � EW Li + EW 0 (1) 

here � EW Li is the equi v alent width measured by comparing the
arget spectra to a continuum defined by the median field star spectra
n the appropriate temperature range and EW 0 is the equi v alent width
f the template median field star spectrum which is assumed to be
ero below T eff = 5550 K and peaks at 34 m Å at T eff = 6100 K (see
ppendix A ). 
Fig. 1 shows heliocentrically corrected spectra for two typical 

argets in the region of the Li I 6708 Åfeature. Vertical dashed lines
how the top hat profile used to define the limits of the integral that
easures EW Li . The template continuum spectra were rotationally 

roadened according to the target vsin i , which was calculated from
he parameter VR O T of the GES spectrum meta-data (see appendix B2
f Randich et al. 2022 ). The width of the top hat profile scales with
sin i as ±(1 + v sin i/ 60 km s −1 ). In cases where VR O T is not defined
n some low S/N spectra, the targets were assigned a default vsin i of
0 km s −1 . 
The measured EW Li for the training data are shown in Fig. 2 and

isted in Table 2 . Measurement uncertainties, σ Li in Table 2 , were
stimated as the RMS value of the EWs measured using the same
MNRAS 523, 802–824 (2023) 
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(a)

(b)

Figure 1. Typical spectra observed in open cluster 25 Ori. Plot (a) shows the 
spectrum of a cooler star with the smoother, blue lines showing sections of 
the empirical continuum spectra scaled to match the observed spectrum. Blue 
vertical dashed lines indicate the extent of the top hat profile used to measure 
EW Li (the integral pf the difference between the black line and the red line). 
Plot (b) shows the spectrum of a hotter and faster rotating star compared with 
sections of the rotationally broadened empirical continuum (see Section 2.2 ). 
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rocedure and top hat profile, but centred at a set of 20 wavelengths
n either side of the Li feature (see Fig. 1 ). 

.3 Lithium EW as a function of age and temperature 

ig. 3 shows EW Li as a function of log age/yr (base 10) for 2900
 T eff /K < 6600 in 200 K steps. Bins are ±100 K wide for T eff <

000 K and ±200 K wide at higher temperatures. Where there are
10 stars in ±0.25 dex bins of log age, red triangles and error bars

how the mean and standard deviation of EW Li . Visual inspection of
hese plots suggests that the mean EW Li in a given temperature bin
an be well-described by a tanh -type function of log age; 

W m 

= A (1 − tanh [( log Age / yr − C) /B]) , (2) 

hich transitions from an undepleted value at small log age to a value
lose to zero for the oldest stars. EW Li (log Age) is then defined by
he constants A , B and C , which must be empirically determined.
his becomes interesting if the constants A , B and C are themselves
imple functions of T eff which can be modelled using the full training
ata set. 
To investigate this possibility a three-parameter maximum likeli-

ood analysis was used to estimate A , B and C (and their uncertain-
ies) in each T eff bin separately. For this analysis the total uncertainty
n EW Li for individual targets was estimated by interpolating the
tandard deviation of data in 0.25 dex bins of log age (shown as error
ars in Fig. 3 ). There is a paucity of data for M-dwarfs with age
 1 Gyr at T eff < 4200 K (because the older clusters in the sample

re more distant). This has no great effect on estimates of A , B and C
ecause there are sufficient data to see that Li has already been fully
epleted at ages < 1 Gyr at these spectral types. Ho we ver, in order
o better constrain the intrinsic dispersion of EW Li at older ages and
ooler temperatures (see Section 2.4 ), additional data were added to
he training set at an assumed age of 5 Gyr using EW Li measured
or 1503 field stars with T eff < 5000 K that came from the sample
sed to construct the Li-depleted template spectra in Appendix A .
NRAS 523, 802–824 (2023) 
he properties of these additional targets are shown in the left hand
anel of Fig. 2 and in Table 2 . 

The results of fitting the 3 parameter model of EW Li for the 18
 eff bins in Fig. 3 are plotted as a function of log T eff in Fig. 4 . These
lots indicate the following: 

(i) Parameter C , which defines the log age at which the transition
rom high EW Li to low EW Li occurs, can be described by linear
unctions of log T eff abo v e and below some critical log T eff , which
e define as t c (the red lines in Fig. 4 a). 
(ii) Parameter A that is the limiting value of EW Li /2 at young ages

s reasonably described by a second order polynomial of log T eff with
ts maximum value fixed at log T eff = t c (the red curve in Fig. 4 b). 

(iii) Parameter B , which determines the rate of transition from high
o low EW Li can also be described with a second order polynomial
ith its minimum at log T eff = t c (the red curve in Fig. 4 c). 

These empirical observations lead to the following definitions of
 , B and C as a function of log T eff ; 

A = a c − a t ( log T eff − t c ) 
2 / (2 t c ) , 

 = b c − b t ( log T eff − t c ) 
2 / (2 t c ) , 

 = c c + c t0 ( log T eff − t c ) for log T eff < t c , 

 = c c + c t1 ( log T eff − t c ) for log T eff > t c , (3) 

here t c , a c , a t , b c , b t , c c , c t 0 , and c t 1 are empirical constants.
quations 2 and ( 3 ) define an empirical relationship for EW Li , as
 function of T eff and log age that can be calibrated using the whole
raining data set. Approximate values for these constants, calculated
rom a least-squares fit to the values of A , B , and C measured in
 eff bins are shown in Fig. 4 . A more optimal approach uses a
ulti-dimensional maximum likelihood analysis to simultaneously
t equation ( 3 ) to the full training data set (Section 2.5 ). There is
n explicit assumption here that EW m 

only depends on T eff and age.
ny dependence on additional parameters might be manifested as

ncreased dispersion around the model (Section 2.4 ). 

.4 Dispersion of lithium EW as a function of temperature and 

ge 

he full maximum likelihood analysis requires an estimate of the total
ncertainty, δLi , in the measured values of EW Li relative to the model
 alues, EW m 

, at a gi ven T eff and age. This uncertainty arises from two
ources which (we assume) add in quadrature, first the measurement
ncertainty σ Li (see Section 2.2 and Table 2 ) and secondly what
e label as an intrinsic dispersion around the model, ρm 

, which
ill incorporate genuine astrophysical dispersion, perhaps associated
ith differences in rotation and composition, a contribution from

ndividual uncertainties in T eff and age in the training data set and
ny deficiencies in the simple model for Li depletion described by
quations ( 2 ) and ( 3 ). Equation ( 4 ) shows the expression used for ρm 

.
he first component, E , is a function of log age, being highest for

he youngest clusters and declining with age to a uniform low level
or the older clusters. The second component, F , is proportional
o the rate of change of EW m 

with log age [see equations ( 2 )]
nd is hence dependent on both T eff and age. This term has two
lements; the first applies o v er the full range of T eff whereas the
econd applies o v er a restricted range of ages and temperatures and
s intended to represent approximately the effect of the additional
otation-dependent dispersion observed in late G- and K-stars at the

art/stad1293_f1.eps


Estimating a g es from lithium depletion 807 

Figure 2. Equi v alent width of the of the Li I 6708 Å line as a function of T eff and age. The left-hand panel sho ws measured v alues of equi v alent width for the 
training data (EW Li ) colour-coded in broad bins of age (see Sections 2.2 and 2.3 ). The right-hand panel shows model isochrones [EW m 

from equations ( 2 ) and 
( 3 )] derived by fitting the training data with the model described in Sections 2.3 and 2.4 . Dotted lines show the the ±1 σ uncertainties in the model values due 
to the RMS uncertainties in the expectation values of the constants defining EW m 

(see Table 3 ). This uncertainty does not include any systematic uncertainties 
in the adopted T eff and age scales in the training data, which are a larger source of uncertainty. 

Figure 3. EW Li as a function of age and T eff . Plots show measured values of EW Li as a function of log age in bins of temperature o v er ranges indicated on 
each plot. Red diamonds and error bars show the average and RMS uncertainty of EW Li in bins of log age. The red dashed curve shows an empirical model 
[equation ( 2 )] fitted to the data in each temperature bin; black curves show the full maximum likelihood model evaluated at the central T eff of each bin. 
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M

cc = 7.14
ct0 = -4.21
ct1 = 3.92

ac = 285
at = 20079

bc = 0.117
bt = -168

t c
=

 3
.5

32

a

b

c

Figure 4. The results of fitting data in individual T eff bins in Fig. 1 to an 
empirical model of EW Li as a function of log age [equation ( 2 )]. Points show 

the mean value and rms uncertainty of A , B and C as a function of T eff , with 
curves showing least square fits of the expressions defining A , B, and C in 
equation ( 3 ). Text on the plot shows the fitted values of the constant terms in 
equation ( 3 ). 

Table 3. Results of the maximum likelihood fit of the empirical model of 
lithium equi v alent width as a function of T eff and age to the training data 
in Table 2 . Columns 2 and 3 show the range explored for each parameter 
with the final column showing the expectation value and uncertainty of the 
constants defining the empirical model in equations (2)–(4). 

Parameter Lower Upper Expectation 
limit limit value 

Constants defining EW m 

[see equations ( 2 ) and ( 3 )] 
t c 3.518 3.53 3.524 ± 0.001 
a c 285 300 291.3 ± 1.1 
a t 19500 22500 20687 ± 239 
b c 0.08 0.14 0.111 ± 0.006 
b t −180 −150 −164.7 ± 3.5 
c c 7.08 7.18 7.131 ± 0.007 
c t 0 −10 −4 −6.44 ± 0.50 
c t 1 3.6 4.5 4.040 ± 0.095 

Constants defining ρm 

[see equation ( 4 )] 
e 0 60 110 84.3 ± 1.9 
e 1 0 20 1.8 ± 1.0 
e 2 0.3 1.2 0.47 ± 0.02 
f 0 0.04 0.12 0.079 ± 0.003 
f 1 0.1 0.4 0.219 ± 0.028 
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AMS (see Section 1 ). 

m 

= 

√ 

E 

2 + F 

2 , 

E = e 0 exp 
[−e 2 ( log age / yr − 6 ) 

] + e 1 , 

F = 

(
f 0 + f 1 exp −( log ( age / yr ) −8) 2 

2(0 . 2) 2 

) ∣∣∣ ∂ EW m 

∂ log age 

∣∣∣ , 

for 4200 < T eff < 5200 K , 

F = f 0 

∣∣∣ ∂ EW m 

∂ log age 

∣∣∣ elsewhere , 

(4) 

here e 0 , e 1 , e 2 , f 0 , and f 1 are constants fitted to the training data set.
NRAS 523, 802–824 (2023) 
.5 A maximum likelihood fit of the model to the training data 
et 

est-fit values for the eight parameters that determine EW m 

(log T eff ,
og age) [equations ( 2 ) and ( 3 )] and the five additional parameters
hat determine ρm 

[equation ( 4 )] were e v aluated in two steps. EW m 

 alues were e v aluated at the T eff and age of the training data set
tars and the results used to measure the difference, δLi , between
he measured and model EW for individual targets. These data were
inned in 100 K bins of T eff and 0.25 dex bins of log age to determine
he RMS total uncertainty per bin, δbin . The RMS measurement error
er bin σ bin was then subtracted (in quadrature) to estimate the RMS
ntrinsic dispersion per bin ρbin = 

√ 

δ2 
bin − σ 2 

bin and its uncertainty
bin / 

√ 

n for bins containing n ≥ 8 targets. At this stage we discarded
he one star with T eff < 3000 K and also stars with T eff > 6500 K
ecause their EW Li was too small compared with their uncertainties
nd scatter to give useful constraints. 

The remaining 5944 stars spanning 3000 < T eff /K < 6500 were
sed to compute the summed log likelihood of fit of the model
unction ρm 

o v er a grid of trial values for e 0 , e 1 , e 2 , f 0 , and f 1 . The
ikelihood is defined (as a first approximation, using the parameters
rom Fig. 4 to determine ρbin ) as 

 = 

∏ 1 √ 

2 πρ2 
bin /n 

exp 

(−( ρbin − ρm 

) 2 

2 ρ2 
bin /n 

)
+ z . (5) 

hen fitting a group of stars at the same age within a single
raining cluster, a regularization constant, z = 10 −12 , was added
o the individual likelihoods to a v oid numerical problems due to any
xtreme outliers in individual measurements of EW Li and σ Li . 

Expectation values of e 0 , e 1 , e 2 , f 0 and f 1 were then used to calculate
he model dispersion ρm 

at the T eff and age of the training data and the
esults used to calculate the likelihood of fit of EW m 

o v er a uniform
rid of values of t c , a c , a t , b c , b t , c c , c t 0 , and c t 1 . The summed log
ik elihood w as calculated at each point in the grid, with the likelihood
efined as: 

 = 

∏ 1 √ 

2 π
(
σ 2 

Li + ρ2 
m 

) exp 

( 

−( EW Li − EW m 

) 2 

2 
(
σ 2 

Li + ρ2 
m 

)
) 

+ z (6) 

The adopted values for the constants were then computed as
xpectation values over the parameter grid. The two stages of
alculation (equations ( 5 ) and ( 6 )) were then repeated until the model
arameters converged. Expectation values of the constants presented
n Table 3 are used to calculate EW m 

and ρm 

. Results (shown as
lack curves) are compared with the binned training data in Fig. 3 ,
hilst Fig. 2 shows a graphical representation of the model in the

orm of isochrones of EW m 

o v er the constrained T eff range at ages
f 5–5000 Myr. Dotted lines indicate uncertainty in the calculation
f EW m 

produced by combining (in quadrature) the effects of the
ncertainties in the expectation values of the constants defining EW m 

see Table 3 ). 

 M O D E L  P E R F O R M A N C E  F O R  SI NGLE  STARS
N D  CLUSTERS  

xamination of Fig. 2 immediately indicates the range of ages and
emperatures o v er which an EW Li measurement is likely to provide
 strong age constraint. 

(i) For stars aged < 10 Myr, changes in EW m 

occur only o v er a
imited range of temperatures (4000 K < T eff < 5500 K), but even
his probably reflects a lack of detail in the model rather than a
enuine change in the observed EW Li patterns. Hence comparison
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f measured levels of EW Li with the empirical model EW m 

can only
rovide upper limits on the age in this region of parameter space. 
(ii) For stars with ages of 10–1000 Myr there is continuous 

eduction in EW m 

with age o v er a broad range of T eff , which should
llow the age of a star or a cluster of coe v al stars to be estimated,
ith a precision that will depend on the number and T eff distribution
f stars with EW Li values. 
(iii) For stars aged > 1 Gyr the predicted level of EW m 

falls to
ts base level for T eff < 4500 K and the isochrones become closely
unched at higher T eff . The slow decline at higher temperatures might
rovide some age sensitivity (though see Section 5.1 ), but could 
asily be obscured by measurement errors or an intrinsic dispersion. 
hus for stars older than a few Gyr, comparison of EW Li with EW m 

s likely to provide only a lower limit to the stellar age. 

.1 Estimating the age of single stars 

he best-fit model derived in Section 2.5 can be used to estimate
he age probability distribution for stars that have measurements of 
W Li , σ Li and T eff (and its uncertainty). This is done by calculating
W m 

and ρm 

at a given T eff over a uniform grid of log age (between
 Myr and 12.4 Gyr, see below) and computing the corresponding 
ikelihood function using equation ( 6 ). For single field stars, the
egularization constant z is not needed and is set to zero. Since we
elieve the model lacks any age discrimination for ages < 5 Myr,
hen L is set to its value at 5 Myr in this range. 

To use this likelihood function to estimate an age probability 
istribution it is multiplied by an age probability prior. For single 
tars we assume that this is a flat distribution in age and hence
 (log age) ∼ age, between 1 Myr (we assume younger stars would be
mbedded in dust and unobservable) and 12.4 Gyr (an assumed age 
or the oldest stars in the Galaxy). In specific applications the prior
robability distribution could be more informative (see Section 5.2 ). 
he product of the likelihood function and prior probability function 

s referred to as the posterior probability distribution of log age 

ln P ( log age ) = ln L + ln p. (7) 

f the posterior shows a clear peak, with ln P max > 0.5 abo v e its
alue at 5 Myr and 12.4 Gyr, then the peak of the distribution is
dopted as the best estimate of log age, with (asymmetric) 68 per cent
onfidence limits estimated by integrating P , with respect to log age
bo v e and below the most probable log age to include ±34 per cent
f the probability distribution. 6 If ln P is < 0.5 below ln P max at
 Myr/12.4 Gyr, then a 95 per cent upper/lower limit to the log
ge is calculated respectively. 

The performance of the model is illustrated in Fig. 5 , which shows
 contour plot of the 68 per cent confidence limits (half the difference
etween the upper and lower limit) in log age in the EW Li , T eff 

lane. Initially (the black, solid lines), this is e v aluated assuming
erfect data—so that the uncertainty in the derived age is due only
o the intrinsic dispersion present in the training data (Section 2.4 ).
osterior probability distributions of log age, normalized to a peak 
f 1, are shown for a set of six selected EW Li , T eff points, that
llustrate the variety of behaviours, and labelled with the estimated 
most probable) log age and its uncertainties. Fig. 5 demonstrates 
hat the greatest age sensitivity is achieved where EW Li is changing 
astest with respect to log age (e.g. Figs 5 b and d). The probability
istributions become quite asymmetric as data points approach 
 The software also returns the median of the posterior as an estimator of log 
ge. 

7

s
b
i

egions where EW Li becomes less sensitive to age, either because 
t is almost undepleted (e.g. Fig. 5 a) or almost entirely depleted
Fig. 5 c). Grey shaded areas mark the regions where even a perfect
easurement can only yield an upper or lower limit to log age (e.g.
ig. 5 f). The choice of prior can be quite important. This is discussed
urther in Section 5.2 , but we note here that a flat prior in age means
hat where the likelihood function is poorly constrained by the Li

easurements and/or has a broad upper tail that extends to ages
 1 Gyr (e.g. Figs 5 c, f) then the resulting age estimate is pushed to

arger values, has a larger upper error bar or is more likely to result
n a lower limit to the age than if a flat prior in log age were adopted.

The influence of measurement uncertainties is of course to make 
he age determinations less precise. The red dashed lines show how
he plot is modified if the EW Li measurements have uncertainties 
f 30 m Å, a median value for the GES data. 7 In the main panel
he contours mo v e inward so that a smaller portion of parameter
pace yields ages to a given level of precision. In the subplots, the
nferred age probability distributions are broadened. The effect can 
e dramatic at smaller EW Li because these EW Li values could then
e consistent with complete depletion, leading to an unconstrained 
ikelihood at older ages and the posterior becoming dominated by 
he exponentially rising prior (see Figs 5 c, f). The effects are much
maller in other regions of the EW Li / T eff plane because the intrinsic
ispersion is larger than the assumed measurement uncertainty, 
articularly at young ages (e.g. Figs 5 a, b, and d). 
Uncertainties in T eff are already accounted for to some extent when

he empirical model is fitted to the training data, since uncertainties in
he GES temperatures contribute to the modelled intrinsic dispersion 
n EW m 

-EW Li . The effects of T eff errors in making an age estimate
hould only be included explicitly if those errors significantly exceed 
hose in the GES training data. Estimated uncertainties in T eff are
vailable for most of the GES training data set and amount to ±80 K.
he effects of larger T eff errors can be demonstrated by marginalizing
 o v er a set of normally distributed T eff values with standard devi-

tion equi v alent to that which should be added in quadrature to the
ES uncertainties to obtain the measured T eff errors. For the purposes
f illustration, Fig. 5 shows the effects on the age estimates for single
tars of an additional ±200 K error in T eff (i.e. net T eff uncertainties of
215 K). The revised probability distributions are shown with a blue

ashed line in each of the sub-plots. As expected, the additional T eff 

ncertainty broadens the age probability distrib utions, b ut by very
ittle in regions where the isochrones in Fig. 2 are flat. Even for these
arge T eff errors, any shift in the age estimates is much less than the
ncertainties that were already present due to the intrinsic dispersion 
n EW Li . 

.2 Estimating the ages of clusters and coeval groups 

he procedure described in Section 3.1 can be adapted to estimating
n age for groups of stars assumed to be coe v al. L is estimated
or each star o v er a uniform grid in age and the summed ln L used
o represent the o v erall log likelihood function of the cluster. A
ifference o v er the treatment of single, field stars is that we then
ssume a prior probability distribution that is flat in log age [i.e.
n p = 0 in equation ( 7 )]. The rationale for this is that older clusters
re much rarer than younger clusters, such that the number of clusters
MNRAS 523, 802–824 (2023) 

 The GES EW Li measurements are heteroscedastic—the errors tend to be 
maller in the older and hotter stars and larger in the cooler and younger stars, 
ut for the purposes of illustrating the effects of an uncertainty, a fixed value 
s assumed in Fig. 5 
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Teff 3500K

EWLi 520mÅ

log Age/yr

7.05

σavg 0.25

+0.10

-0.39

Teff 5700K

EWLi 40mÅ

log Age/yr

>9.01

95% limit

Teff 3500K

EWLi 250mÅ

log Age/yr

7.27

σavg 0.07

+0.05

-0.09

Teff 3500K

EWLi 100mÅ

log Age/yr

7.36

σavg 0.35

+0.63

-0.08

Teff 4500K

EWLi 200mÅ

log Age/yr

7.75

σavg 0.19

+0.25

-0.13

Teff 5700K

EWLi 160mÅ

log Age/yr

8.1

σavg 0.32

+0.26

-0.38

Figure 5. The sensitivity of log age estimates in the of EW Li , T eff plane. The central plot shows contours (black solid lines) of the mean error bars (in dex) of 
a log age determination assuming data with no measurement uncertainties and a prior probability distribution that is flat in age (appropriate for estimating the 
ages of single stars). Heavy blue lines show model values of EW m 

at ages of 5 Myr and 5 Gyr. The blue dashed lines mark the boundaries beyond which the 
model cannot sensibly be applied. The shaded grey region marks the region where even with perfect data, only upper or lower limits on the age can be obtained. 
The surrounding plots (a-f) show the log age probability distributions derived at representative points in the EW Li , T eff plane, labelled with the most probable 
log age and (asymmetric) 68 per cent confidence intervals. The red dashed contours in the plots show the effects of adopting measurement errors in EW Li of 
±30 m Å, the median value for the training data. The blue dotted curves show the effects of assuming an additional T eff error of ±200 K (see Section 3.1 ). 
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 (log age) is roughly flat between 1 Myr and 3 Gyr in the Dias et al.
 2021 ) catalogue. The combined P (log age) can then be used to
stimate an age and uncertainties as for single field stars. 

The summing of log likelihoods ensures that the contribution each
tar mak es tow ards estimating the age of the cluster is appropriately
eighted according to how precisely the age of the star could be
etermined and the shape of its likelihood function. The process is
isualized in Fig. 6 where we show the EW Li - T eff relationship and the
erived ages determined for individual stars in two clusters, Gamma
elorum and NGC 2516. 8 

Gamma Velorum is a rich young cluster and our model yields a
ost probable cluster age of 15 . 8 + 0 . 4 

−0 . 2 Myr. Some of the individual
i measurements yield reasonably well-determined ages because
W Li is in transition from undepleted levels to being completely
epleted. Stars with the highest EW Li yield only upper limits to their
ge because their EW Li is consistent with undepleted levels in the
NRAS 523, 802–824 (2023) 

 We note that these clusters were themselves used to constrain the model. 
he derived ages will be compatible with the mean age scale defined by all 

he clusters but the statistical uncertainties may be slightly underestimated. 

t  

(  

(  

a  
oungest clusters. There are also a small group of stars at the bottom
f the Li dip at T eff ∼ 3300 K with very low EW Li and where only
ge lower limits are found. The tight cluster age constraints arise
rom a group of ∼50 stars with small individual age error bars and
200 < T eff /K < 4000, in the ‘sweet-spot’ of Fig. 5 , but also from the
ension between the age lower limits found for the almost entirely
i-depleted stars that define the ‘Li dip’ and the age upper limits

ound in slightly warmer and cooler stars. 
In contrast, NGC 2516 is an older cluster with a most probable age

f 140 + 4 
−4 Myr. Here there are a large group of low EW Li stars at T eff 

 4500K that provide only age lower limits. The firm age constraints
ome mainly from the stars with moderate and high EW Li at 4000
 T eff /K < 5200. An interesting feature seen here is a bimodality in

he ages at 4500 < T eff /K < 5200. This is caused by the additional
ntrinsic dispersion in EW m 

that is introduced in equation ( 4 ) for
ges around 100 Myr. Depending on the measurement uncertainties,
his can produce a local minimum in the likelihood around this age
see for example Fig. 5 d) and as a result the most probable age
for an individual star) transitions abruptly between a peak in the
ge probability function at ∼60 Myr for higher EW Li to an age
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Figure 6. Left panels: Examples of the fits to the lithium depletion patterns 
of the Gamma Vel (top) and NGC 2516 clusters. The solid line shows the 
EW m 

isochrone at the modelled most probable age of the cluster data set. The 
shaded regions illustrate the modelled intrinsic dispersion ±ρm 

at these ages. 
Blue diamonds mark stars for which an age and error bar were determined; 
red and green triangles mark those stars for which only (95 per cent) lower or 
upper limits to the age could be determined. Right panels: The corresponding 
ages determined for the individual stars in these clusters. The error bars on the 
blue diamonds are 68 per cent confident limits. The very narrow horizontal 
bands represent the o v erall most probable age and its 1-sigma uncertainty 
from the combined probability function (see Section 3.2 ). 
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Table 4. Training and most probable ages of GES clusters. Column 2 shows 
the mean log age and it uncertainty from Table 1 , column 3 shows the best- 
fitting age (or limiting value), and column 4 shows the reduced χ2 of the 
best-fitting isochrone of EW m 

relative to the the measured EW Li using model 
values of dispersion in EW, ρm 

. 

Cluster name Log age (yr) Reduced 

Training data 
Best-fitting 

value χ2 

NGC 6530 6.34 ± 0.36 < 6.7 –

Rho Ophiuchus 6.57 ± 0.12 < 6.91 –

NGC 2264 6.65 ± 0.18 6.78 + 0 . 05 
−0 . 52 1.24 

NGC 2244 6.78 ± 0.29 < 6.76 –

Lambda Ori 6.94 ± 0.16 7.00 + 0 . 02 
−0 . 44 1.73 

25 Ori 7.17 ± 0.10 7.18 + 0 . 01 
−0 . 01 1.12 

ASCC 50 6.91 ± 0.15 < 6.85 –

Collinder 197 7.07 ± 0.10 6.85 + 0 . 07 
−0 . 53 0.91 

Gamma Velorum 7.21 ± 0.11 7.20 + 0 . 01 
−0 . 01 0.71 

IC 4665 7.54 ± 0.18 7.76 + 0 . 05 
−0 . 04 1.25 

NGC 2232 7.44 ± 0.17 7.45 + 0 . 02 
−0 . 02 1.24 

NGC 2547 7.55 ± 0.04 7.53 + 0 . 02 
−0 . 01 0.93 

IC 2602 7.63 ± 0.06 7.63 + 0 . 04 
−0 . 03 1.04 

NGC 2451b 7.58 ± 0.09 7.64 + 0 . 03 
−0 . 03 1.53 

IC 2391 7.62 ± 0.14 7.80 + 0 . 16 
−0 . 08 0.53 

NGC 2451a 7.70 ± 0.13 7.86 + 0 . 07 
−0 . 06 1.46 

NGC 6405 7.80 ± 0.23 7.88 + 0 . 05 
−0 . 04 0.72 

NGC 6067 8.09 ± 0.01 7.97 + 0 . 16 
−0 . 2 0.5 

NGC 2516 8.32 ± 0.16 8.14 + 0 . 02 
−0 . 01 1.01 

Blanco 1 8.04 ± 0.05 7.86 + 0 . 07 
−0 . 04 0.9 

NGC 6709 8.22 ± 0.05 8.15 + 0 . 04 
−0 . 04 0.87 

NGC 6259 8.42 ± 0.10 8.53 + 0 . 19 
−0 . 21 1.17 

NGC 6705 8.47 ± 0.02 8.64 + 0 . 08 
−0 . 07 1.1 

Berkeley 30 8.53 ± 0.11 8.79 + 0 . 27 
−0 . 3 1.11 

NGC 3532 8.56 ± 0.08 8.59 + 0 . 03 
−0 . 02 0.89 

NGC 6281 8.57 ± 0.12 8.51 + 0 . 07 
−0 . 07 0.85 

NGC 6633 8.79 ± 0.04 9.09 + 0 . 2 −0 . 18 0.49 

NGC 2355 9.02 ± 0.07 9.33 + 0 . 09 
−0 . 08 0.84 

Trumpler 20 9.20 ± 0.06 9.32 + 0 . 07 
−0 . 07 1.35 

NGC 2141 9.33 ± 0.12 9.30 + 0 . 05 
−0 . 04 1.3 

Haffner 10 9.53 ± 0.21 9.25 + 0 . 07 
−0 . 06 1.48 

NGC 2158 9.25 ± 0.08 9.16 + 0 . 08 
−0 . 07 1.16 

NGC 2420 9.31 ± 0.06 9.31 + 0 . 04 
−0 . 04 0.96 

Berkeley 21 9.34 ± 0.01 9.29 + 0 . 16 
−0 . 13 0.67 

Berkeley 31 9.49 ± 0.06 < 9.69 –

NGC 6253 9.50 ± 0.04 < 10.04 –

Messier 67 9.55 ± 0.02 10.01 + 0 . 06 
−0 . 07 1.61 

NGC 2425 9.51 ± 0.12 9.21 + 0 . 08 
−0 . 08 1.18 

Berkeley 36 9.65 ± 0.16 9.31 + 0 . 07 
−0 . 06 0.74 

Berkeley 39 9.78 ± 0.03 9.54 + 0 . 04 
−0 . 04 0.91 
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f ∼150 Myr for lower EW Li . The median age transitions more
moothly, without this bimodality. 

.3 Comparing best-fitting ages to the training ages 

he procedure for estimating the age of a cluster was e x ercised
n each of the training clusters in turn to examine the residuals
etween model predictions and training ages and to look for any 
rends or additional systematic error. A useful model-predicted age 
as obtained for 34 of the clusters such that the uncertainties in log

ge were below ±0.3 dex. Results for these clusters are listed in
able 4 together with results for four well-populated young clusters 
here only a 95 per cent upper limit on age could be determined

nd two older clusters where a 95 per cent age lower limit is quoted.
he remaining clusters had insufficient members for the process to 
rovide a clear or usefully narrow peak in log likelihood. 
Fig. 7 shows examples of fits to EW Li as a function of T eff on

he left hand and lower axes, and − ln L as a function of log age
n the right hand and upper axes (i.e. The minimum of the negative
og likelihood marks the most likely age and has been normalized 
o zero). 9 The black curves show EW m 

as a function of T eff at the
ost probable age with text on the plot indicating the reference 

ge (the ‘Mean’ age in Table 1 ) together with the best-fit age and
ts asymmetric 68 per cent confidence limits. The sharpness of the 
ikelihood peak is directly related to the number of cluster members, 
 Recall that for a prior that is flat in log age, the log likelihood is equi v alent 
o ln P (log age) [see equation ( 7 )]. 

p  

a
 

6  
heir T eff distribution and hence the extent to which EW Li is a useful
ge indicator at the age of that cluster in Figs 2 and 5 . Equi v alent
lots for all the clusters are included in Appendix C (available online
s supplementary material). 

The most probable values of log age and their upper and lower
8 per cent bounds (or 95 per cent limiting values) are listed in
MNRAS 523, 802–824 (2023) 
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M

Figure 7. F our e xamples of best-fitting Model isochrones compared with the GES training data. Blue points show EW Li as a function of T eff (scales on the 
left hand and bottom axes). The black line shows the model value of EW Li at the fitted most probable age (shown as text on the plot) and the shaded regions 
are the model intrinsic dispersion at the best-fit age or its upper limit. The reduced chi-squared value for the fit is shown in the top-right corner. The upper red 
paraboloid shows ne gativ e log likelihood (normalized to zero at the maximum-likelihood) as a function of log age relative to the age adopted in the training set 
(scales on the right hand and top axes). Equi v alent plots for all the clusters in Table 4 are given in Appendix C (available online as supplementary material). 
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able 4 . Also shown in Table 4 are the reduced χ2 values with
espect to the isochrone at the most probable age. These range from
.5 to 1.7 indicating that our modelling of the dispersion that is added
o the measurement uncertainties provides reasonable goodness-of-
t statistics. For the clusters in Table 4 , the probability distributions
re sufficiently symmetric that the most probable and median ages
re almost identical. 

Fig. 8 compares the model-predicted ages for individual clusters to
he ages that were adopted for those clusters in the training data (i.e.
he residuals between data and model). Both are listed in Table 4 ,
here uncertainties in the training age are taken as the standard
eviation of the ages drawn from the different sources in Table 1 .
he RMS difference between the training data ages and best-fitting
ges of the 34 clusters with well-determined ages is 0.13 dex. This is
omparable to the RMS variation of 0.11 dex in log age between the
ifferent age scales shown in Table 1 for the same clusters. Fitting
he empirical model, EW m 

to the full training set averages out local
ifferences between the training age scale and best-fitting ages such
hat the two age scales align when averaged over the full set of
NRAS 523, 802–824 (2023) 
lusters, with a mean offset 0.02 ± 0.03 dex and the slope of the least
quares fit in Fig. 8 is 0.97 ± 0.03. There are ho we ver indications
hat the model performs better for younger clusters than for older
lusters. Several of the oldest clusters (e.g. NGC 2355, M67, NGC
253, Berkeley 36) show significant discrepancies between training
nd best-fit ages, of a factor of two or more in either direction.
hese discrepancies and possible systematic errors in the model are
iscussed further in Section 5.1 . 

.4 Sensitivity to the training age scale 

he ages derived from EW Li are not absolute, they are scaled relative
o the cluster ages adopted for the training data; if these are changed
hen so is EW m 

(log age, T eff ) and hence the ages determined for
ndividual clusters. Fig. 9 shows the best-fitting ages calculated using
hree different scales to define the cluster ages of the training data: the
IT ages from Jackson et al. ( 2022 ) and Franciosini et al. ( 2022a );

he GES age scale from Randich et al. ( 2022 ), and the geometric
EAN ages that we have adopted (see Section 2.1 and Table 1 ). 
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Figure 8. Comparison of best-fitting ages predicted by our model with the 
assumed cluster age (i.e. the ‘Mean’ training age in Table 4 ). Blue squares 
show clusters with a resolved most probable age (see Section 3.3 ). Error bars 
sho w the RMS v ariation of log literature age and the asymmetric ±68 per cent 
limits of best-fit age respectively (see Table 4 ). Red triangles show ages of 
clusters where only a 95 per cent upper or lower limit could be determined. 
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Figure 9. Comparison of EW Li ages for GES clusters obtained using three 
different age scales for the training set. Black diamonds show EW Li ages 
found using the MEAN age scale in Table 1 . Red squares show results found 
using the LIT ages and the blue circles show results for the GES ages in 
Table 1 . Error bars show the the 68 per cent limits on log Age with triangles 
indicating 95 per cent upper and lower bounds. 
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The RMS difference between the best-fitting ages calculated using 
he three age scales is 0.05 dex. This is much lower than the RMS
ariation between the three age scales listed in Table 1 (0.11 dex)
ndicating that whilst the various age scales show significant differ- 
nces for individual clusters they are reasonably well aligned over 
he 5 Myr–5 Gyr age range of the training data indicating that the
xact choice of training age scale has only a limited effect on the
alculated values of best-fitting age and also that the sensitivity of
he Li-derived ages to the ages adopted (or the errors in age) for
ndividual clusters is very low, diluted by the large sample size. 

.5 Sensitivity to target temperature scales 

n Section 3.1 we showed that the effects of T eff uncertainties 
re small, partly because some level of uncertainty is already 
ncorporated when the empirical model was fitted to the training 
ata, since the inherent uncertainties in T eff contribute to the model 
ispersion, ρLi and partly because ∂ age / ∂ T eff is small o v er most of
he EW Li / T eff plane. Nevertheless, the empirical model of EW m 

was
alibrated using the GES temperatures and if the model is used to
stimate the age of other targets or clusters a systematic error will
ccur if the temperature scale is offset relative to that used in GES.
he magnitude of this error will depend on where measured data lies

n the EW Li /T eff plane. To illustrate the typical size of this error we
elected 28 clusters that have an average Li-determined uncertainty 
n log age < 0.2 dex and recalculated their ages for offsets in T eff 

etween −200 K and + 200 K. The results shown in Fig. 10 are that
hile the mean change in cluster age is small ( < 0.02 dex) for offsets
f ±100 K, in the worst case cluster (i.e. when the distribution of
W m 

/ T eff in that cluster is most sensitive to an offset in temperature
cale) the change in estimated age is ±0.1 dex at ±100 K, comparable
ith the RMS uncertainty in cluster age, rising to ±0.15 dex at
200 K, suggesting that offsets in the o v erall T eff scale could become
 significant source of systematic error if they are larger than ±100 K
rom the GES scale. 
Estimates of cluster age may also be sensitive to random uncertain-
ies in T eff . In Section 3.1 , we showed the effect on individual targets
s mostly small if additional T eff uncertainties are < 200 K. The effects
f introducing additional (normally distributed) T eff uncertainties of 
00 K and 200 K on cluster ages are shown in Fig. 10 . The impact
s small indicating that any unmodelled additional uncertainty in 
easured T eff of < 200 K RMS will have only a limited effect on the

stimated age even in the worst cases. 
Finally we consider the case where there is no suitable temperature
easurements available for targets with reported EW Li data. In this 

ase a practical alternative is to estimate target temperatures using 
n empirical calibration curve of log T eff as a function of α = ( G Bp 
MNRAS 523, 802–824 (2023) 
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Figure 10. Effects of changes stellar temperatures on estimated values of 
cluster age. Results are shown for a subset of 28 clusters from the training set 
with mean uncertainties in estimated age < 0.2dex. The top four bars show the 
average and maximimum change caused by dif ferent le vels of offset in T eff . 
The middle two bars show the effects of additional (Normally distributed) 
uncertainties in measured temperatures and the lower bar shows the effect of 
using T eff values estimated from the ( G Bp − G Rp ) 0 (see Section 3 ). 
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Figure 11. Posterior probability distributions of log age for the ten exoplanet 
hosts described in Section 4.1 . Solid vertical lines show the median age with 
the grey area indicating ±34 per cent uncertainties around the most probable 
age or a 95 per cent lower limit on age for targets where a most probable age 
could not be determined (Section 3.1 ). 
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G Rp ) 0 fitted to GES training data which yields, 

log T eff = 3 . 87456 − 0 . 221311 α + 0 . 0676576 α2 

−0 . 0183638 α3 + 0 . 00201383 α4 

or 3500 < T eff < 4800 K and 

log T eff = 3 . 98419 − 0 . 308435 α + 0 . 0452639 α2 (8) 

or 4800 < T eff < 6500 K. Recalculating the cluster ages, using
luster reddening values from Jackson et al. ( 2022 ), results in offsets
hat are summarized in the lower bar in Fig. 10 . This shows that
sing T eff values estimated from G Bp − G Rp produces an average
ffset of 0.01 dex in estimated age with a worst case value of 0.12
ex—similar to the changes in log age caused by an offset of 100 K
n temperature scale. 

 APPLICATION  EXAMPLES  

.1 Estimating the ages of young exoplanets 

atellite surv e ys by Kepler and TESS hav e unco v ered evidence for
ransiting exoplanets around stars in young clusters and associations
s well as isolated field stars. Accurate age estimates are a crucial
art of using these systems to test ideas and models for the early
ormation and evolution of planetary systems. The ages of isolated
oung field stars are usually estimated through some combination
f isochronal fitting in the HR diagram, gyrochronology, magnetic
ctivity indicators and Li depletion. Here we provide independent
i-based age estimates and posterior age probability distributions

or sev eral e xamples as a demonstration of the capabilities of our
odel. An advantage to using our empirical model is that it can
 v oid some of the uncertainties in low-mass evolutionary models
ssociated with magnetic activity and rotation (see Section 1 ). The
esults are summarized in Fig. 11 and Table 5 , where a flat prior in
ge is assumed. Where necessary, the published EW Li was corrected
or a blend with the Fe I 6707.44 Å line using � EW Li = 55 . 2 −
 . 007825 T eff , derived from the relationship quoted in Soderblom
t al. ( 1993a ). 
NRAS 523, 802–824 (2023) 
Zhou et al. ( 2021 ) report the disco v ery of transiting Neptune-sized
xoplanets around TOI-251 and TOI-942. They report stellar param-
ters, EW Li and ages of 40–320 Myr and 20–160 Myr respectively,
ased on the strengths of various magnetic activity indicators and
otation periods. The broad ranges are due to some disagreement
at the 1–3 σ level) between these diagnostics. Using a flat prior in
ge and no additional T eff error, our model returns quantitative age
stimates and uncertainties that are quite consistent with these, and
robability distributions that are approximately normal in log age. 
Tofflemire et al. ( 2021 ) report the detection of a sub-Neptune-

ized planet around the late F-star HD 110 082 (TOI-1098), which
tself has a co-moving wide M4 ( T eff = 3250 K) companion. The star
as provisionally identified as a highly likely member of the Octans
oving group (age ∼40 Myr), but its weak Li, slow rotation and

he location of the M-dwarf companion in the HR diagram indicate
n older age. An estimate of 250 + 50 

−70 Myr was made by Tofflemire
t al. based upon the rotation periods of a group of stars in the
eighbourhood of HD 110082, dubbed ‘MELANGE-1’, that share
imilar space motions with HD 110082. We find that because of the
igh uncertainty, the EW Li of HD 110082, after correcting for the
lend with a nearby Fe I line, is below the threshold for assigning
nything but a lower limit to its age. This lower limit is certainly
ncompatible with membership of the Octans moving group, but
ay be consistent with the gyrochronological age of MELANGE-1.
ince no Li is expected to remain in M4 dwarfs at > 30 Myr, a non-
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Table 5. The properties of the exoplanet host stars discussed in Section 4.1 and their most probable ages (with 68 per cent 
confidence interval or a 95 per cent confidence lower limit, to two significant figures) and median ages estimated from 

the model in this paper. EW Li values were corrected for a blend with a nearby Fe I line where necessary. 

ID T eff EW Li Ref age Ref Our age Median 
(K) (m Å) (Myr) (Myr) (Myr) 

TOI-251 5875 + 100 
−190 134 ± 17 40–320 (1) 230 + 290 

−150 205 

TOI-942 4928 + 125 
−85 257 ± 54 20–160 (1) 57 + 69 

−29 65 

HD 110 082 6200 ± 100 83 ± 20 250 + 50 
−70 (2) > 150 

TOI-1807 4757 + 51 
−50 84.1 ± 7.0 180 ± 40 (3) 240 + 180 

−90 247 

TOI-2076 5187 + 54 
−53 70.3 ± 7.1 204 ± 50 (3) 610 + 740 

−280 673 

KOI-7368 5241 ± 100 223 ± 15 36 + 10 
−8 (4) 66 + 39 

−33 59 

KOI-7913A 4324 ± 70 45 ± 7 36 + 10 
−8 (4) > 180 

KOI-7913B 4038 ± 70 15 ± 16 36 + 10 
−8 (4) > 810 

Kepler 1643 4916 ± 110 113 ± 6 46 + 9 −7 (4) 220 + 100 
−80 205 

HIP 94 235 5991 ± 50 141.3 ± 9.2 120 (5) 150 + 170 
−100 121 

Notes. (1) Zhou et al. ( 2021 ), (2) Tofflemire et al. ( 2021 ), (3) Hedges et al. ( 2021 ), 
(4) Bouma et al. ( 2022 ), (5) Zhou et al. ( 2022 ). 
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etection of Li in the M-dwarf companion would not provide tighter 
ge constraints. 

Hedges et al. ( 2021 ) report transiting exoplanetary systems around 
he young K-dwarfs TOI-1807 and TOI-2076. Their ages are esti- 
ated from fitting the spectral energy distribution combined with 
 parallax and an age prior informed by their rotation periods. The
trength of Li and magnetic activity indicators were simply said to 
e consistent with these estimates. Our estimates of age based on 
he published EW Li are compatible in the case of TOI-1807, but 
ignificantly older for TOI-2076 where an age < 250 Myr is ruled
ut with > 95 per cent confidence. Hedges et al. ( 2021 ) suggest that
he two stars are coe v al on the basis of their common space motions.
ur analysis of the Li results argue this is still possible. If we treat

he two stars as a ‘cluster’ (but with a prior that is flat in age), the
ombined age probability distribution gives a most probable age of 
90 + 160 

−90 Myr, with χ2 
r = 0 . 9. 

Bouma et al. ( 2022 ) discuss ‘mini-Neptunes’ in three systems
hat have kinematic and spatial properties that place them within 
he RSG-5 and CH-2 aggregates in the young Cep-Her complex. 
he ages quoted arise from fitting the CMDs of these young 
opulations and are supported by TESS-determined rotation periods 
nd measurements of Li and chromospheric activity. For KOI-7368 
ur estimate of age based on its EW Li is consistent with the published
ge. KOI-7913 is a wide binary with EW Li measurements for both 
omponents. The corrected values are too small in either case to yield
 well-constrained age and the flat prior leads to lower age limits that
re incompatible with the ages cited by Bouma et al. ( 2022 ). Treating
OI-7913AB as a cluster of two stars yields a 95 per cent lower limit
f > 205 Myr. Kepler 1643 also has a low EW Li if it were to be
s young as ∼50 Myr and this was noted by Bouma et al. ( 2022 )
ho suggested their comparison samples were not large enough to 

ully explore the possible dispersion in EW Li at 40–50 Myr. Our age
stimate also suggests this star is significantly older than the RSG-5
luster and our comparison sample (the training data) is considerably 
arger. 

Zhou et al. ( 2022 ) presents evidence for a ‘mini-Neptune’ around
he early-G dwarf HIP 94235. The star was kinematically assigned 
o the AB Dor moving group (see Section 4.2 ) and given an age of
20 Myr. The age we find from the published EW Li (assuming no
orrection for any blends) is consistent with this age estimate, though 
he uncertainties are large. 
s  
.2 Estimating the age of moving groups and associations 

n the last few decades it has become well-known that the solar
eighbourhood contains a large number of spatially dispersed young 
tars outside of obvious clusters and associations that can never- 
heless be assigned to kinematically coherent ‘moving groups’ (e.g. 
uckerman & Song 2004 ; Malo et al. 2013 ). The members of many
f these young groups were unco v ered or confirmed by virtue of
easurements of the lithium content of their members (e.g. Jeffries 

995 ; Montes et al. 2001 ; Guillout et al. 2009 ; Frasca et al. 2018 )
nd these lithium measurements have often been used to estimate an
ge as an adjunct to other methods or as a semi-independent way
o investigate evolutionary models. Some of the members of these 
oving groups are now known to host young exoplanets, adding 

mpetus to the need for precise ages (Newton et al. 2019 , 2021 ; Zhou
t al. 2022 ). 

The empirical model developed here and the procedure described 
n Section 3.2 can readily be used to constrain the age of small
tellar associations with measured EW Li , placing them precisely 
nto the age scale defined by the GES clusters. To demonstrate how
his works in practice we have used reported values of EW Li for a
on-e xhaustiv e list of seven well-documented associations/moving 
roups to estimate their ages. Plots in Fig. 12 show EW Li as a function
f T eff , the best-fitting empirical isochrone and the log likelihood
istribution, assuming a flat prior in log age (see Section 3.2 ) in a
imilar way to Fig. 7 . 

(i) η Chamaeleontis moving group (Eta Cha) is the youngest 
ssociation sampled. EW Li and T eff data is taken from table 3 of
entuch et al. ( 2008 ). Visually the plot shows little or no evidence

f lithium depletion, consequently only an upper limit on age 11 Myr
an be resolved. This is compatible with the reference age of
2 ± 6 Myr given my Mentuch et al. ( 2008 ). 
(ii) TW Hydrae association (TW Hya) is still relatively young 

ut maybe showing the first signs of lithium depletion amongst lower
emperature targets. Data from table 2 of Mentuch et al. ( 2008 ) yields
 best-fitting age of 11 + 1 

−1 Myr. This is similar to, but much more
recise than the age of 12 ± 8 Myr given by Mentuch et al. ( 2008 ). 
(iii) β Pictoris moving group (Beta Pic) shows a fully developed 

Lithium dip’ in its M-dwarfs, indicating that it is older than Eta Cha
nd TW Hya. Two plots are shown in Fig. 12 for Beta Pic: the first
hows results using 23 targets from table 4 of Mentuch et al. ( 2008 ),
MNRAS 523, 802–824 (2023) 
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M

Figure 12. Lithium ages for moving groups and associations. Blue points 
show measured EW Li as a function of T eff with error bars indicating the 
measurement errors. The black line shows the model value EW m 

at the best- 
fitting age and the grey filled region is the model estimate of the dispersion 
at that age. The upper red parabola shows the log likelihood as a function of 
log age relative to the reference age. Text on the plot shows the maximum 

likelihood age and a 68 per cent error bound as in Fig. 7 . The number of data 
points and the reduced χ2 of the best-fitting isochrone to the measured data 
are also shown. 
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hich gave an age of 23 + 1 
−1 Myr; the second includes additional data

rom table A1 of Messina et al. ( 2016 ) which presented EW Li for ∼60
argets but no measurement uncertainties or temperature data. For the
econd plot T eff data were estimated from ( G Bp − G Rp ) colour where
his was available (see Section 3.5 and equation ( 8 )) and assuming an
W measurement uncertainty of 30 m Å(where none was given) and
ero reddening. This yields an age of 25 + 1 

−1 Myr which agrees within
 σ with the age derived for the smaller sample and is comparable
ith the ‘lithium depletion boundary’ age of 17.4 to 24.3 Myr given
y Binks & Jeffries ( 2014 ) and Galindo-Guil et al. ( 2022 ). 
(iv) 32 Oronis moving group (32 Ori) shows a similar lithium dip

o β Pic. EW Li data for 37 targets (including 19 upper limits) were
aken from table 3 of Bell et al. ( 2017 ). Temperatures were estimated
rom ( G Bp − G Rp ) colour with zero reddening. Upper limits were
ssigned an EW Li (corrected for the Fe line blend) and uncertainty
NRAS 523, 802–824 (2023) 
qual to half the limiting v alue. A relati vely high uncertainty of
0 m Åwas assumed for targets that were not upper limits, giving
2 
r = 2 . 0 for the fit at an estimated age of 24 + 1 

−1 Myr. This matches
 reported LDB age of 18–25 Myr (Galindo-Guil et al. 2022 ). The
igh χ2 

r perhaps indicates that the uncertainties are even larger than
0 m Å, that the list of ‘members’ is contaminated or that the intrinsic
ispersion in EW Li is larger in this group than our model predicts. 
(v) T ucanae-Horologium association (T uc-Hor) shows a

roader lithium dip suggesting it is older than the previous groups.
W Li data for 103 targets were taken from table 2 of Kraus
t al. ( 2014 ), for which we assume a fixed uncertainty of 30 m Å.
emperatures were estimated from ( G Bp − G Rp ) colour with zero
eddening. The estimated age of Tuc-Hor is 41 ± 2 Myr, which
atches the reported LDB age of 41–51 Myr given by Galindo-Guil

t al. ( 2022 ). 
(vi) AB Doradus moving group (AB Dor) shows a broad lithium

ip with early M-dwarfs appearing fully depleted. EW Li and T eff 

ata from table 6 of Mentuch et al. ( 2008 ) are poorly distributed,
ith few data points near the higher mass end of the lithium dip.
onsequently the estimated age of 74 + 12 

−7 Myr is relatively imprecise
ompared to the other associations in Fig. 12 . The estimated age
s somewhat lower than the age of 100–125Myr given by Luhman,
tauffer & Mamajek ( 2005 ) based on the similarity of the AB Dor
olour-magnitude diagram to the Pleiades. 

(vii) Psc-Eri stream (Psc-Eri) was disco v ered by Arancibia-Silva
t al. ( 2020 ), who reported EW Li and T eff (plus other properties) of
argets in the range 4000 < T eff < 5500 K. The results shown in the
nal plot of Fig. 12 lie mainly to the high mass side of the lithium
ip but are sufficient to provide an estimate of age of 112 + 11 

−13 Myr,
hich is consistent with a reference age of 100 to 125 Myr based on

he similarity of Psc-Eri to the Pleiades in terms of gyrochronology
nd the CMD of its higher mass stars (Curtis et al. 2019 ). 

.3 Application to clusters/data outside the Gaia -ESO Sur v ey 

 further validation of the techniques and adopted age-scale could
ome from applying the lithium-dating methods to data or clusters
hich were not part of GES. Fig. 13 shows EW Li as a function
f T eff , the best-fitting empirical isochrone and the log likelihood
istribution, assuming a flat prior in log age, for six well-known
lusters with data obtained from the literature. 

(i) IC 2391 and IC 2602: This pair of clusters were part of the GES
raining data set but with relatively sparse data (see Appendix C ),
articularly in the case of IC 2391. The first two panels of Fig. 13
how the results of fitting EW Li and T eff data taken from Randich
t al. ( 2001 ). The best-fitting ages are consistent with those obtained
rom the GES data listed in Table 4 , but in the case of IC 2391,
onsiderably more precise (63 + 27 

−10 Myr vs 52 + 6 
−4 Myr) thanks to the

ncreased number of stars in an age-sensitive part of the EW Li - T eff 

lane. 
(ii) Pleiades and M35: Several lithium data sets exist for the

leiades (e.g. see Barrado et al. 2016 ), which has an age variously
stimated between about 100 Myr and 125 Myr. A reference age
f ∼120 Myr is cited here, based chiefly on the model-insensitive
ithium depletion boundary age of 118 + 6 

−10 Myr (Galindo-Guil et al.
022 , see Section 5.1 ). The data fitted in Fig. 13 are those Pleiades
andidates judged to be single members by Barrado et al. ( 2016 ). The
W Li values (already corrected for the Fe I blend) and uncertainties
re from Soderblom et al. ( 1993a ), with T eff calculated using equation
 8 ), and Gaia DR3 G Bp − G Rp values that were dereddened according
o the E ( B − V ) values given in Soderblom et al. ( 1993b ) and E ( G Bp 

art/stad1293_f12.eps


Estimating a g es from lithium depletion 817 

Figure 13. Lithium ages for clusters/data that were not part of GES or of 
the training data set. Details are the same as for Figs 7 and 12 . A dashed line 
marks a model isochrone calculated at the reference ages given in each panel. 
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G Rp ) = 1.34 E ( B − V ) (Casagrande & VandenBerg 2018 ). The
est-fitting age of 93 + 9 

−10 Myr is in reasonable agreement with the 
eference age. 

35 is thought to have an age a little older than the Pleiades (see
nthony-Twarog et al. 2018 , and references therein), independently 

onfirmed by rotation periods (Jeffries et al. 2021 ), and a reference
ge of 140 ± 15 Myr is adopted. EW Li and T eff (based on spectral
nergy distribution fits) are from Jeffries et al. ( 2021 ) and give a
est-fitting age of 111 ± 5 Myr. 
he relative ages of the Pleiades and M35 are consistent with 

nferences from the Hertzprung-Russell diagram and the rota- 
ion periods of their low-mass stars but taken together, the re-
ults perhaps suggest a 0.1 de x discrepanc y with the abso-
ute (log) age scale defined by the GES clusters and lithium 

easurements. 
(iii) Hyades and Praesepe: Cummings et al. ( 2017 ) provide high 

uality EW Li and T eff data for samples of cool stars in both of these
lder clusters. Reference ages for the Hyades and Praesepe (also 
rom Cummings et al. 2017 ) are 635 Myr and 670 Myr respectively.
he best-fitting ages from our model are 728 + 118 

−94 Myr and 906 + 134 
−108 

yr. The relatively small discrepancies between the best-fitting and 
eference ages suggest the model is doing reasonably well but Fig. 13
hows that the fits are actually quite poor in detail, with significant
nd systematic residuals between model and the high quality data. 
he cooler G-stars are more depleted than the model at either the
est-fitting age or reference age. Conversely, the warmer F- and G- 
tars are less depleted than the model. If the cluster samples had
onsisted of only the warmer stars ( T eff > 5700 K) then the best-
tting ages would have been significantly smaller than the reference 
ges by ∼250 Myr. Whether this discrepancy could be attributed 
o differences in metallicity – both the Hyades and Praesepe are 
etal-rich compared with most of the GES clusters—is discussed in 
ection 5.1 . 

 DI SCUSSI ON  

.1 Systematic uncertainties 

n Section 3.3 the best-fit lithium-derived ages were compared with 
he training ages. At young ages there was excellent agreement, 
ut at older ages the agreement was worse, with some significant
iscrepancies – notably NGC 2355, M67, NGC 6253 and Berkeley 
6. It is possible that other factors, besides age and T eff , might
etermine the photospheric Li content of a star and lead to systematic
ncertainties in the ages predicted from our simple model. 

.1.1 Metallicity dependence 

he metallicity of a star could or should play some role in determining 
he amount of lithium depletion at a given age. Higher metallicity
tars have deeper convection zones at a given T eff and this should lead
o more depletion during the PMS phase (Pinsonneault 1997 ; Piau &
urck-Chi ̀eze 2002 ; Tognelli, Degl’Innocenti & Prada Moroni 2012 ;
ognelli et al. 2021 ) and possibly enhanced depletion rates during

he main-sequence phase, depending on which mixing mechanisms 
perate (Chaboyer et al. 1995 ). Increased Li-depletion with metal- 
icity would lead to o v er- or under-estimates of age from our model
or high- and low-metallicity clusters respectively. Counterbalancing 
his to some extent, the adoption of a fixed template spectrum in
he EW determination in Section 2.2 , at some median field-star

etallicity, might lead to a small o v er-estimate of EW Li by a few
 Å and a lower age estimate for higher metallicity stars due to the

lended Fe I line. The training data set was drawn from clusters
panning a relati vely narro w range of metallicities −0.29 < [Fe/H]
 0.18 in the hope of minimizing such effects and a v oiding the added

omplexity of introducing a metallicity dependence into the model 
or EW m 

. 
Fig. 14 shows the difference between the model-predicted age and 

raining age, as a function of [Fe/H], for the clusters in Table 4 . The
ajority of clusters (and all of the young, < 200 Myr, clusters) are
MNRAS 523, 802–824 (2023) 
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oncentrated in a small range of metallicity ( −0.15 < [Fe/H] < 0.05).
o we ver, the narro w distribution is resolved, since the mean cluster
etallicities were determined homogeneously as part of GES and

ave typical internal precisions of ∼0.01–0.02 dex (Randich et al.
022 ). 
Fig. 14 exhibits significant scatter but no significant o v erall trend

ith metallicity; the average age difference is 0.01 ± 0.03 dex. The
esults for the three highest metallicity (older) clusters do hint at the
xpected increase in the Li-determined age relative to the training
ge with increasing [Fe/H]. Also shown in Fig. 14 are the additional
esults for three of the clusters considered in Section 4.3 . 10 The first
f these, the Pleiades, has [Fe/H] = 0.03 ± 0.02 (Soderblom et al.
009 ) and sits at the metal-rich end of the < 200 Myr cluster subset
ut has a model-predicted age about 0.1 dex younger than its training
ge. Conversely, the Hyades and Praesepe, which have a supersolar
Fe/H] of 0.146 ± 0.004 and 0.156 ± 0.004 respectively (Cummings
t al. 2017 ), demonstrate the positive residuals expected if higher
etallicity led to increased Li depletion. Ho we ver, Fig. 13 reveals a
ore complex picture—the shape of the empirical model does not
atch the data in these clusters well. Whilst stars with T eff < 5700 K

how increased depletion with respect to the model at the reference
ge, which could be the signature of enhanced PMS depletion, the
armer stars have much more lithium than predicted. This might
e explained if these clusters have a higher initial Li abundance
ommensurate with their higher metallicity, since curves of growth
e.g. Franciosini et al. 2022b ) indicate that an increase of 0.15 dex in
i abundance at T eff ∼ 6000 K would result in an EW Li increase of
20 per cent. 
The lack of any strong dependence of the Li-based age estimates on
etallicity is somewhat surprising given the very strong dependence

f Li depletion on metallicity in theoretical models, particularly for
he younger clusters where PMS Li depletion is expected to dominate.
 caveat to this is the relatively narrow [Fe/H] range co v ered by the
oung training clusters and it is clear that the model is not a good
t to the EW Li versus T eff distributions of the metal-rich Hyades and
raesepe that are not part of the training data. An exploration of

his and a detailed comparison with theoretical models is deferred
o another paper, but for the purposes of empirical age estimation it
ppears that, at least in the metallicity range −0.29 < [Fe/H] < 0.18
or −0.15 < [Fe/H] < 0.05 for clusters with age < 1 Gyr), there is no
ompelling evidence to introduce a metallicity dependence. 

.1.2 Systematic errors at older ages 

or clusters with training ages younger than 1 Gyr the weighted
ean discrepancy between the Li-determined age (where it has

een resolved) and training age is 0.00 ± 0.02 and with χ2 
r = 1 . 0,

ndicating that uncertainties (in both ages) can explain the dispersion.
n contrast, the equi v alent statistics for the 11 older clusters in Fig. 14
re a weighted mean difference of 0.01 ± 0.08 with χ2 

r = 8 . 7. This
learly demonstrates that the scatter is much larger than the error
ars and suggests that, even if metallicity is not directly implicated,
here must be other parameters affecting the progress of Li depletion
nd thus any age determination based on Li depletion. 

Fig. 15 shows the mean EW Li for stars with 5600 < T eff / K < 6200
n clusters with age > 1 Gyr, together with the mean EW m 

that is
xpected at their training ages. All clusters with ≥5 stars in this range
NRAS 523, 802–824 (2023) 

0 IC 2391 and IC 2602 are already represented in the diagram using GES 
ata. The metallicity of M35 is still uncertain (see Jeffries et al. 2021 ). 

a  

1

h

re shown 11 The data in this T eff range are chiefly what determines
he Li-based age for these older clusters. A single, monotonically
eclining relationship between EW Li and age, as mandated by the
unctional form adopted in equation ( 2 ), cannot match these data and
omparison with Table 4 reveals the expected trend that where the
ean EW Li is greater than the expected EW m 

then the Li-based age
s younger than the training age and vice-versa. In fact, the evidence
rom the data is rather weak that EW Li falls at all beyond 1 Gyr
n these stars, with low Li seen only in M67 and NGC 6253. This
ppears to contradict work done on ‘solar twin’ field stars, where an
rder of magnitude decline in Li abundance is inferred between 2
nd 8 Gyr (Carlos et al. 2019 ). 

These problems were first noted by Sestito & Randich ( 2005 ) and
andich ( 2010 ) (see also Randich & Magrini 2021 ) who suggested

hat for solar-type stars in older clusters there might be a dichotomy
eyond 1 Gyr, with some showing high levels of Li depletion while
n other stars the depletion might slow and plateau at A (Li) ∼2
corresponding to EW Li � 20–30 m Å at this T eff , Franciosini et al.
022b ). In some clusters this appears to result in a significant ( ∼ 1
ex) dispersion and lower mean Li abundance among their solar type
tars (e.g. Pasquini et al. 2008 ; Pace et al. 2012 ), whilst in others
nly the less-depleted population exists and the mean Li abundance
s higher. The reasons for this behaviour in the older clusters are not
et established. It appears not to be (solely) due to metallicity and
t is unlikely to be due to differences in initial Li abundance—the
nterstellar Li abundance in the solar vicinity seems quite uniform
mong young clusters (Randich et al. 2020 ) and constant in time
 v er at least the last 5 Gyr, since the initial solar Li abundance found
n meteorites is similar to that in very young clusters. An alternative
cenario might link the differences in Li depletion to differences
n (internal) rotational evolution and mixing (Charbonnel & Primas
005 ; Eggenberger et al. 2012 ; Baraffe et al. 2017 ). 

.1.3 Comparison with lithium depletion boundary a g es 

greement between training ages and best-fit Li-age is much better
or the younger clusters, with modest scatter. There is also excellent
greement (Section 4.2 ) between the derived and literature ages for
1 This includes Pismis 15, Czernik 24 and Berkeley 22 (see Table 1 ), which 
ad poorly constrained ages. 
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Table 6. Comparison of lithium depletion boundary (LDB) ages of clusters 
and moving groups with the training and best-fitting ages in Table 4 and 
Section 4.2 . 

LDB ages (ref) Training Best fit 
Clusters log (age/yr) 

NGC 2232 7 . 57 + 0 . 02 
−0 . 03 (1) – 7.44 ± 0.17 7 . 45 + 0 . 02 

−0 . 02 

IC 4665 7 . 40 + 0 . 06 
−0 . 07 (2) 7 . 37 + 0 . 01 

−0 . 01 (3) 7.54 ± 0.18 7 . 76 + 0 . 05 
−0 . 04 

NGC 2547 7 . 55 + 0 . 04 
−0 . 04 (2) 7 . 53 + 0 . 02 

−0 . 04 (3) 7.55 ± 0.04 7 . 53 + 0 . 02 
−0 . 02 

IC 2602 7 . 60 + 0 . 04 
−0 . 04 (2) 7 . 63 + 0 . 02 

−0 . 04 (3) 7.63 ± 0.06 7 . 63 + 0 . 04 
−0 . 03 

IC 2391 7 . 69 + 0 . 03 
−0 . 04 (2) 7 . 67 + 0 . 01 

−0 . 01 (3) 7.62 ± 0.14 7 . 80 + 0 . 16 
−0 . 08 

Blanco 1 8 . 10 + 0 . 07 
−0 . 09 (2) 8 . 10 + 0 . 03 

−0 . 13 (3) 8.04 ± 0.05 7 . 86 + 0 . 07 
−0 . 04 

Pleiades 8 . 10 + 0 . 05 
−0 . 06 (2) 8 . 07 + 0 . 03 

−0 . 04 (3) – 7 . 97 + 0 . 05 
−0 . 05 

Groups 

Beta Pic 7 . 31 + 0 . 06 
−0 . 08 (2) 7 . 24 + 0 . 01 

−0 . 01 (3) – 7 . 36 + 0 . 02 
−0 . 02 

32 Ori 7 . 34 + 0 . 07 
−0 . 06 (4) 7 . 25 + 0 . 02 

−0 . 01 (3) – 7 . 34 + 0 . 02 
−0 . 02 

Tuc-Hor 7 . 62 + 0 . 01 
−0 . 02 (5) 7 . 62 + 0 . 01 

−0 . 01 (3) – 7 . 62 + 0 . 03 
−0 . 02 

Notes. (1) Binks et al. ( 2022 ), using the Baraffe et al. ( 2015 ) models; 
(2) Soderblom et al. ( 2014 ), using the Chabrier & Baraffe ( 1997 ) models; 
(3) Galindo-Guil et al. ( 2022 ), using the Tognelli, Prada Moroni & 

Degl’Innocenti ( 2015 ) models; 
(4) Bell, Murphy & Mamajek ( 2017 ), using the Baraffe et al. ( 2015 ) models; 
(5) Kraus et al. ( 2014 ), using the Chabrier & Baraffe ( 1997 ) models. 
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everal young moving groups. Ho we ver, it is still possible that the
 v erall age scale adopted might be offset uniformly from the truth.
hilst the older clusters have ages that are rather homogeneously 

etermined from isochronal fitting to stars near the turn-off in the HR
iagram, the ages for the younger clusters, reported by Jackson et al.
 2022 ) and Randich et al. ( 2022 ), are more heterogeneous, arising
rom considering both the high- and low-mass populations and there 
re significant model dependencies and systematic errors that might 
e as large as a factor of two (e.g. Bell et al. 2013 ; Feiden 2016 ;
effries et al. 2017 ). 

Measurements of the position of the Lithium depletion boundary 
LDB)—the luminosity at which EW Li sharply rises again at the 
ow mass end of the lithium dip – is a well established method of
etermining cluster ages and is probably the least model sensitive of
ll techniques (Jeffries 2014 ; Soderblom et al. 2014 ; Tognelli et al.
015 ). Its use is restricted to clusters that are old enough ( > 15 Myr)
o have fully depleted lithium in mid M-dwarfs, and close enough to
easure EW Li in such intrinsically faint stars. LDB ages are known 

or six of the young clusters in our training set, three of the moving
roups studied in Section 4.2 and the Pleiades studied in Section 4.3 .
able 6 compares the training ages and best-fit Li ages with LDB
ges taken from homogeneous re-e v aluations in Soderblom et al. 
 2014 ) (using the models of Chabrier & Baraffe 1997 ) and Galindo-
uil et al. ( 2022 ) (using the Pisa models of Tognelli et al. 2015 , and

evised Gaia -based distances and bolometric corrections) for six of 
he clusters and the moving groups, and from Binks et al. ( 2022 ) for
GC 2232, which was not included in the homogeneous studies. 
There is close agreement between the LDB ages and the adopted 

raining ages. This is not altogether surprising because the ages used 
n Jackson et al. ( 2022 ), Franciosini et al. ( 2022a ) and Randich et al.
 2022 ) were partly informed by the LDB ages. The best-fit ages
re also reasonably consistent for both the clusters and the moving 
roups that were not used in training the model: IC 2391 (higher),
lanco 1 and the Pleiades (lower) have model-predicted ages that 
iffer from their LDB ages by 1–2 σ . IC 2602 and NGC 2547 agree
xtremely well and with very small error bars, but IC 4665 and NGC
232 exhibit significant discrepancies in opposite directions. The 
iscrepancy for NGC 2232 is still small ( ∼0.1 dex) but the best-fit
ge of IC 4665 is both higher than its training age and a factor of ∼2
lder than the precise LDB age of 28 ± 4 Myr first quoted by Manzi
t al. ( 2008 ) and the 23–32 Myr quoted by Galindo-Guil et al. ( 2022 )
sing a range of models. Fig. 7 shows that the older age results from
ttempts to explain the small EW Li of three highly Li-depleted K-
tars. This discrepancy was first highlighted by Jeffries et al. ( 2009 )
sing an independent lithium data set and is confirmed here. Given
he reasonable consistency between the training ages, best-fit Li-ages 
nd LDB ages for the other clusters and moving groups in our sample
hat have these data, it is probably worth revisiting the LDB age of
C 4665 with more and better spectroscopy than obtained by Manzi
t al. ( 2008 ). 

.1.4 Recommendations 

n summary, any dependence of the predicted ages on metallicity 
ppears weak, at least o v er the metallicity range encompassed by
he training data. For young stars ( < 1 Gyr), the model should be
pplicable to the majority of stars in the disk population near the
un, either for single field stars or clusters, with any systematic
rrors in log age limited to < 0.1 dex. The training age scale and
erived ages for young (15-120 Myr) clusters and moving groups 
re consistent (with one exception) with those defined by the model-
nsensitiv e LDB technique. F or older stars ( > 1 Gyr), although we
ave used a variety of older clusters in the training sample, such that
he dispersion might accurately reflect the range of possibilities and 
ence the age uncertainties for an individual star, there can be large
factor of two) systematic errors if the model is used to estimate the
ge of an older cluster, due to presently unknown factors, and our
ecommendation would be to a v oid this. 

.2 Choice of prior 

n Section 3.1 and Section 3.2 we introduced age prior probability
istributions that were flat in age for estimating the age of single
tars or flat in log age when estimating the age of a star that is a
omponent of a cluster. These choices were largely driven by their
implicity and are the options implemented in the software provided. 

ore complex priors could be used in cases where more is known
bout the star (metallicity, kinematics) or for main-sequence stars 
ith T eff > 6000 K that are unlikely to be as old as 12.4 Gyr. 
The choice of prior can have a large influence on the final age

stimate and its confidence interval. The systematic effect of a 
at age prior compared to flat log age prior is to mo v e the peak
f the posterior probability distribution to older ages and increase 
he upper error bar. This effect is more important in cases where
he measurement uncertainties or intrinsic dispersion in EW Li are 
arge, the EW Li is small or where the isochrones of Li depletion
ecome bunched in Fig. 2 , since these lead to an increased width
n the age likelihood distribution and increased dominance of the 
rior probability. Examples of this problem were encountered in 
ection 4.1 (e.g. HD 110082, KOI-7913AB) and in these cases 

he EW Li / T eff combination is relatively uninformative and may not
ule out younger ages if other information can be included (e.g.
yrochronology). Conversely, where uncertainties are small and the 
ik elihood sharply peak ed, the choice of prior is unimportant, but this
s unlikely to apply to a large fraction of stars in a general sample from
he field. The likelihood only becomes sharply peaked in regions of
MNRAS 523, 802–824 (2023) 



820 R. D. Jeffries et al. 

M

Figure 16. A comparison of empirical Li depletion isochrones from this 
paper and the BAFFLES model of Stanford-Moore et al. ( 2020 ). Isochrones are 
plotted (from top to bottom) at 3, 10, 20, 30, 100, 300, 1000 and 3000 Myr. 
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he EW Li / T eff plane that are rapidly traversed, so it is less likely to find
tars there. Fortunately, in a cluster, there are likely to be examples
f stars in these regions and it is the likelihood distributions for these
tars that yield the tight age constraints we have been able to obtain
or many of the clusters and moving groups discussed in Sections 3
nd 4 . 

.3 Comparison with BAFFLES 

tanford-Moore et al. ( 2020 ) assembled a lithium data set for 609
tars from 10 clusters and associations with assumed ages of 5.5–
000 Myr. This was used to make Bayesian predictions of age using
 likelihood constructed from an empirical model of EW Li and its
ispersion as a function of age and B − V colour, along with a flat
rior in age. Their code was named BAFFLES . The approach here is
imilar in respect of philosophy and technique but offers a number
f important impro v ements: 

(i) The BAFFLES training data were an inhomogeneous selection
rom the literature, with only one cluster older than 700 Myr and
nly one younger than 20 Myr. The oldest cluster was M67, which
ay not be fully representative of stars at that age (Section 5.1 ). The

raining data here were drawn from a homogeneous analysis of 52
lusters, more densely sampling the age- T eff plane with ten times as
any stars. 
(ii) The BAFFLES modelling approach made quadratic fits to EW Li 

s a function of B − V followed by piece-wise linear fits to the time-
ependence for 64 B − V slices at 10 age points plus a modelled
zeropoint’ and undepleted level. The resulting model has many free
arameters and abrupt, unphysical changes in EW m 

( log age , B −
 ). The model presented here has far fewer free parameters but can
moothly represent all the training data with impro v ed fidelity. 

(iii) The intrinsic dispersion in log EW m 

is an empirical time- and
 eff -independent non-Gaussian function in BAFFLES . The model for

he intrinsic dispersion here is Gaussian in EW Li but more complex,
ith both a time- and T eff -dependence. This does a better job of

epresenting the dispersion at high and low EW values as well as the
ncreased dispersion seen among cool stars at the ZAMS. 

A quantitative comparison with the BAFFLES model isochrones
or EW m 

as a function of age and T eff is shown in Fig. 16 . The
onversion between B − V and T eff was done using the main-sequence
elationships tabulated in Pecaut & Mamajek ( 2013 ). There are clear
ifferences, most notably at T eff < 4500 K and T eff > 6300 K. The
NRAS 523, 802–824 (2023) 
ormer are probably due to the paucity of calibrating cool-star data
n the BAFFLES training set, particularly beyond ages of 24 Myr (see
g. 6 in Stanford-Moore et al. 2020 ). In particular there are no data in

he BAFFLES training set with which to constrain the upturn in EW Li 

t T eff < 3400 K and define the lithium-chasm that opens up between
0 and 50 Myr The discrepancies for hotter stars are partly due to our
eglect of the F-star ‘lithium-dip’ that is seen in some older clusters
Boesgaard 1987 ), notably, the Hyades, which has great weight in
he BAFFLES training data. We see very little evidence for this dip in
he GES data set for T eff ≤ 6500 K (see the final subplot in Fig. 3 ),
ossibly because the dip is masked by observational uncertainties in
W Li for the older clusters. 
The differences in the log of median ages derived from BAFFLES ,

ssuming a flat prior in age and observational uncertainties of
10 m Å in EW Li , are quantified in Fig. 17 as a function of EW Li and
 eff . There is reasonable agreement o v er large parts of this domain,
ut also large discrepancies in others. These can be explained in
erms of differences in the model isochrones (Fig. 16 ) and in the

odelled intrinsic dispersion of EW Li used to form the likelihood
unction. The BAFFLES assumption of a uniform dispersion in log
W Li leads to very large predicted dispersions in absolute EW Li 

t young ages (factors of two with significant tails out to order of
agnitude deviations) but negligible dispersion in EW Li at old ages.
he combination of this with a flat prior leads to very large differences

n predictions for warm stars with high EW Li , where BAFFLES is
nable to assign them a young age. Similarly, for cool stars with
mall, but non-zero EW Li , the very small intrinsic dispersion in EW m 

n BAFFLES leads to much younger predicted ages. 

 SUMMARY  

n empirical model is developed describing how photospheric
ithium, represented by the equi v alent width of the Li I 6708 Å line
EW Li ), is depleted as a function of age and T eff , using training data
or PMS and main-sequence stars with 2 < age/Myr < 6000 in 52
pen clusters observed as part of the Gaia -ESO spectroscopic survey
GES). The calibrating data co v er the ranges 3000 ≤ T eff /K ≤ 6600
nd −0.29 < [Fe/H] < 0.18. The model can be used to generate a
osterior probability distribution of age for stars within the scope of
he training data that have both EW Li and T eff and hence provide age
stimates, with uncertainties, for any individual star or associated
roup of coe v al stars. 
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The precision of the model, applied to individual stars, is strongly
 eff - and age-dependent. Precisions of 0.1 dex in log age are
chie v able in the best cases (M-dwarfs in the approximate age range
0–100 Myr) but good sensitivity is also attained for K-dwarfs in the
ange 30–300 Myr and G-dwarfs at 100–1000 Myr. Much better 
recision is obtained for coe v al groups of stars, where the age
robability distributions of their individual stars can be combined 
nd the final precision depends on both the number of stars in
he group and their T eff distribution. The precision at older ages 
s poorer because Li is either totally depleted (K- and M-stars)
r the isochrones of EW Li versus T eff become tightly packed (F-
nd G-stars) compared with typical observational uncertainties and 
strophysical dispersion. At younger ages an undepleted EW Li can 
rovide only age upper limits. 
The accuracy of the ages is directly linked to the accuracy of

he ages assumed for the training clusters. The adopted training 
ges are consistent with the lithium-depletion-boundary method ages 
or several of the younger clusters, whilst the older clusters rely 
n the accuracy of main-sequence turn-off ages from the literature 
nd homogeneous determinations based on Gaia photometry and 
arallaxes (Dias et al. 2021 ). Because of the large number of clusters
sed, the results are robust to errors in the assumed training age of
ny individual cluster. 

Any systematic errors due to the neglect of compositional effects 
r other confounding parameters such as the rotational history of 
 star or the presence of planetary systems appear limited to < 0.1
ex in log age for stars of age < 1 Gyr, although the training data
s limited to an even narrower range of metallicity for the very
oungest clusters. At older ages ( > 1 Gyr) there are signs that our
imple model is not sufficiently complex or deterministic—there 
s a large dispersion in the reco v ered ages of the training clusters
ompared with their training ages that cannot be explained by 
ncertainties. There is little evidence that these discrepancies are 
inked directly to differences in metallicity and we do not see a
lear systematic dependence of lithium depletion on metallicity in 
he training clusters, either during PMS or main-sequence evolution. 
s a result, we believe that the Li-based ages derived for younger

tars, or young clusters/associations are robust to exact metallicities, 
hile there is increased age uncertainty for older stars and possibly

arge (factor of two) systematic uncertainties if the model is applied 
o older clusters/associations. 

As a proof of concept and validation we have applied the model to a
et of exoplanet-hosting field stars that have young ages ( < 300 Myr)
eported in the literature. Based only on their Li content and T eff ,
e find that some of these stars and their exoplanets (KOI-7913, 
epler 16343) are unlikely to be as young as claimed, while the

est are quite consistent with the published ages. We have also 
edetermined the ages of se ven well-kno wn ‘moving groups’ of stars
n the solar neighbourhood using only the Li content of their stars.

e find excellent agreement with previous age determinations for 
hese groups, with precisions better than 10 per cent in six cases. 

We anticipate that the use of Li as a quantitative age indicator
ould become increasingly important in the era of large optical 
pectroscopic surv e ys, like 4MOST (de Jong 2019 ) and WEAVE
Jin et al. 2023 ), that have sufficient spectral resolution ( R ≥ 5000)
o measure EW Li , providing age estimates for Galactic archaeology 
r at least posterior probability distributions of age that are a useful
djunct to other methods. This is especially true for stars, associations
nd clusters at ages < 1 Gyr, where ages from the HR diagram are
ither insensitive or subject to large systematic uncertainties and 
odel-dependencies. 
Our methods are presented for wider use in the form of a PYTHON -
ased software package called ‘Empirical AGes from Lithium 

qui v alent widthS’ ( EAGLES ), that is described in Appendix B . 
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PPENDIX  A :  DEFINITION  O F  EMPIRICAL  

EMPLATE  SPECTRA  USED  TO  ESTIMATE  

ITHIUM  EQUIVA LENT  W I D T H S  

he template spectra used in the estimation of EW Li (Section 2.2 )
ere derived from GES spectra of dwarf field stars with membership 
robabilities P 3D < 0.1 (see table 3 of Jackson et al. 2022 ), a Gaia
R3 parallax > 1 mas and vsin i < 50 km s −1 . Stars were allocated

o ±100 K bins of T eff in 100 K steps between 3100 and 6900 K.
pectra were offset to their rest wavelength using their GESiDR6 
V and normalized to their median values o v er the wav elength range
675–6730 Å. An initial estimate of the median spectrum in each 
 eff bin was calculated at each point o v er the wavelength range and

ts uncertainty estimated as 1.3 times the median absolute deviation 
elative to the mean. 

This initial estimate was potentially biased by the presence of a 
mall proportion of young stars in the sample. These would mostly
e young cluster members with anomalous RVs due to binarity, but 
ould include genuine young field interlopers. To minimize any bias, 
he initial estimate of the median spectra was used to calculate EW Li 

or the set of field stars and the results used to filter out any target
ith | EW Li | > 150 m Å for stars with T eff < 5700 K, or | EW Li | >
0 m Å for hotter stars. The median spectra were then recalculated 
nd the process repeated to produce a set of 2711 targets with EW Li 

eeting the abo v e conditions which were used to define the final set
f empirical template spectra. 
Examples of these median spectra are shown in Fig. A1 . Median

pectra for the cooler stars are expected to be fully Li-depleted. This
s supported by the absence of any sign of a lithium feature in the
edian spectra for T eff < 5500 K. At higher temperatures ( ∼6000 K),

here is a small but measurable residual EW Li . To quantify this, the
W was measured in template spectra of T eff > 5000 K relative to a
i-free synthetic spectra generated using the MOOG software (Sneden 
t al. 2012 ) and Kurucz ( 1992 ) model atmospheres (see Jeffries et al.
021 , for details). Interpolating these results gives the equivalent 
idth EW 0 of median spectra as a function of T eff used in equation

 1 ) and listed in Table A1 . 

PPENDI X  B:  T H E  EAGLES C O D E  

he model derived in Section 2 and the methods described in Section
 have been packaged into a PYTHON code called EAGLES which is
ade available via https:// github.com/robdjeff/ eagles . 
EAGLES is a command-line driven script that takes a simple ascii

nput file containing the T eff , EW Li (corrected for any blending),
Li , and (optionally) an additional T eff uncertainty (see Section 3.1 )

or one or a list of stars and returns Bayesian estimates of their
ges using a prior probability that is either flat in age or flat in log
ge (Section 5.2 ). The input stars can be treated as individuals or
tted as a coe v al cluster. Outputs include the most probable age and
symmetric 68 per cent confidence interval, the median age and the
ull posterior age probability distribution. 

Scripts are also included that will generate the isochrones shown 
n Fig. 2 and a grid of estimated age as a function of EW Li and T eff 

or a given level of observational uncertainty in EW Li . 

PPENDI X  C :  LI THI UM  VERSUS  EFFECTIVE  

EMPERATURE  A N D  L I K E L I H O O D  PLOTS  

O R  A L L  CLUSTERS  

n Section 3.3 , we applied our model to all of the GES training
lusters. The results were shown graphically in Fig. 7 for several ex-
mples. This appendix (available online as supplementary material) 
rovides plots for all of the clusters listed in Table 4 , for which age
onstraints could be obtained. The figures all conform to the same
tyle as Fig. 7 . 
MNRAS 523, 802–824 (2023) 
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Figure A1. Examples of median template spectra. Text on the plots show the number of spectra in each bin and their median [Fe/H]. The lower red curve shows 
the uncertainty in the template spectrum calculated as 1.3 times the median absolute deviation of individual spectra. The red dashed line indicates the position 
of the Li I 6708 Å line. Spectra at 5900 and 6100 K show a small but significant lithium absorption feature indicating a non-zero EW Li at these temperatures. 

Table A1. Equi v alent width of the Li I 6708 Å of continuum spectra as a 
function of central bin temperature measured relative to Li-free synthetic 
spectra. 

T eff (K) EW 0 (m Å) 

≤5600 0 

5700 4 

5800 14 

5900 24 

6000 33 

6100 34 

6200 20 

6300 8 

6400 3 

6500 1 
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