## King's Research Portal

## DOI:

10.1109/TSMC.2024.3353486

## Document Version

Peer reviewed version

Link to publication record in King's Research Portal

Citation for published version (APA):
Zhao, Y., Wang, L., Xie, X., Hou, J., \& Lam, H-K. (2024). Double Asynchronous Switching Control for Takagi-Sugeno Fuzzy Markov Jump Systems via Adaptive Event-Triggered Mechanism. IEEE Transactions on Systems, Man, and Cybernetics: Systems. https://doi.org/10.1109/TSMC.2024.3353486

## Citing this paper

Please note that where the full-text provided on King's Research Portal is the Author Accepted Manuscript or Post-Print version this may differ from the final Published version. If citing, it is advised that you check and use the publisher's definitive version for pagination, volume/issue, and date of publication details. And where the final published version is provided on the Research Portal, if citing you are again advised to check the publisher's website for any subsequent corrections.

## General rights

Copyright and moral rights for the publications made accessible in the Research Portal are retained by the authors and/or other copyright owners and it is a condition of accessing publications that users recognize and abide by the legal requirements associated with these rights.

- Users may download and print one copy of any publication from the Research Portal for the purpose of private study or research.
- You may not further distribute the material or use it for any profit-making activity or commercial gain
- You may freely distribute the URL identifying the publication in the Research Portal


## Take down policy

If you believe that this document breaches copyright please contact librarypure@kcl.ac.uk providing details, and we will remove access to the work immediately and investigate your claim.

# Double asynchronous switching control for Takagi-Sugeno fuzzy Markov jump systems via adaptive event-triggered mechanism 

Yinghong Zhao, Likui Wang, Xiangpeng Xie, Jiayue Hou, and Hak-Keung Lam


#### Abstract

This article addresses the issue of adaptive eventtriggered $H_{\infty}$ control for Markov jump systems based on TakagiSugeno (T-S) fuzzy model. Firstly, a new double asynchronous switching controller is presented to deal with the problem of the mismatch of premise variables and modes between the controller and the plant, which is widespread in real network environment. To further reduce the power consumption of communication, a switching adaptive event-triggered mechanism is adopted to relieve the network transmission pressure while ensuring the control effect. In addition, a new Lyapunov-Krasovskii functional (LKF) is constructed to reduce conservatism by introducing the membership functions (MFs) and time-varying delays information. Meanwhile, the invariant set is estimated to ensure the stability of the system. And the disturbance rejection ability is measured by the optimal $H_{\infty}$ performance index. Finally, two examples are presented to demonstrate the effectiveness of the proposed approach.


Index Terms-Adaptive event-triggered mechanism, membership functions, double asynchronous switching control, invariant set.

## I. Introduction

IN most practical systems, such as aerospace, economic, and power systems, nonlinearities are prevalent, rendering the challenges of stability analysis and control synthesis. As a crucial tool to investigate nonlinear issues, T-S fuzzy model has attracted increasing attention for its unique advantages [1]. Different from the precise mathematical model required by traditional control theory, T-S fuzzy model is equipped with universal approximate property and can approximate the nonlinear systems effectively [2]-[4]. Recently, the study on T-S fuzzy system has become a hot topic and the relevant achievements mainly focus on sliding mode control [5], observer design [6], stability analysis [7]-[9], etc.

On the other hand, nonlinear systems are frequently subject to unpredictable mutations in their structure and parameters due to environmental degradation, component failures, subsystem interconnection modifications, and other reasons. Markov
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jump systems (MJSs) provide a suitable framework for modeling these variations, and have wide applications in the fields of communication, robotic manipulators, and aircraft control [10]-[12]. By utilizing the T-S fuzzy approach, nonlinear MJSs can be partitioned into a composite of local linear subsystems, thus effectively addressing nonlinear problems. Consequently, it is significant to further research fuzzy MJSs (FMJSs), and many meaningful topics have been addressed. For instance, the problem of asynchronous sliding mode control for FMJSs with matched uncertainties and external noise was considered in [13]. The finite-time asynchronous control issue for positive hidden FMJSs was addressed in [14]. The problem of eventbased asynchronous security control for FMJSs against multicyber attacks was investigated in [15].
It is worth mentioning that the transmission of data among sensors, controllers, and actuators via a shared communication network has become an inexorable trend in control theory [16]-[19]. However, the limited communication bandwidth of the network presents challenges to the analysis of FMJSs. In the time-triggered mechanism, the state of the controlled object requires to be transmitted periodically, resulting in an inefficient utilization of communication network resources. To address this issue, the event-triggered mechanism (ETM) is proposed to alleviate the transmission burden [20]-[23]. It should be pointed out that the aforementioned ETM employs a constant threshold, potentially leading to an underutilization of communication resources. To further optimize the transmission bandwidth, a new adaptive ETM (AETM) has attracted significant attention in academic, allowing for the dynamic adjustment of the threshold to adapt system changes [24]-[26]. Hence, it is necessary to research the adaptive event-triggered control for FMJSs, which motivates the present work.
However, due to the influence of sampling behavior and network environment, the premise variables between the controller and the plant are often mismatched, which is usually ignored in the previous work. Thus, it is meaningful to consider the asynchronous premise variables when modeling, analyzing, and controlling FMJSs in the network environment [27]-[29]. On the other hand, the system modes in MJSs are difficult to accurately measure in practical engineering operations since certain technical and financial restrictions. To crack this nut, considerable efforts have been dedicated to study the issue of mode asynchronous, and abundant achievements have been achieved. For example, the asynchronous tracking control issue for discrete time FMJSs was researched in [30]. The problem of asynchronous control for MJSs with
actuator saturation was discussed in [31]. Utilizing the hidden Markov model (HMM), the event-triggered-based control for stochastic networked MJSs was considered in [32]. The asynchronous control issue for MJSs under aperiodic denial-of-service attacks was investigated in [33]. Nevertheless, the double asynchronous of modes and premise variables between the controller and the plant in network environments has not been well considered, which is another motivation of this paper.

Note that most of the existing works on FMJSs are based on MFs-independent LKF, which inevitably leads to conservatism. As a unique feature of fuzzy systems, the consideration of MFs in LKF is essential, but the processing of the time derivative of MFs is a challenging subject. For this problem, the bounded time derivative of MFs was proposed in [34][36], but it is actually difficult to get. In [7], [8], a switching method was introduced to address the time derivative of MFs and this method relies on the assumption of a finite number of switches. Furthermore, the issue of double asynchronous switching control for FMJSs under network environments has not been researched, and this is a gap we intend to address.

In light of the preceding discussion, we are motivated to investigate the issue of double asynchronous switching control for FMJSs based on AETM. The primary contributions can be stated as follows:

1) Unlike the synchronous or single-asynchronous phenomenon described in the past results, the modes and premise variables between the controller and the plant are mismatched simultaneously. Employing the switching approach, a more general double asynchronous switching controller is presented for the first time.
2) A new mode-dependent switching AETM is designed to economize more transmission resources. Besides, a MFs-dependent LKF containing time delay information is constructed to reduce conservatism. This yields a stability criterion that is more practical and less conservative, as demonstrated in Example 2.
3) The estimation of invariant set is used to ensure the stability and two sets are designed such that any system trajectories starting from the smaller set will remain in the larger set.
Notation: $R^{n}$ stands for the $n$-dimensional Euclidean space; $G>0(<0)$ signifies that $G$ is symmetric positive (negative); $E\{\cdot\}$ represents the mathematical expectation; $\|\cdot\|$ indicates the Euclidean norm; "*" denotes symmetry; $\operatorname{sym}(H)$ refers to $H+H^{T} ; \mathcal{L}$ represents the weak infinitesimal operator; $\operatorname{diag}\{\cdots\}$ represents a block-diagonal matrix; $\mathfrak{k}_{\mathfrak{h}}$ indicates that only the element in $(1, \mathfrak{h})$ is 1 , and the others are 0 .

## II. PROBLEM FORMULATION AND PRELIMINARIES

Consider the following FMJSs:
Plant Rule $i$ : IF $\wp_{1}(t)$ is $N_{i 1}, \ldots, \wp_{g}(t)$ is $N_{i g}$, THEN

$$
\left\{\begin{array}{l}
\dot{x}(t)=A_{\theta(t) i} x(t)+B_{1 \theta(t) i} u(t)+D_{\theta(t) i} w(t),  \tag{1}\\
y(t)=C_{\theta(t) i} x(t)+B_{2 \theta(t) i} u(t)+E_{\theta(t) i} w(t),
\end{array}\right.
$$

where $x(t) \in R^{n}, y(t) \in R^{s}, u(t) \in R^{l}$, and $w(t) \in R^{w}$ denote the system state, controlled output, controlled input, and
external disturbance, respectively. $\wp_{\dagger}(t)$ are the premise variables in compact set $\mathbb{C}, N_{i \dagger}(i=1,2, \ldots, r, \dagger=1,2, \ldots, g)$ represent the fuzzy sets with $r$ rules. The matrices within system (1) are predefined and real. $\theta(t) \in \mathcal{N}=\{1,2, \ldots, N\}$ is a continuous Markov chain. The transition probability (TP) matrix $\Pi_{1}=\left[\pi_{p q}\right]$ can be expressed as:
$\operatorname{Pr}\left\{\theta_{t+\Delta t}=q \mid \theta_{t}=p\right\}=\left\{\begin{array}{l}\pi_{p q} \Delta t+o(\Delta t), \quad p \neq q, \\ 1+\pi_{p p} \Delta t+o(\Delta t), \quad p=q,\end{array}\right.$
with $\Delta t>0$ and $\lim _{\Delta t \rightarrow 0} \frac{o(\Delta t)}{\Delta t}=0, \pi_{p q}$ satisfies $\pi_{p q} \geq 0$ with $p \neq q$ and $\pi_{p p}=-\sum_{q=1, q \neq p}^{N} \pi_{p q}$.

Employing the product-fuzzy inference, we can get the MF is $h_{i}(\wp(t))=\frac{\prod_{\dagger=1}^{g} \Re_{i \dagger}\left(\wp_{\dagger}(t)\right)}{\sum_{i=1}^{r} \prod_{\dagger=1}^{g} \Re_{i \dagger}(\wp \dagger(t))}$, and $\Re_{i \dagger}\left(\wp_{\dagger}(t)\right)$ is the grade of membership of $\wp_{\dagger}(t)$ in $\Re_{i \dagger}$. Evidently, $h_{i}(\wp(t)) \geq 0$, $\sum_{i=1}^{r} h_{i}(\wp(t))=1$.

For conciseness, when $\theta(t)=p$, we denote $\sum_{i=1}^{r} h_{i} Q_{p i}$ as $Q_{p h}$, where $h_{i}=h_{i}(\wp(t))$. The system (1) can be represented as follows:

$$
\left\{\begin{array}{l}
\dot{x}(t)=A_{p h} x(t)+B_{1 p h} u(t)+D_{p h} w(t)  \tag{3}\\
y(t)=C_{p h} x(t)+B_{2 p h} u(t)+E_{p h} w(t)
\end{array}\right.
$$

Assumption 1: The disturbance input $w(t)$ is energy bounded, i.e. $\int_{0}^{t} w^{T}(t) w(t) d t \leq \theta$, where $\theta>0$ is a given constant.

In this paper, an AETM is established to reduce unnecessary communication consumption and save network resources. Denote $i_{k} \mathcal{T}\left(i_{k} \in N, i_{0}=0\right)$ as the latest triggered instant with sampling period $\mathcal{T}$, the event-triggering condition can be represented as:

$$
\begin{align*}
& \left(x\left(i_{k} \mathcal{T}+l \mathcal{T}\right)-x\left(i_{k} \mathcal{T}\right)\right)^{T} \Omega_{p}\left(x\left(i_{k} \mathcal{T}+l \mathcal{T}\right)-x\left(i_{k} \mathcal{T}\right)\right)  \tag{4}\\
\geq & \delta(t) x^{T}\left(i_{k} \mathcal{T}\right) \Omega_{p} x\left(i_{k} \mathcal{T}\right)
\end{align*}
$$

where $\Omega_{p}$ are positive matrices to be designed. If (4) holds, the present sampled data $x\left(i_{k} \mathcal{T}+l \mathcal{T}\right)$ will be sent to the controller as the latest triggered instant $x\left(i_{k+1} \mathcal{T}\right)$. Define $e_{i_{k}}(t)=x\left(i_{k} \mathcal{T}\right)-x\left(i_{k} \mathcal{T}+l \mathcal{T}\right), \delta(t)$ is a function satisfying

$$
\begin{equation*}
\dot{\delta}(t)=\frac{1}{\delta(t)}\left(\frac{1}{\delta(t)}-\delta\right) e_{i_{k}}^{T}(t) \Omega_{p} e_{i_{k}}(t) \tag{5}
\end{equation*}
$$

where $\delta>0$ is a pregiven value, $\delta(0) \in(0,1)$.
Remark 1: $\Omega_{p}$ depends on the system mode, so that the event-triggering condition (4) can be switched accordingly for each Markov jump subsystem, increasing the degree of freedom of feasible solutions. Moreover, unlike the constant threshold employed in [20]-[22], the threshold $\delta(t)$ is dynamically adjusted. When $\delta=\frac{1}{\delta(0)}$ (i.e. $\dot{\delta}(t)=0$ ), the AETM will be converted to the traditional event triggering mechanism (TETM) that satisfies the following triggered condition

$$
\begin{align*}
& \left(x\left(i_{k} \mathcal{T}+l \mathcal{T}\right)-x\left(i_{k} \mathcal{T}\right)\right)^{T} \Omega_{p}\left(x\left(i_{k} \mathcal{T}+l \mathcal{T}\right)-x\left(i_{k} \mathcal{T}\right)\right)  \tag{6}\\
\geq & \delta^{*} x^{T}\left(i_{k} \mathcal{T}\right) \Omega_{p} x\left(i_{k} \mathcal{T}\right)
\end{align*}
$$

where $\delta^{*} \in[0,1)$ is a preset constant.
Assuming the delay of the $k t h$ triggering instant is $d_{k}$, the data packet will reach the zero-order hold $(\mathrm{ZOH})$ at instants $t_{k}=i_{k} \mathcal{T}+d_{k}$. Therefore, the time interval
$\left[i_{k} \mathcal{T}+d_{k}, i_{k+1} \mathcal{T}+d_{k+1}\right)$ can be decomposed into the subintervals as follows:

$$
\begin{equation*}
\left[i_{k} \mathcal{T}+d_{k}, i_{k+1} \mathcal{T}+d_{k+1}\right)=\bigcup_{\mathfrak{M}=0}^{\mathfrak{j}_{k}} \mathfrak{A}_{\mathfrak{M}} \tag{7}
\end{equation*}
$$

with

$$
\left\{\begin{array}{l}
\mathfrak{A}_{0}=\left[i_{k} \mathcal{T}+d_{k}, i_{k} \mathcal{T}+\mathcal{T}+\bar{d}\right)  \tag{8}\\
\mathfrak{A}_{\mathfrak{j}}=\left[i_{k} \mathcal{T}+\mathfrak{j} \mathcal{T}+\bar{d}, i_{k} \mathcal{T}+(\mathfrak{j}+1) \mathcal{T}+\bar{d}\right) \\
\mathfrak{A}_{\mathfrak{j}_{k}}=\left[i_{k} \mathcal{T}+\mathfrak{j}_{k} \mathcal{T}+\bar{d}, i_{k+1} \mathcal{T}+d_{k+1}\right)
\end{array}\right.
$$

where $\mathfrak{j}=1,2, \ldots, \mathfrak{j}_{k}-1$. Defining $d(t)=t-i_{k} \mathcal{T}-l \mathcal{T}$ with $\dot{d}(t)=1$, we have $0 \leq d(t) \leq \bar{d}+\mathcal{T}=d$. The transmitted state $x\left(i_{k} \mathcal{T}\right)$ is estimated as:

$$
\begin{equation*}
x\left(i_{k} \mathcal{T}\right)=x(t-d(t))+e_{i_{k}}(t) \tag{9}
\end{equation*}
$$

For simplicity, we replace $u(t)$ with $u$, and the following double asynchronous controller is applied:

Controller Rule $j$ : IF $\wp_{1}\left(i_{k} \mathcal{T}\right)$ is $N_{j 1}, \ldots, \wp_{g}\left(i_{k} \mathcal{T}\right)$ is $N_{j g}$, THEN

$$
\begin{equation*}
u=K_{o(t) j} x\left(i_{k} \mathcal{T}\right) \tag{10}
\end{equation*}
$$

where $o(t) \in \mathcal{O}=\{1,2, \ldots, O\}$ is a stochastic variable to represent the controller mode, which is governed by a conditional probability ( CP ) matrix $\Pi_{2}=\left[\sigma_{p \vartheta}\right]$ with

$$
\begin{equation*}
\operatorname{Pr}\{o(t)=\vartheta \mid \theta(t)=p\}=\sigma_{p \vartheta} \tag{11}
\end{equation*}
$$

where $\sigma_{p \vartheta} \in[0,1], \sum_{\vartheta=1}^{O} \sigma_{p \vartheta}=1$.
Remark 2: Due to various adverse factors such as time delays, information loss, and financial constraints, systemcontroller asynchrony is inevitable in practical engineering. For this problem, HMM $\left(\theta(t), o(t), \Pi_{1}, \Pi_{2}\right)$ is used in this paper to express the asynchrony between the controller and the plant. Suppose the signals of the HMM are not completely observable. In such cases, the observable ones can be applied to estimate the hidden modes of the system, which can be obtained from the TP matrix $\Pi_{1}$ and the CP matrix $\Pi_{2}$.

Overall, the controller can be represented as

$$
\begin{equation*}
u=\sum_{j=1}^{r} h_{j}\left(\wp\left(i_{k} \mathcal{T}\right)\right) K_{\vartheta j} x\left(i_{k} \mathcal{T}\right) \tag{12}
\end{equation*}
$$

Inspired by [27], the asynchronous constraints of the MFs are expressed as

$$
\left\{\begin{array}{l}
h_{j}\left(\wp\left(i_{k} \mathcal{T}\right)\right)=\varphi_{j} h_{j}(\wp(t)),  \tag{13}\\
\left|h_{j}\left(\wp\left(i_{k} \mathcal{T}\right)\right)-h_{j}(\wp(t))\right| \leq \lambda_{j}
\end{array}\right.
$$

where $\varphi_{j}>0, \lambda_{j} \geq 0, j=1,2, \ldots, r$.
From (13), we have the following inequality:

$$
\begin{equation*}
\kappa_{1}^{j}=1-\frac{\lambda_{j}}{h_{j}(\wp(t))} \leq \varphi_{j} \leq 1+\frac{\lambda_{j}}{h_{j}(\wp(t))}=\kappa_{2}^{j} \tag{14}
\end{equation*}
$$

where $\kappa_{1}^{j}$ and $\kappa_{2}^{j}$ are the lower and upper bounds of $\varphi_{j}$. Then, we have

$$
\begin{equation*}
\frac{1}{\kappa} \leq \frac{\varphi_{i}}{\varphi_{j}} \leq \kappa, \kappa \geq 1 \tag{15}
\end{equation*}
$$

with $\kappa=\frac{\kappa_{2}}{\kappa_{1}}, \kappa_{2}=\max \left\{\kappa_{2}^{j}\right\}, \kappa_{1}=\min \left\{\kappa_{1}^{j}\right\}$.

Remark 3: Obviously, the consideration of AETM leads to a mismatch of premise variables between system (3) and controller (12). Hence, the asynchronous constraint (13) is introduced in this paper to address this issue. In particular, when $\kappa=1$, we have $\max \left\{\kappa_{2}^{j}\right\}=\min \left\{\kappa_{1}^{j}\right\}$, i.e. $\varphi_{j}=1$, the synchronous premise variables are obtained, which is generally considered in the existing results [7]-[9].

Combining (9), (12), and (13), the system (3) is rewritten as follows:

$$
\left\{\begin{align*}
\dot{x}(t)= & A_{p h} x(t)+B_{1 p \vartheta h h} x(t-d(t))  \tag{16}\\
& +B_{1 p \vartheta h h} e_{i_{k}}(t)+D_{p h} w(t) \\
y(t)= & C_{p h} x(t)+B_{2 p \vartheta h h} x(t-d(t)) \\
& +B_{2 p \vartheta h h} e_{i_{k}}(t)+E_{p h} w(t) \\
x(t)= & \phi(t), t \in[-d, 0]
\end{align*}\right.
$$

with $B_{\iota p \vartheta h h}=\sum_{i=1}^{r} \sum_{j=1}^{r} \varphi_{j} h_{i} h_{j} B_{\iota p i} K_{\vartheta j}, \iota=1,2$.
Consider a new LKF that depends on both MFs and modes: $V\left(x_{t}\right)=x^{T}(t) Q_{p h} x(t)$. A switching method is applied to ensure $\dot{Q}_{p h}<0$. Based on (13), the time derivative of $Q_{p h}$ in mode $p$ is

$$
\begin{equation*}
\dot{Q}_{p h}=\sum_{j=1}^{r} \dot{h}_{j} Q_{p j}=\sum_{k=1}^{r-1} \dot{h}_{k}\left(Q_{p k}-Q_{p r}\right) \tag{17}
\end{equation*}
$$

where $\dot{h}_{k}$ represents the time derivative of MFs, which are negative or positive. The switching method is designed as follows:

$$
\left\{\begin{array}{l}
\text { if } \dot{h}_{k}<0, \text { then } Q_{p k}-Q_{p r}>0  \tag{18}\\
\text { if } \dot{h}_{k} \geq 0, \text { then } Q_{p k}-Q_{p r} \leq 0
\end{array}\right.
$$

There are $2^{r-1}$ constraints for each mode in (18). Define $\mathcal{H}_{\chi}$ as the potential permutations of $\dot{h}_{k}, \mathfrak{G}_{\chi(p)}$ as the potential constraints of $Q_{p j}, \chi=1,2, \ldots, 2^{r-1}, p \in \mathcal{N}$, then (18) can be presented as

$$
\begin{equation*}
\text { if } \mathcal{H}_{\chi}, \text { then } \mathfrak{G}_{\chi(p)} \tag{19}
\end{equation*}
$$

Remark 4: The overall structural illustration of FMJSs is depicted in Figure 1. Synthesizing the above two asynchronous phenomena, according to (19), a fuzzy-model-based double asynchronous switching controller is firstly presented in this paper. For different $\mathcal{H}_{\chi}$ and $\mathfrak{G}_{\chi(p)}$, the corresponding controller is:

$$
\begin{equation*}
u^{\chi}=\sum_{j=1}^{r} h_{j}\left(\wp\left(i_{k} \mathcal{T}\right)\right) K_{\vartheta j}^{\chi} x\left(i_{k} \mathcal{T}\right) \tag{20}
\end{equation*}
$$

And the adapt event-triggering condition (4) is also changed to the following switching form:

$$
\begin{align*}
& \left(x\left(i_{k} \mathcal{T}+l \mathcal{T}\right)-x\left(i_{k} \mathcal{T}\right)\right)^{T} \Omega_{p}^{\chi}\left(x\left(i_{k} \mathcal{T}+l \mathcal{T}\right)-x\left(i_{k} \mathcal{T}\right)\right) \\
\geq & \delta(t) x^{T}\left(i_{k} \mathcal{T}\right) \Omega_{p}^{\chi} x\left(i_{k} \mathcal{T}\right) \tag{21}
\end{align*}
$$

Definition 1: [37] The system (16) is stochastically stable, if the following inequality holds for any initial condition $x(0) \in R^{n}$ and mode $\theta(0) \in \mathcal{N}$ :

$$
E\left\{\int_{0}^{\infty}\|x(\alpha)\|^{2} d \alpha \mid x(0), \theta(0)\right\}<\infty
$$



Fig. 1. The framework of FMJSs under double asynchronous switching controller based on AETM.

## III. Main Results

To facilitate convenient analysis, the notations are presented as follows:

$$
\begin{aligned}
\varsigma_{1}(t) & =\frac{1}{d} \int_{t-d}^{t} x(\alpha) d \alpha, \varsigma_{2}(t)=\frac{1}{d-d(t)} \int_{t-d}^{t-d(t)} x(\alpha) d \alpha \\
\varsigma_{3}(t) & =\frac{1}{d(t)} \int_{t-d(t)}^{t} x(\alpha) d \alpha, \varsigma_{4}(t)=\frac{1}{d^{2}} \int_{t-d}^{t} \int_{\beta}^{t} x(\alpha) d \alpha d \beta \\
\varsigma(t) & =[x(t) \quad \dot{x}(t) \quad x(t-d) \quad x(t-d(t))] \\
\xi(t) & =\operatorname{col}\left\{\varsigma(t), \varsigma_{1}(t), \varsigma_{2}(t), \varsigma_{3}(t), \varsigma_{4}(t), e_{i_{k}}(t), w(t)\right\}, \\
\rho(t) & =\operatorname{col}\left\{x(t), d \varsigma_{1}(t)\right\}, \eta_{1}(t)=\operatorname{col}\left\{x(t), \varsigma_{2}(t)\right\} \\
\eta_{2}(t) & =\operatorname{col}\left\{x(t), \varsigma_{3}(t)\right\}, \Gamma_{1}=\operatorname{col}\left\{e_{1}, d e_{5}\right\}, \\
\Gamma_{2} & =\operatorname{col}\left\{e_{2}, e_{1}-e_{3}\right\}, \Gamma_{3}=\operatorname{col}\left\{\aleph_{1}, \aleph_{2}, \aleph_{3}, \aleph_{4}\right\}, \\
\Gamma_{4} & =\operatorname{col}\left\{\aleph_{5}, \aleph_{6}\right\}, \Gamma_{5}=\operatorname{col}\left\{e_{1}, e_{6}\right\}, \\
\Gamma_{6} & =\operatorname{col}\left\{(d-d(t)) e_{2}, e_{6}-e_{3}\right\}, \Gamma_{7}=\operatorname{col}\left\{e_{1}, e_{7}\right\} \\
\Gamma_{8} & =\operatorname{col}\left\{d(t) e_{2}, e_{1}-e_{7}\right\}, \aleph_{1}=e_{4}-e_{3} \\
\aleph_{2} & =e_{4}+e_{3}-2 e_{6}, \aleph_{3}=e_{1}-e_{4}, \aleph_{4}=e_{1}+e_{4}-2 e_{7} \\
\aleph_{5} & =e_{1}-e_{5}, \aleph_{6}=e_{1}+2 e_{5}-6 e_{8} \\
e_{\mathfrak{x}} & =\left[0_{n \times(\mathfrak{x}-1) n}, I_{n}, 0_{n \times((9-\mathfrak{x}) n+w)}\right] \\
e_{10} & =\left[0_{w \times 9 n}, I_{w}\right], \mathfrak{x}=1,2, \ldots, 9 .
\end{aligned}
$$

Theorem 1: Giving constants $\kappa \geq 1, d \geq 0, \delta>0, \gamma>0$, and $\theta>0$, the trajectories of system (16) starting from $\mathcal{D}_{1}$ will stay in $\mathcal{D}_{2}$ for time $t>d$

$$
\begin{aligned}
& \mathcal{D}_{1}:=\left\{\phi(t):\left.\sum_{\varpi=1}^{5} V_{\varpi}\left(x_{t}\right)\right|_{t=0} \leq 1\right\} \\
& \mathcal{D}_{2}:=\left\{x(t): \sum_{\varpi=1}^{5} V_{\varpi}\left(x_{t}\right) \leq 1+\theta \gamma^{2}\right\},
\end{aligned}
$$

if there exist positive definite matrices $Q_{p j}, S_{b j} \in R^{2 n \times 2 n}$, $R_{1 p j}, R_{c j}, \Omega_{p} \in R^{n \times n}$, matrices $U_{g j}, F \in R^{n \times n}$, such that (19) and the following inequalities hold for $p \in \mathcal{N}, \vartheta \in \mathcal{O}$, $\mathcal{K} \in\left\{\kappa, \frac{1}{\kappa}\right\}, b=1,2, c=1,2,3, g=1,2,3,4$

$$
\left[\begin{array}{cc}
\Theta_{p \vartheta i i}^{2} & \Theta_{p \vartheta i i}^{4 T}  \tag{22}\\
* & -I
\end{array}\right]<0
$$

$$
\left[\begin{array}{ccc}
\Theta_{p \vartheta i j}^{2}+\mathcal{K} \Theta_{p \vartheta j i}^{2} & \Theta_{p \vartheta i j}^{4 T} & \sqrt{\kappa} \Theta_{p \vartheta j i}^{4 T} \\
* & -I & 0 \\
* & * & -I \tag{25}
\end{array}\right]<0,
$$

where

$$
\begin{aligned}
\Psi_{j}= & {\left[\begin{array}{cc}
\bar{R}_{2 j} & \bar{U}_{j} \\
* & \bar{R}_{2 j}
\end{array}\right], \bar{U}_{j}=\left[\begin{array}{cc}
U_{1 j} & U_{2 j} \\
U_{3 j} & U_{4 j}
\end{array}\right], } \\
\Theta_{p \vartheta i j}^{2}= & \Theta_{p \vartheta i j}^{1}-\gamma^{2} e_{10}^{T} e_{10}, \\
\Theta_{p \vartheta i j}^{1}= & \operatorname{sym}\left(\Gamma_{1}^{T} Q_{p j} \Gamma_{2}+\mathcal{F}_{0}^{T} \Im_{p \vartheta i j}\right)+\Gamma_{1}^{T} \sum_{q=1}^{N} \pi_{p q} Q_{q j} \Gamma_{1} \\
& +e_{1}^{T}\left(R_{1 p j}+d R_{1 j}\right) e_{1}-e_{3}^{T} R_{1 p j} e_{3}+e_{2}^{T}\left(d^{2} R_{2 j}\right. \\
& \left.+\frac{1}{2} d^{2} R_{3 j}\right) e_{2}-\Gamma_{5}^{T} S_{1 j} \Gamma_{5}+2 \Gamma_{5}^{T} S_{1 j} \Gamma_{6}+\Gamma_{7}^{T} S_{2 j} \Gamma_{7} \\
& +2 \Gamma_{7}^{T} S_{2 j} \Gamma_{8}+e_{4}^{T} \Omega_{p} e_{4}+e_{9}^{T}\left(\Omega_{p}-\delta \Omega_{p}\right) e_{9} \\
& +2 e_{4}^{T} \Omega_{p} e_{9}-\Gamma_{3}^{T} \Psi_{j} \Gamma_{3}-\Gamma_{4}^{T} \bar{R}_{3 j} \Gamma_{4}, \\
\mathcal{F}_{0}= & F^{T} e_{1}+F^{T} e_{2}, \Im_{p \vartheta i j}=-e_{2}+A_{p i} e_{1} \\
& +\sum_{\vartheta=1}^{O} \sigma_{p \vartheta} B_{1 p i} K_{\vartheta j}\left(e_{4}+e_{9}\right)+D_{p i} e_{10}, \\
\Theta_{p \vartheta i j}^{4}= & \operatorname{col}\left\{\sqrt{\sigma_{p 1}} \mathcal{Y}_{p 1 i j}, \sqrt{\sigma_{p 2}} \mathcal{Y}_{p 2 i j}, \ldots, \sqrt{\sigma_{p O}} \mathcal{Y}_{p O i j}\right\}, \\
\mathcal{Y}_{p \vartheta i j}= & C_{p i} e_{1}+B_{2 p i} K_{\vartheta j}\left(e_{4}+e_{9}\right)+E_{p i} e_{10}, \\
\bar{R}_{2 j}= & \operatorname{diag}\left\{R_{2 j}, 3 R_{2 j}\right\}, \bar{R}_{3 j}=\operatorname{diag}\left\{2 R_{3 j}, 4 R_{3 j}\right\} .
\end{aligned}
$$

Proof: The MFs-dependent LKF is chosen as:

$$
\begin{equation*}
V\left(x_{t}\right)=\sum_{\varpi=1}^{5} V_{\varpi}\left(x_{t}\right) \tag{26}
\end{equation*}
$$

where

$$
\begin{aligned}
V_{1}\left(x_{t}\right)= & \rho^{T}(t) Q_{p h} \rho(t) \\
V_{2}\left(x_{t}\right)= & \int_{t-d}^{t} x^{T}(\alpha) R_{1 p h} x(\alpha) d \alpha \\
& +\int_{-d}^{0} \int_{t+\beta}^{t} x^{T}(\alpha) R_{1 h} x(\alpha) d \alpha d \beta \\
V_{3}\left(x_{t}\right)= & d \int_{-d}^{0} \int_{t+\beta}^{t} \dot{x}^{T}(\alpha) R_{2 h} \dot{x}(\alpha) d \alpha d \beta \\
& +\int_{t-d}^{t} \int_{\gamma}^{t} \int_{\beta}^{t} \dot{x}^{T}(\alpha) R_{3 h} \dot{x}(\alpha) d \alpha d \beta d \gamma \\
V_{4}\left(x_{t}\right)= & (d-d(t)) \eta_{1}^{T}(t) S_{1 h} \eta_{1}(t)+d(t) \eta_{2}^{T}(t) S_{2 h} \eta_{2}(t), \\
V_{5}\left(x_{t}\right)= & \frac{1}{2} \delta^{2}(t), \\
Q_{p h}= & {\left[\begin{array}{cc}
Q_{1 p h} & Q_{2 p h} \\
* & Q_{4 p h}
\end{array}\right], S_{b h}=\left[\begin{array}{cc}
S_{b h}^{1} & S_{b h}^{2} \\
* & S_{b h}^{4}
\end{array}\right] . }
\end{aligned}
$$

Then, we have

$$
\begin{equation*}
\mathcal{L} V\left(x_{t}\right)=\mathcal{L} V^{1}\left(x_{t}\right)+\mathcal{L} V^{2}\left(x_{t}\right) \tag{27}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathcal{L} V^{1}\left(x_{t}\right)= & \xi^{T}(t)\left\{2 \Gamma_{1}^{T} Q_{p h} \Gamma_{2}+\Gamma_{1}^{T} \sum_{q=1}^{N} \pi_{p q} Q_{q h} \Gamma_{1}\right. \\
& +e_{1}^{T}\left(R_{1 p h}+d R_{1 h}\right) e_{1}-e_{3}^{T} R_{1 p h} e_{3}+e_{2}^{T}\left(d^{2} R_{2 h}\right. \\
& \left.+\frac{1}{2} d^{2} R_{3 h}\right) e_{2}-\Gamma_{5}^{T} S_{1 h} \Gamma_{5}+2 \Gamma_{5}^{T} S_{1 h} \Gamma_{6} \\
& \left.+\Gamma_{7}^{T} S_{2 h} \Gamma_{7}+2 \Gamma_{7}^{T} S_{2 h} \Gamma_{8}\right\} \xi(t)+\left(\frac{1}{\delta(t)}-\delta\right) \\
& \times e_{i_{k}}^{T}(t) \Omega_{p} e_{i_{k}}(t)+\int_{t-d}^{t} x^{T}(\alpha)\left(\sum_{q=1}^{N} \pi_{p q} R_{1 q h}\right. \\
& \left.-R_{1 h}\right) x(\alpha) d \alpha-d \int_{t-d}^{t} \dot{x}^{T}(\alpha) R_{2 h} \dot{x}(\alpha) d \alpha \\
& -\int_{t-d}^{t} \int_{\beta}^{t} \dot{x}^{T}(\alpha) R_{3 h} \dot{x}(\alpha) d \alpha d \beta \\
\mathcal{L} V^{2}\left(x_{t}\right)= & \rho^{T}(t) \dot{Q}_{p h} \rho(t)+(d-d(t)) \eta_{1}^{T}(t) \dot{S}_{1 h} \eta_{1}(t) \\
& +d(t) \eta_{2}^{T}(t) \dot{S}_{2 h} \eta_{2}(t)+\int_{t-d}^{t} x^{T}(\alpha) \dot{R}_{1 p h} x(\alpha) d \alpha \\
& +\int_{-d}^{0} \int_{t+\beta}^{t} x^{T}(\alpha) \dot{R}_{1 h} x(\alpha) d \alpha d \beta \\
& +d \int_{-d}^{0} \int_{t+\beta}^{t} \dot{x}^{T}(\alpha) \dot{R}_{2 h} \dot{x}(\alpha) d \alpha d \beta \\
& +\int_{t-d}^{t} \int_{\gamma}^{t} \int_{\beta}^{t} \dot{x}^{T}(\alpha) \dot{R}_{3 h} \dot{x}(\alpha) d \alpha d \beta d \gamma .
\end{aligned}
$$

According to (4) and (5), it has

$$
\begin{align*}
& \left(\frac{1}{\delta(t)}-\delta\right) e_{i_{k}}^{T}(t) \Omega_{p} e_{i_{k}}(t)  \tag{28}\\
\leq & \xi^{T}(t)\left(e_{4}^{T} \Omega_{p} e_{4}+e_{9}^{T}\left(\Omega_{p}-\delta \Omega_{p}\right) e_{9}+2 e_{4}^{T} \Omega_{p} e_{9}\right) \xi(t)
\end{align*}
$$

Based on (13) and system (16), for any invertible matrix $F \in$ $R^{n \times n}$, since $\sum_{\vartheta=1}^{O} \sigma_{p \vartheta}=1$, we have

$$
\begin{align*}
0= & 2 \xi^{T}(t)\left\{( e _ { 1 } ^ { T } F + e _ { 2 } ^ { T } F ) \sum _ { \vartheta = 1 } ^ { O } \sigma _ { p \vartheta } \left(-e_{2}+A_{p h} e_{1}\right.\right. \\
& \left.\left.+B_{1 p \vartheta h h}\left(e_{4}+e_{9}\right)+D_{p h} e_{10}\right)\right\} \xi(t)  \tag{29}\\
= & \xi^{T}(t) \sum_{i=1}^{r} \sum_{j=1}^{r} \varphi_{j} h_{i} h_{j} \operatorname{sym}\left(\mathcal{F}_{0}^{T} \Im_{p \vartheta i j}\right) \xi(t)
\end{align*}
$$

where $\mathcal{F}_{0}$ and $\Im_{p \vartheta i j}$ are defined in Theorem 1.
Combining (19), (27)-(29), and applying the methods in [39] and [40] to address terms $-d \int_{t-d}^{t} \dot{x}^{T}(\alpha) R_{2 h} \dot{x}(\alpha) d \alpha$ and $-\int_{t-d}^{t} \int_{\beta}^{t} \dot{x}^{T}(\alpha) R_{3 h} \dot{x}(\alpha) d \alpha d \beta$, we can obtain

$$
\begin{equation*}
\mathcal{L} V\left(x_{t}\right) \leq \xi^{T}(t) \sum_{i=1}^{r} \sum_{j=1}^{r} \varphi_{j} h_{i} h_{j} \Theta_{p \vartheta i j}^{1} \xi(t) \tag{30}
\end{equation*}
$$

The subsequent $H_{\infty}$ performance function $\mathcal{J}$ is considered:

$$
\begin{aligned}
\mathcal{J}= & \mathcal{L} V\left(x_{t}\right)+y^{T}(t) y(t)-\gamma^{2} w^{T}(t) w(t) \\
\leq & \xi^{T}(t)\left\{\sum_{i=1}^{r} \varphi_{i} h_{i}^{2}\left(\Theta_{p \vartheta i i}^{2}+\Theta_{p \vartheta i i}^{3}\right)+\sum_{i=1}^{r-1} \sum_{j>i}^{r} \varphi_{j} h_{i} h_{j}\right. \\
& \left.\times\left(\Theta_{p \vartheta i j}^{2}+\frac{\varphi_{i}}{\varphi_{j}} \Theta_{p \vartheta j i}^{2}+\Theta_{p \vartheta i j}^{3}+\frac{\varphi_{i}}{\varphi_{j}} \Theta_{p \vartheta j i}^{3}\right)\right\} \xi(t)
\end{aligned}
$$

with $\Theta_{p \vartheta i j}^{3}=\sum_{\vartheta=1}^{O} \sigma_{p \vartheta} \mathcal{Y}_{p \vartheta i j}^{T} \mathcal{Y}_{p \vartheta i j}$.
On account of Schur complement, (22) and (23) imply that

$$
\begin{gather*}
\Theta_{p \vartheta i i}^{2}+\Theta_{p \vartheta i i}^{3}<0  \tag{31}\\
\Theta_{p \vartheta i j}^{2}+\kappa \Theta_{p \vartheta j i}^{2}+\Theta_{p \vartheta i j}^{3}+\kappa \Theta_{p \vartheta j i}^{3}<0  \tag{32}\\
\Theta_{p \vartheta i j}^{2}+\frac{1}{\kappa} \Theta_{p \vartheta j i}^{2}+\Theta_{p \vartheta i j}^{3}+\kappa \Theta_{p \vartheta j i}^{3}<0 . \tag{33}
\end{gather*}
$$

Defining $\beta_{1}=\left(\kappa-\frac{\varphi_{i}}{\varphi_{j}}\right) /\left(\kappa-\frac{1}{\kappa}\right), \beta_{2}=\left(\frac{\varphi_{i}}{\varphi_{j}}-\frac{1}{\kappa}\right) /\left(\kappa-\frac{1}{\kappa}\right)$, from $\left(\kappa-\frac{\varphi_{i}}{\varphi_{j}}\right) \Theta_{p \vartheta j i}^{3}>0$, (32) and (33) can be rewritten as

$$
\begin{align*}
0> & \beta_{1}\left(\Theta_{p \vartheta i j}^{2}+\frac{1}{\kappa} \Theta_{p \vartheta j i}^{2}+\Theta_{p \vartheta i j}^{3}+\frac{\varphi_{i}}{\varphi_{j}} \Theta_{p \vartheta j i}^{3}\right)  \tag{34}\\
& +\beta_{2}\left(\Theta_{p \vartheta i j}^{2}+\kappa \Theta_{p \vartheta j i}^{2}+\Theta_{p \vartheta i j}^{3}+\frac{\varphi_{i}}{\varphi_{j}} \Theta_{p \vartheta j i}^{3}\right)
\end{align*}
$$

which yields

$$
\begin{equation*}
\Theta_{p \vartheta i j}^{2}+\frac{\varphi_{i}}{\varphi_{j}} \Theta_{p \vartheta j i}^{2}+\Theta_{p \vartheta i j}^{3}+\frac{\varphi_{i}}{\varphi_{j}} \Theta_{p \vartheta j i}^{3}<0 . \tag{35}
\end{equation*}
$$

According to (31) and (35), it follows that $\mathcal{J}<0$, i.e. $V\left(x_{t}\right)<$ $V\left(x_{0}\right)+\gamma^{2} \int_{0}^{t} w^{T}(t) w(t) d t$. From Assumption 1, we have $V\left(x_{t}\right)<1+\theta \gamma^{2}$. Moreover, when $w(t)=0$, we can easily get $\mathcal{L} V\left(x_{t}\right) \leq-\eta x^{T}(t) x(t)$. Based on Definition 1, system (16) is stochastically stable with $H_{\infty}$ performance level $\gamma$, and the trajectories will start from $\mathcal{D}_{1}$ and stay in $\mathcal{D}_{2}$ for time $t>d$.

Remark 5: A MFs-dependent LKF with two delay-producttype (DPT) terms is designed in this paper. Unlike the LKF proposed in [22], [24], [25], this LKF has a more general form, and the information of modes, MFs, and time-varying delays are included simultaneously, which is more in line with the model of FMJSs. Besides, the introduction of DPT terms will relax the constraints in some locations and include more timevarying delay information. Therefore, the LKF presented in this paper provides a comprehensive framework for analyzing the stochastic stability and $H_{\infty}$ performance of FMJSs, which is less conservative than other methods.

The set $\mathcal{D}_{1}$ is highly complex and difficult to measure precisely because of the presence of integral terms and the derivative of the initial state $(\dot{\phi}(t))$. To estimate the local stabilization region, we assume that $\phi(t)$ and $\dot{\phi}(t)$ are smooth within the interval $[-d, 0]$, and for any $t_{1}, t_{2} \in[-d, 0]$, we have $\phi\left(t_{1}\right) \leq \dot{\phi}(t) \leq \phi\left(t_{2}\right)$. Thus, we can obtain $\dot{\phi}(t)=\sum_{\iota=1}^{2} \lambda_{\iota}(t) \phi\left(t_{\iota}\right)$ with $0 \leq \lambda_{\iota}(t) \leq 1, \sum_{\iota=1}^{2} \lambda_{\iota}(t)=1$. Then, it follows that $\dot{\phi}^{T}(\alpha) R_{\mathfrak{s h}(0)} \dot{\phi}(\alpha) \leq \sum_{\iota=1}^{2} \lambda_{\iota}(\alpha) \phi_{\mathfrak{s}}^{\iota \iota}$, where $\phi_{\mathfrak{s}}^{\iota \iota}=\phi^{T}\left(t_{\iota}\right) R_{\mathfrak{s} h(0)} \phi\left(t_{\iota}\right), \iota=1,2, \mathfrak{s}=2,3$.

Letting $\phi^{T}(\mathfrak{w}) R_{1 p h(0)} \phi(\mathfrak{w})=\bar{\Re}_{1 p h(0)}, \phi^{T}(\mathfrak{w}) R_{c h(0)} \phi(\mathfrak{w})=$ $\bar{\Re}_{c h(0)}(c=1,2,3)$, we can obtain

$$
\begin{aligned}
\left.V_{2}\left(x_{t}\right)\right|_{t=0} \leq & d \max _{-d \leq \mathfrak{w} \leq 0}\left(\bar{\Re}_{1 p h(0)}\right)+\frac{1}{2} d^{2} \max _{-d \leq \mathfrak{w} \leq 0}\left(\bar{\Re}_{1 h(0)}\right) \\
\left.V_{3}\left(x_{t}\right)\right|_{t=0} \leq & d \int_{-d}^{0} \int_{\beta}^{0} \sum_{\iota=1}^{2} \lambda_{\iota}(\alpha) \phi_{2}^{\iota \iota} d \alpha d \beta \\
& +\int_{-d}^{0} \int_{\gamma}^{0} \int_{\beta}^{0} \sum_{\iota=1}^{2} \lambda_{\iota}(\alpha) \phi_{3}^{\iota \iota} d \alpha d \beta d \gamma \\
\leq & \frac{1}{2} d^{3} \max _{-d \leq \mathfrak{w} \leq 0}\left(\bar{\Re}_{2 h(0)}\right)+\frac{1}{6} d^{3} \max _{-d \leq \mathfrak{w} \leq 0}\left(\bar{\Re}_{3 h(0)}\right) .
\end{aligned}
$$

Supposing $Q_{2 p h(0)}=Q_{2 p h(0)}^{T} \geq 0, S_{b h(0)}^{2}=S_{b h(0)}^{2 T} \geq 0(b=$ 1,2 ), letting $\mathfrak{F}_{1}=\int_{-d}^{0} \phi(\alpha) d \alpha, \mathfrak{F}_{2}=\frac{1}{d-d(0)} \int_{-d}^{-d(0)} \phi(\alpha) d \alpha$, $\mathfrak{F}_{3}=\frac{1}{d(0)} \int_{-d(0)}^{0} \phi(\alpha) d \alpha$, we have

$$
\begin{aligned}
\left.V_{1}\left(x_{t}\right)\right|_{t=0} \leq & \phi^{T}(0) \mathcal{Z}_{1 p h(0)} \phi(0)+\mathfrak{F}_{1}^{T} \mathcal{Z}_{2 p h(0)} \mathfrak{F}_{1} \\
\leq & \max _{-d \leq \mathfrak{w} \leq 0}\left(\mathfrak{P}_{1 p h(0)}\right)+d^{2} \max _{-d \leq \mathfrak{w} \leq 0}\left(\mathfrak{P}_{2 p h(0)}\right), \\
\left.V_{4}\left(x_{t}\right)\right|_{t=0} \leq & d\left\{\phi^{T}(0) \mathcal{Z}_{3 h(0)} \phi(0)+\mathfrak{F}_{2}^{T} \mathcal{Z}_{4 h(0)} \mathfrak{F}_{2}\right. \\
& \left.+\mathfrak{F}_{3}^{T} \mathcal{Z}_{5 h(0)} \mathfrak{F}_{3}\right\} \\
\leq & d \max _{-d \leq \mathfrak{w} \leq 0}\left(\mathfrak{P}_{3 h(0)}\right)+d \max _{-d \leq \mathfrak{w} \leq 0}\left(\mathfrak{P}_{4 h(0)}\right) \\
& +d \max _{-d \leq \mathfrak{w} \leq 0}\left(\mathfrak{P}_{5 h(0)}\right), \\
\mathfrak{P}_{\mathfrak{e}(p) h(0)}= & \phi^{T}(\mathfrak{w}) \mathcal{Z}_{\mathfrak{e}(p) h(0)} \phi(\mathfrak{w}), \mathfrak{e}=1,2,3,4,5,
\end{aligned}
$$

where

$$
\begin{aligned}
\mathcal{Z}_{1 p h(0)} & =Q_{1 p h(0)}+Q_{2 p h(0)}, \mathcal{Z}_{2 p h(0)}=Q_{2 p h(0)}+Q_{4 p h(0)} \\
\mathcal{Z}_{3 h(0)} & =S_{1 h(0)}^{1}+S_{1 h(0)}^{2}+S_{2 h(0)}^{1}+S_{2 h(0)}^{2} \\
\mathcal{Z}_{4 h(0)} & =S_{1 h(0)}^{2}+S_{1 h(0)}^{4}, \mathcal{Z}_{5 h(0)}=S_{2 h(0)}^{2}+S_{2 h(0)}^{4}
\end{aligned}
$$

From $\delta(0) \in(0,1)$, we have $\left.V_{5}\left(x_{t}\right)\right|_{t=0}=\frac{1}{2} \delta^{2}(0) \leq \frac{1}{2}$. Therefore, combining the above calculations of $V_{1}\left(x_{t}\right)-$ $V_{5}\left(x_{t}\right)$, for positive definite matrix $\mathfrak{S}_{p j}$, consider the following constraint such that the sum of all partial matrices is less than $\mathfrak{S}_{p j}$, i.e.

$$
\begin{align*}
\mathfrak{S}_{p j} \geq & \frac{1}{2}\left(d^{3} R_{2 j}+d^{2} R_{1 j}+1\right)+\frac{1}{6} d^{3} R_{3 j}+d R_{1 p j}+d^{2}\left(Q_{2 p j}\right. \\
& \left.+Q_{4 p j}\right)+\sum_{b=1}^{2} Q_{b p j}+d \sum_{b=1}^{2}\left(S_{b j}^{1}+2 S_{b j}^{2}+S_{b j}^{4}\right) \tag{36}
\end{align*}
$$

we can obtain the estimation of $\mathcal{D}_{1}$

$$
\begin{equation*}
\overline{\mathcal{D}}_{1}:=\left\{\phi(t): \phi^{T}(\mathfrak{w}) \mathfrak{S}_{p h(0)} \phi(\mathfrak{w}) \leq 1, \forall \mathfrak{w} \in[-d, 0]\right\} \tag{37}
\end{equation*}
$$

Similarly, the estimation of $\mathcal{D}_{2}$ is

$$
\begin{equation*}
\overline{\mathcal{D}}_{2}:=\left\{x(t): x^{T}(t) \mathfrak{S}_{p h(0)} x(t) \leq 1+\theta \gamma^{2}\right\} \tag{38}
\end{equation*}
$$

Remark 6: It should be pointed out that $\overline{\mathcal{D}}_{2}$ must be contained in the compact set $\mathbb{C}=\bigcap_{\mathfrak{h}}\left\{x(t):\left|\mathfrak{k}_{\mathfrak{h}} x(t)\right| \leq \beta_{\mathfrak{h}}\right\}, \mathfrak{h}=$ $1,2, \ldots, n$. According to the Lagrange multiplier method, this constraint means, any $t$ satisfying $\mathfrak{k}_{\mathfrak{h}} x(t)= \pm \beta_{\mathfrak{h}}$, we have $x^{T}(t) \mathfrak{S}_{p j} x(t) \geq 1+\theta \gamma^{2}$, i.e.

$$
\begin{equation*}
\min \left\{x^{T}(t) \mathfrak{S}_{p j} x(t) \mid \mathfrak{k}_{\mathfrak{h}} x(t)= \pm \beta_{\mathfrak{h}}\right\} \geq 1+\theta \gamma^{2} \tag{39}
\end{equation*}
$$

Define the Lagrange function $L(x(t))=x^{T}(t) \mathfrak{S}_{p j} x(t)+$ $\varepsilon\left(\mathfrak{k}_{\mathfrak{h}} x(t) \mp \beta_{\mathfrak{h}}\right)$ with Lagrange factor $\varepsilon$, it has

$$
\left\{\begin{array}{l}
\frac{\partial L(x(t))}{\partial x(t)}=2 x^{T}(t) \mathfrak{S}_{p j}+\varepsilon \mathfrak{k}_{\mathfrak{h}}=0  \tag{40}\\
\mathfrak{k}_{\mathfrak{h}} x(t) \mp \beta_{\mathfrak{h}}=0
\end{array}\right.
$$

Solving (40), we obtain $\varepsilon^{*}=\mp 2 \beta_{\mathfrak{h}}\left(\mathfrak{k}_{\mathfrak{h}} \mathfrak{S}_{p j}^{-1} \mathfrak{k}_{\mathfrak{h}}^{T}\right)^{-1}, x^{*}(t)=$ $\pm \beta_{\mathfrak{h}} \mathfrak{S}_{p j}^{-1} \mathfrak{k}_{\mathfrak{h}}^{T}\left(\mathfrak{k}_{\mathfrak{h}} \mathfrak{S}_{p j}^{-1} \mathfrak{k}_{\mathfrak{h}}^{T}\right)^{-1}$. Substituting $x^{*}(t)$ into (39) and applying Schur complement, we have

$$
\left[\begin{array}{cc}
\frac{\beta_{\mathfrak{h}}^{2}}{1+\theta \gamma^{2}} & \mathfrak{k}_{\mathfrak{h}}  \tag{41}\\
* & \mathfrak{S}_{p j}
\end{array}\right] \geq 0
$$

Theorem 2: Giving constants $\kappa \geq 1, d \geq 0, \delta>0, \gamma>0$, $\theta>0$, and $\beta_{\mathfrak{h}}>0$, the trajectories of system (16) starting from $\overline{\mathcal{D}}_{1}$ will stay in $\overline{\mathcal{D}}_{2}$ for time $t>d$, if there exist positive definite matrices $\tilde{Q}_{p j}, \tilde{S}_{b j} \in R^{2 n \times 2 n}, \tilde{R}_{1 p j}, \tilde{R}_{c j}, \tilde{\Omega}_{p}, \mathfrak{S}_{p j}^{*} \in R^{n \times n}$, matrices $\tilde{U}_{g j}, G \in R^{n \times n}, \mathcal{Z}_{\vartheta j} \in R^{l \times n}$, such that (19) and the following inequalities hold for $p \in \mathcal{N}, \vartheta \in \mathcal{O}, \mathcal{K} \in\left\{\kappa, \frac{1}{\kappa}\right\}$, $b=1,2, c=1,2,3, f=1,2,4, g=1,2,3,4, \mathfrak{h}=1,2, \ldots, n$

$$
\begin{gather*}
{\left[\begin{array}{ccc}
\tilde{\Theta}_{p \vartheta i i}^{2} & \tilde{\Theta}_{p \vartheta i i}^{4 T} \\
* & -I
\end{array}\right]<0}  \tag{42}\\
{\left[\begin{array}{ccc}
\tilde{\Theta}_{p \vartheta i j}^{2}+ & \mathcal{K} \tilde{\Theta}_{p \vartheta j i}^{2} & \tilde{\Theta}_{p \vartheta i j}^{4 T} \\
* & -I & \sqrt{\kappa} \tilde{\Theta}_{p \vartheta j i}^{4 T} \\
* & * & -I
\end{array}\right]<0}  \tag{43}\\
 \tag{44}\\
\sum_{q=1}^{N} \pi_{p q} \tilde{R}_{1 q j}-\tilde{R}_{1 j} \leq 0  \tag{45}\\
 \tag{46}\\
\tilde{\Psi}_{j} \geq 0  \tag{47}\\
\\
{\left[\begin{array}{cc}
\Xi_{p j} & \frac{\sqrt{2}}{2} G \\
* & -I
\end{array}\right] \leq 0} \\
\\
{\left[\begin{array}{cc}
\frac{\beta_{1}^{2}}{1+\theta \gamma^{2}} & \mathfrak{k}_{\mathfrak{h}} G^{T} \\
* & \mathfrak{S}_{p j}^{*}
\end{array}\right] \geq 0}
\end{gather*}
$$

where

$$
\begin{aligned}
\tilde{\Psi}_{j}= & {\left[\begin{array}{cc}
\hat{R}_{2 j} & \tilde{U}_{j} \\
* & \hat{R}_{2 j}
\end{array}\right], \tilde{U}_{j}=\left[\begin{array}{cc}
\tilde{U}_{1 j} & \tilde{U}_{2 j} \\
\tilde{U}_{3 j} & \tilde{U}_{4 j}
\end{array}\right], } \\
\tilde{\Theta}_{p \vartheta i j}^{2}= & \tilde{\Theta}_{p \vartheta i j}^{1}-\gamma^{2} e_{10}^{T} e_{10}, \\
\tilde{\Theta}_{p \vartheta i j}^{1}= & \tilde{\Theta}_{p \vartheta i j}^{*}+e_{4}^{T} \tilde{\Omega}_{p} e_{4}+e_{9}^{T}\left(\tilde{\Omega}_{p}-\delta \tilde{\Omega}_{p}\right) e_{9}+2 e_{4}^{T} \tilde{\Omega}_{p} e_{9}, \\
\tilde{\Theta}_{p \vartheta i j}^{*}= & \operatorname{sym}\left(\Gamma_{1}^{T} \tilde{Q}_{p j} \Gamma_{2}+\tilde{\mathcal{F}}_{0}^{T} \tilde{\Im}_{p \vartheta i j}\right)+\Gamma_{1}^{T} \sum_{q=1}^{N} \pi_{p q} \tilde{Q}_{q j} \Gamma_{1} \\
& +e_{1}^{T}\left(\tilde{R}_{1 p j}+d \tilde{R}_{1 j}\right) e_{1}-e_{3}^{T} \tilde{R}_{1 p j} e_{3}+e_{2}^{T}\left(d^{2} \tilde{R}_{2 j}\right. \\
& \left.+\frac{1}{2} d^{2} \tilde{R}_{3 j}\right) e_{2}-\Gamma_{5}^{T} \tilde{S}_{1 j} \Gamma_{5}+2 \Gamma_{5}^{T} \tilde{S}_{1 j} \Gamma_{6}+\Gamma_{7}^{T} \tilde{S}_{2 j} \Gamma_{7} \\
& +2 \Gamma_{7}^{T} \tilde{S}_{2 j} \Gamma_{8}-\Gamma_{3}^{T} \tilde{\Psi}_{j} \Gamma_{3}-\Gamma_{4}^{T} \hat{R}_{3 j} \Gamma_{4}, \\
\tilde{\Theta}_{p \vartheta i j}^{4}= & \operatorname{col}\left\{\sqrt{\sigma_{p 1}} \tilde{\mathcal{Y}}_{p 1 i j}, \sqrt{\sigma_{p 2}} \tilde{\mathcal{Y}}_{p 2 i j}, \ldots, \sqrt{\sigma_{p O}} \tilde{\mathcal{Y}}_{p O i j}\right\}, \\
\tilde{\mathcal{F}}_{0}= & e_{1}+e_{2}, \tilde{\Im}_{p \vartheta i j}=-G^{T} e_{2}+A_{p i} G^{T} e_{1} \\
& +\sum_{\vartheta=1}^{O} \sigma_{p \vartheta} B_{1 p i} \mathcal{Z}_{\vartheta j}\left(e_{4}+e_{9}\right)+D_{p i} e_{10}, \\
\tilde{\mathcal{Y}}_{p \vartheta i j}= & C_{p i} G^{T} e_{1}+B_{2 p i} \mathcal{Z}_{\vartheta j}\left(e_{4}+e_{9}\right)+E_{p i} e_{10}, \\
\Xi_{p j}= & \frac{1}{2} d^{3} \tilde{R}_{2 j}+\frac{1}{6} d^{3} \tilde{R}_{3 j}+d \tilde{R}_{1 p j}+\frac{1}{2} d^{2} \tilde{R}_{1 j}+\tilde{Q}_{1 p j} \\
& +\tilde{Q}_{2 p j}+d^{2}\left(\tilde{Q}_{2 p j}+\tilde{Q}_{4 p j}\right)+d \sum_{b=1}^{2}\left(\tilde{S}_{b j}^{1}\right. \\
& \left.+2 \tilde{S}_{b j}^{2}+\tilde{S}_{b j}^{4}\right)-\mathfrak{S}_{p j}^{*}, \\
\hat{R}_{2 j}= & \operatorname{diag}\left\{\tilde{R}_{2 j}, 3 \tilde{R}_{2 j}\right\}, \hat{R}_{3 j}=\operatorname{diag}\left\{2 \tilde{R}_{3 j}, \tilde{4} R_{3 j}\right\}, \\
\bar{G}= & \operatorname{diag}\{G, G\}, \mathfrak{S}_{p j}^{*}=G \mathfrak{S}_{p j} G^{T}, \\
\tilde{Q}_{p j}= & \bar{G} Q_{p j} \bar{G}^{T}, \tilde{S}_{b j}=\bar{G} S_{b j} \bar{G}^{T}, \tilde{R}_{1 p j}=G R_{1 p j} G^{T}, \\
&
\end{aligned}
$$

$$
\begin{aligned}
\tilde{R}_{c j} & =G R_{c j} G^{T}, \tilde{U}_{g j}=G U_{g j} G^{T}, \tilde{Q}_{f p j}=G Q_{f p j} G^{T} \\
\tilde{S}_{b j}^{f} & =G S_{b j}^{f} G^{T}, \tilde{\Omega}_{p}=G \Omega_{p} G^{T}
\end{aligned}
$$

and the controller gain is

$$
\begin{equation*}
K_{\vartheta j}=\mathcal{Z}_{\vartheta j} G^{-T} \tag{48}
\end{equation*}
$$

## Proof:Define

$$
\begin{aligned}
\mathcal{G}_{1} & =\operatorname{diag}\{\overline{\mathcal{G}}, \overline{\mathcal{G}}, G, I, \overline{\mathcal{I}}\}, \mathcal{G}_{2}=\operatorname{diag}\{\overline{\mathcal{G}}, \overline{\mathcal{G}}, G, I, \overline{\mathcal{I}}, \overline{\mathcal{I}}\}, \\
\overline{\mathcal{G}} & =\operatorname{diag}\{G, G, G, G\}, \overline{\mathcal{I}}=\operatorname{diag} \overbrace{\{I, I, \ldots, I\}}^{O} \\
\hat{\mathcal{G}} & =\operatorname{diag}\{I, G\}, G=F^{-1},
\end{aligned}
$$

based on Schur complement, pre- and post- multiply (22)-(25), (36), (41) by $\mathcal{G}_{1}, \mathcal{G}_{2}, G, \overline{\mathcal{G}}, G, \hat{\mathcal{G}}$ and the transpositions, we have (42)-(47).

The number of decision variables in Theorem 2 can be calculated as $r n(3.5+9.5 n+2 p+3 n p+l \vartheta)+0.5 p n^{2}+0.5 n p+n^{2}$. Hence, the computational complexity is contingent upon the values of modes $p, \vartheta$, orders $n, l$, and rules $r$.

According to Remark 1, the controller design approach based on TETM (6) is presented in the corollary as follows.

Corollary 1: Giving constants $\kappa \geq 1, d \geq 0,0 \leq \delta^{*}<1$, $\gamma>0, \theta>0$, and $\beta_{\mathfrak{h}}>0$, the trajectories of system (16) starting from $\overline{\mathcal{D}}_{1}$ will stay in $\overline{\mathcal{D}}_{2}$ for time $t>d$, if there exist positive definite matrices $\tilde{Q}_{p j}, \tilde{S}_{b j} \in R^{2 n \times 2 n}, \tilde{R}_{1 p j}, \tilde{R}_{c j}$, $\tilde{\Omega}_{p}, \mathfrak{S}_{p j}^{*} \in R^{n \times n}$, matrices $\tilde{U}_{g j}, G \in R^{n \times n}, \mathcal{Z}_{\vartheta j} \in R^{l \times n}$, such that (19), (44)-(47) and the following inequalities hold for $p \in \mathcal{N}, \vartheta \in \mathcal{O}, \mathcal{K} \in\left\{\kappa, \frac{1}{\kappa}\right\}, b=1,2, c=1,2,3$, $f=1,2,4, g=1,2,3,4, \mathfrak{h}=1,2, \ldots, n$

$$
\begin{gather*}
{\left[\begin{array}{cc}
\hat{\Theta}_{p \vartheta i i}^{2} & \tilde{\Theta}_{p \vartheta i i}^{4 T} \\
* & -I
\end{array}\right]<0}  \tag{49}\\
{\left[\begin{array}{ccc}
\hat{\Theta}_{p \vartheta i j}^{2}+\mathcal{K} \hat{\Theta}_{p \vartheta j i}^{2} & \tilde{\Theta}_{p \vartheta i j}^{4 T} & \sqrt{\kappa} \tilde{\Theta}_{p \vartheta j i}^{4 T} \\
* & -I & 0 \\
* & * & -I
\end{array}\right]<0} \tag{50}
\end{gather*}
$$

where
$\hat{\Theta}_{p \vartheta i j}^{2}=\hat{\Theta}_{p \vartheta i j}^{1}-\gamma^{2} e_{10}^{T} e_{10}$,
$\hat{\Theta}_{p \vartheta i j}^{1}=\tilde{\Theta}_{p \vartheta i j}^{*}+e_{4}^{T} \delta^{*} \tilde{\Omega}_{p} e_{4}+e_{9}^{T}\left(\delta^{*} \tilde{\Omega}_{p}-\tilde{\Omega}_{p}\right) e_{9}+2 e_{4}^{T} \delta^{*} \tilde{\Omega}_{p} e_{9}$.
Proof: The process is the same as Theorem 2, thus being omitted.

## IV. Illustrative examples

Example 1: To prove the practicability of our method, a mass-spring-damper mechanical system is considered as follows [2], [4], [38]:

$$
M \ddot{\mathfrak{s}}(t)+D \dot{\mathfrak{s}}(t)+f(\mathfrak{s}(t))=\phi(\dot{\mathfrak{s}}(t)) u(t)+w(t),
$$

where $M$ is the mass, $D$ denotes the viscous damping, $u(t)$ is the force, $w(t)$ is the disturbance, and $\mathfrak{s}(t)$ is the position. $\phi(\dot{\mathfrak{s}}(t))$ and $f(\mathfrak{s}(t))$ are associated with the input and spring. Assume that $x(t)=\left[\begin{array}{ll}\dot{\mathfrak{s}}^{T}(t) & \mathfrak{s}^{T}(t)\end{array}\right]^{T}, \phi(\dot{\mathfrak{s}}(t))=$ $1+g_{1} \dot{\mathfrak{s}}^{3}(t), f(\mathfrak{s}(t))=g \mathfrak{s}(t)\left(g \in\left[g_{2}, g_{3}\right]\right), \mathfrak{s}(t) \in[-1.5,1.5]$, $\dot{\mathfrak{s}}(t) \in[-1.5,1.5], M=1, D=1, g_{1}=0.13, g_{2}=0.5$, $g_{3}=1.81$.


Fig. 2. The state responses (Example 1).

Considering the stochastic variations observed in system parameters and structure, we assume two jump modes, accompanied by the following TP matrix:

$$
\Pi_{1}=\left[\begin{array}{cc}
-3 & 3 \\
4 & -4
\end{array}\right]
$$

Applying the method in [2] and [38], with $h_{1}=0.5+\frac{x_{1}^{3}(t)}{6.75}$, $h_{2}=0.5-\frac{x_{1}^{3}(t)}{6.75}$, the nonlinear system can be represented by the FMJSs with the following parameters:

$$
\begin{aligned}
A_{11} & =\left[\begin{array}{cc}
-1 & -1.155 \\
1 & 0
\end{array}\right], A_{21}=\left[\begin{array}{cc}
-1 & -2.210 \\
1 & 0
\end{array}\right] \\
A_{12} & =\left[\begin{array}{cc}
-1 & -1.155 \\
1 & 0
\end{array}\right], A_{22}=\left[\begin{array}{cc}
-1 & -2.210 \\
1 & 0
\end{array}\right] \\
B_{111} & =\left[\begin{array}{c}
1.4387 \\
0
\end{array}\right], B_{121}=\left[\begin{array}{c}
0.5755 \\
0
\end{array}\right] \\
B_{112} & =\left[\begin{array}{c}
0.5613 \\
0
\end{array}\right], B_{122}=\left[\begin{array}{c}
0.2245 \\
0
\end{array}\right] \\
B_{211} & =B_{212}=\left[\begin{array}{l}
0 \\
1
\end{array}\right], B_{221}=B_{222}=\left[\begin{array}{cc}
0 \\
0.8
\end{array}\right] \\
D_{\theta(t) 1} & =D_{\theta(t) 2}=\left[\begin{array}{l}
1 \\
0
\end{array}\right], C_{\theta(t) 1}=C_{\theta(t) 2}=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right] .
\end{aligned}
$$

Furthermore, the constraints related to MFs are as follows: if $\dot{h}_{1}<0$, we have

$$
\mathfrak{G}_{1(p=1,2)}=\left\{\begin{array}{l}
Q_{p 1}-Q_{p 2}>0, R_{1 p 1}-R_{1 p 2}>0 \\
R_{c 1}-R_{c 2}>0, S_{b 1}-S_{b 2}>0
\end{array}\right\}
$$

if $\dot{h}_{1} \geq 0$, we have

$$
\mathfrak{G}_{2(p=1,2)}=\left\{\begin{array}{l}
Q_{p 1}-Q_{p 2} \leq 0, R_{1 p 1}-R_{1 p 2} \leq 0 \\
R_{c 1}-R_{c 2} \leq 0, S_{b 1}-S_{b 2} \leq 0
\end{array}\right\}
$$

with $c=1,2,3, b=1,2$.
Letting $d=0.8, \kappa=1.1, \delta=30, \theta=1 / 4$, $\mathcal{T}=0.08, \mathfrak{k}_{1}=\left[\begin{array}{ll}1 & 0\end{array}\right], \mathfrak{k}_{2}=\left[\begin{array}{ll}0 & 1\end{array}\right], \mathbb{C}=$ $\left\{x(t):\left|x_{\mathfrak{h}}(t)\right| \leq 1.5, \mathfrak{h}=1,2\right\}$, Table II illustrates the optimal $H_{\infty}$ index $\gamma$ obtained by different approaches. For example, in case III, the optimal $H_{\infty}$ index $\gamma$ is $\gamma_{1}=0.5548$ under $\mathfrak{G}_{1(p=1,2)}$ and $\gamma_{2}=0.5548$ under $\mathfrak{G}_{2(p=1,2)}$. Hence, the final optimal $H_{\infty}$ index $\gamma$ is determined as $\gamma_{\text {min }}=\min \left\{\gamma_{1}, \gamma_{2}\right\}=$ 0.5548 , indicating that the approach presented in this article


Fig. 3. The trajectories of $\theta(t)$ and $o(t)$ (Example 1).


Fig. 4. Variation of $\delta(t)$ (Example 1).


Fig. 5. AETM triggering instants (Example 1).
is less conservative than [38]. Meanwhile, when applying identical parameters, the value of $\gamma$ obtained through the switching method in [7], [8] is 0.5627 , which means that the method proposed in this paper offers a more comprehensive theoretical framework with a relatively modest impact on $H_{\infty}$ performance. Moreover, Table I presents the CP matrices including synchronous case, partially asynchronous case, and completely asynchronous case. From Table II, we can find that the optimal $H_{\infty}$ index $\gamma$ becomes bigger as asynchrony intensifies.

Especially, in case III, take $\gamma=1.8$, the corresponding

TABLE I CONDITIONAL PROBABILITY $\Pi_{2}$ (EXAMPLE 1 )

|  | case I | case II | case III |
| :---: | :---: | :---: | :---: |
| $\Pi_{2}$ | $\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]$ | $\left[\begin{array}{cc}1 & 0 \\ 0.4 & 0.6\end{array}\right]$ | $\left[\begin{array}{cc}0.2 & 0.8 \\ 0.4 & 0.6\end{array}\right]$ |

TABLE II
OPTIMAL $\gamma$ FOR DIFFERENT CONDITIONAL PROBABILITIES (EXAMPLE 1)

| $\gamma_{\text {min }}$ | case I | case II | case III |
| :---: | :---: | :---: | :---: |
| Theorem 2 | 0.5536 | 0.5539 | 0.5548 |
| $[38]$ | 0.9046 | 0.9074 | 0.9159 |

TABLE III
Data transmission rate for different $\delta(0)$ (EXAMPLE 1)

| $\delta(0)$ | 0.1 | 0.2 | 0.4 | 0.6 | 0.8 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Triggering times | 57 | 52 | 37 | 25 | 19 |
| Transmission rate | $45.6 \%$ | $41.6 \%$ | $29.6 \%$ | $20.0 \%$ | $15.2 \%$ |

controller matrices are

$$
\begin{aligned}
& K_{11}^{1}=\left[\begin{array}{ll}
-0.12 & -0.03
\end{array}\right], K_{12}^{1}=\left[\begin{array}{ll}
-0.07 & -0.02
\end{array}\right], \\
& K_{21}^{1}=\left[\begin{array}{ll}
-0.13 & -0.14
\end{array}\right], K_{22}^{1}=\left[\begin{array}{ll}
-0.09 & -0.08
\end{array}\right], \\
& K_{11}^{2}=\left[\begin{array}{ll}
-0.04 & 0.00
\end{array}\right], K_{12}^{2}=\left[\begin{array}{ll}
-0.12 & -0.04
\end{array}\right], \\
& K_{21}^{2}=\left[\begin{array}{ll}
-0.05 & -0.04
\end{array}\right], K_{22}^{2}=\left[\begin{array}{ll}
-0.14 & -0.11
\end{array}\right] .
\end{aligned}
$$

Under the initial conditions $x(0)=\left[\begin{array}{cc}0.2 & 0.4\end{array}\right]^{T}$, the disturbance $w(t)=\sqrt{t} e^{-t}$ with bounded energy $\left(\int_{0}^{t} w^{T}(t) w(t) d t \leq \theta=1 / 4\right)$, the triggering times and data transmission rate for different $\delta(0)$ are illustrated in Table III. It can be seen that the triggering times and data transmission rate decrease as $\delta(0)$ increases. In particular, with $\delta(0)=0.2$, Figure 2 and Figure 3 illustrate the state responses and asynchronous Markov stochastic processes, demonstrating the effectiveness of the proposed asynchronous controller design approach. Figure 4 plots the trajectory of adaptive triggering parameter $\delta(t)$, which is dynamically adjusted and eventually approaches 0.0345 . Based on AETM, the release instants are shown in Figure 5. Furthermore, Figure 6 depicts the trajectories of $d h_{1} / d t$ and control input $u$, with switching points $L_{1}(t=0.8), L_{2}(t=1), L_{3}(t=1.6)$, and $\dot{h}_{1}(0.8)=0.0011$, $\dot{h}_{1}(1)=-0.0026, \dot{h}_{1}(1.6)=0.0058$. It can be observed that the controller exhibits a pronounced switching behavior, where it is $u_{1}$ within the time interval $\left[0, L_{1}\right]$, switches to $u_{2}$ during the time interval $\left[L_{1}, L_{2}\right]$, reverts back to $u_{1}$ within the time interval $\left[L_{2}, L_{3}\right]$, and ultimately switches to $u_{2}$ in the time interval $\left[L_{3},+\infty\right]$. Besides, Figure 7 shows the sets $\overline{\mathcal{D}}_{1}, \overline{\mathcal{D}}_{2}$, and the responses of four initial states from the boundary. We can observe that two trajectories leave $\overline{\mathcal{D}}_{1}$ but stay in $\overline{\mathcal{D}}_{2}$ and return to $\overline{\mathcal{D}}_{1}$ soon, which confirms our conclusion.

Example 2: When $\mathcal{N}=\{1\}$, consider the two-rule fuzzy system with the following parameters [20], [22]:

$$
\begin{aligned}
A_{1} & =\left[\begin{array}{cc}
-2 & 0 \\
0 & -0.9
\end{array}\right], A_{2}=\left[\begin{array}{cc}
-1 & 0.5 \\
0 & -1
\end{array}\right] \\
B_{11} & =\left[\begin{array}{cc}
-1 & 0 \\
-1 & -1
\end{array}\right], B_{12}=\left[\begin{array}{cc}
-1 & 0 \\
0.1 & -1
\end{array}\right]
\end{aligned}
$$



Fig. 6. The trajectories of $d h_{1} / d t$ and control input $u$ (Example 1).


Fig. 7. The sets $\overline{\mathcal{D}}_{1}, \overline{\mathcal{D}}_{2}$ and four trajectories starting on the boundary of $\overline{\mathcal{D}}_{1}$ (Example 1).


Fig. 8. The state responses (Example 2).

$$
\begin{aligned}
B_{21} & =\left[\begin{array}{ll}
0.4 & 0.2 \\
0.1 & 0.7
\end{array}\right], B_{22}=\left[\begin{array}{ll}
0.3 & 0.5 \\
0.2 & 0.6
\end{array}\right] \\
D_{1} & =\left[\begin{array}{ll}
0.5 & 0.4 \\
0.2 & 0.3
\end{array}\right], D_{2}=\left[\begin{array}{ll}
0.1 & 0.6 \\
0.8 & 0.7
\end{array}\right] \\
C_{1} & =\left[\begin{array}{ll}
0.1 & 0.3 \\
0.4 & 0.6
\end{array}\right], C_{2}=\left[\begin{array}{ll}
0.5 & 0.1 \\
0.4 & 0.1
\end{array}\right] \\
h_{1} & =\frac{1-\sin \left(x_{1}(t)\right)}{2}, h_{2}=1-h_{1}
\end{aligned}
$$

Setting $\mathbb{C}=\left\{x(t):\left|x_{\mathfrak{h}}(t)\right| \leq \frac{\pi}{2}, \mathfrak{h}=1,2\right\}, d=0.5, \kappa=$

TABLE IV
The minimum value of $\gamma$ FOR DIFFERENT $\delta^{*}$ (EXAMPLE 2 )

| $\gamma_{\min }$ | $\delta^{*}=0$ | $\delta^{*}=0.10$ | $\delta^{*}=0.15$ | $\delta^{*}=0.25$ |
| :---: | :---: | :---: | :---: | :---: |
| $[27]$ | 1.2499 | 2.3560 | 2.8715 | 4.2290 |
| $[20]$ | 1.0078 | 1.4009 | 1.5462 | 1.8615 |
| $[22]$ | 0.5627 | 0.6503 | 0.6700 | 0.7005 |
| Corollary 1 | 0.3836 | 0.3895 | 0.3904 | 0.3913 |

TABLE V
The maximum value of $d$ FOR DIFFERENT $\delta^{*}$ (EXAMPLE 2)

| $d_{\max }$ | $\delta^{*}=0$ | $\delta^{*}=0.10$ | $\delta^{*}=0.15$ | $\delta^{*}=0.25$ |
| :---: | :---: | :---: | :---: | :---: |
| $[20]$ | 0.8755 | 0.6014 | 0.5583 | 0.4978 |
| Corollary 1 | 1.4636 | 1.4175 | 1.4120 | 1.4067 |

TABLE VI
The minimum value of $\gamma$ FOR DIFFERENT $\delta^{*}$ AND $\kappa$ (EXAMPLE 2 )

| $\gamma_{\text {min }}$ | Methods | $\delta^{*}=0$ | $\delta^{*}=0.10$ | $\delta^{*}=0.15$ | $\delta^{*}=0.25$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\kappa=1.0$ | [20] | 0.8984 | 0.9543 | 0.9832 | 1.0453 |
|  | Corollary 1 | 0.2425 | 0.2540 | 0.2557 | 0.2579 |
| $\kappa=2.5$ | [20] | 1.0181 | 1.2511 | 1.3201 | 1.4469 |
|  | Corollary 1 | 0.2699 | 0.2838 | 0.2868 | 0.2909 |

1.5, $\theta=1 / 3$, Table IV lists the minimum $H_{\infty}$ performance index $\gamma$ for different values of $\delta^{*}$. We can observe that under the same $\delta^{*}$, the minimum $H_{\infty}$ performance $\gamma$ obtained by Corollary 1 is smaller than that obtained by [20], [22], [27].

For simulation, assume $\delta=2, \gamma=1.5, \mathcal{T}=0.1$, initial conditions $x(0)=\left[\begin{array}{ll}0.1 & -0.1\end{array}\right]^{T}$, energy-bounded disturbance $w(t)=\left[\begin{array}{ll}e^{-6 t} \sin (t) & e^{-2 t} \cos (t)\end{array}\right]^{T}$, the state responses is described in Figure 8. Figure 9 illustrates the trajectories of $d h_{1} / d t$ and control input $u$, with switching points $J(t=0.42)$, and $\dot{h}_{1}(0.42)=0.0024$. Observably, the controller is $u_{1}$ in the interval $[0, J]$ and then switches to $u_{2}$ in the interval $[J,+\infty]$. Meanwhile, the trajectory of $\delta(t)$ is shown in Figure 10, which is dynamically adjusted and finally tends to 0.1356 . Based on AETM, the release instants are shown in Figure 11, and the data transmission rate is $23 \%$. On the premise that other parameters remain unchanged, define $\delta^{*}=0.05$, the TETM (6) is considered. The corresponding release instants are given in Figure 12, and the data transmission rate is $38 \%$. Compared with Figure 11, it can be deduced that the AETM presented in this paper can save more communication resources than TETM.

Letting $\gamma=0.7, \kappa=1$, under the same parameters as [20], the maximum value of $d$ for different values of $\delta^{*}$ are presented in Table V. For example, when $\delta^{*}=0$, the maximum value of $d$ is $d_{1}=2.1109$ under the constraint $\mathfrak{G}_{1}$ and $d_{2}=$ 1.4636 under the constraint $\mathfrak{G}_{2}$. Hence, the final maximum value of $d$ obtained by Corollary 1 is $d_{\text {max }}=\min \left\{d_{1}, d_{2}\right\}=$ 1.4636, which is larger than that obtained by [20].

Similar to [20], the relationship between $\gamma, \kappa$ and $\delta^{*}$ is analyzed with $d=0.3$, and the corresponding results are listed in Table VI. From Table VI, it is evident that the index $\gamma$ increases as $\delta^{*}$ or $\kappa$ increases, which indirectly indicates the importance of considering asynchronous premise variables. Furthermore, under the same $\delta^{*}$ and $\kappa$, Corollary 1 yields smaller results compared to [20], implying that the method


Fig. 9. The trajectories of $d h_{1} / d t$ and control input $u$ (Example 2).


Fig. 10. Variation of $\delta(t)$ (Example 2).


Fig. 11. AETM triggering instants (Example 2).
presented in this article is less conservative than [20].

## V. Conclusion

This article has considered the double asynchronous switching $H_{\infty}$ control problem for FMJSs based on AETM. A MFsdependent LKF has been constructed, and the DPT terms have been introduced to further reduce conservatism. Furthermore, a novel double asynchronous switching controller has been presented, employing the time derivative of MFs, and a switching AETM has been proposed to avoid the unnecessary transmission. Ultimately, the validity of the presented work


Fig. 12. TETM triggering instants (Example 2).
has been demonstrated by two numerical examples. Notably, the conservative reduction in this paper comes at the expense of increased computational complexity, and the dynamic characteristics of FMJSs may change over time and with variations in external conditions. Hence, it is essential to extend our approach to adaptive control and explore a technique that can further reduce computational complexity.
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