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Abstract. Creativity ratings by humans for the alternate uses task
(AUT) tend to be subjective and inefficient. To automate the scoring
process of the AUT, previous literature suggested using semantic dis-
tance from non-contextual models. In this paper, we extend this line
of research by including contextual semantic models and more impor-
tantly, exploring the feasibility of predicting creativity ratings with su-
pervised discriminative machine learning models. Based on a newly col-
lected dataset, our results show that supervised models can successfully
classify between creative and non-creative responses even with unbal-
anced data, and can generalise well to out-of-domain unseen prompts.

Keywords: Creativity · Alternate uses task · Automated scoring

1 Introduction

Creativity, defined as the production of novel and useful products [24], is one
of the most important skills for student and young people development [3], and
a valuable employee outcome associated with organisational sustainability and
innovation [13]. A core element of creativity is divergent thinking in problem
solving [15,20]. One of the most widely used divergent thinking tests is the al-
ternate uses task (AUT) [14,31], which asks respondents to list as many uses for
common items (e.g. newspaper) as possible, and usually within a time limit. The
responses are then rated on dimensions such as fluency, originality, flexibility,
and elaboration [1]. Similar to many other creativity tests, it requires human
raters to score the responses manually, rendering the results subjective, unreli-
able, and undermining their validity [17]. Consequently, education and training
in creativity are severely constrained by the lack of an objective and efficient
measurement of creativity [30].

To automate the scoring process of the AUT, researchers have capitalised on
recent developments in natural language processing (NLP) and proposed that
semantic distance could be calculated to predict human creativity ratings. For



2 L. Sun et al.

instance, [12] found that GloVe [26], among a number of publicly available word
embeddings models, produced the most reliable and valid originality scores on
the AUT. [5] constructed a latent semantic distance factor based on five non-
contextual semantic spaces, and found strong correlations between the semantic
distances and the respondent-level (i.e. person-level) human ratings of creativity
in the AUT responses.

Unlike previous work, we propose to address the AUT scoring as a super-
vised discriminative machine learning problem and particularly as a binary clas-
sification problem: classifying between creative and non-creative responses. In
addition to examining the relationship between semantic distance variables and
human ratings of creativity in the AUT responses, we explore supervised machine
learning models for the prediction of creativity ratings. Our results show that the
proposed method generalises well to unseen tasks and prompts. We also compare
the performance of our proposed models to that of OpenAI’s ChatGPT,4 and
discuss its potential application in creativity assessment.

This paper makes the following contributions. First, we introduce a new
dataset of AUT responses, the Cambridge AUT Dataset,5 and make it publicly
available to facilitate future research on creativity assessment. Second, to our
knowledge, we present the first comparison between the application of contex-
tual and non-contextual semantic spaces in the context of creativity assessment.
Finally, as far as we know, this is the first attempt to apply a supervised learn-
ing model to the scoring of AUT responses, which demonstrates performance
improvement across a set of different prompts.

2 The Cambridge AUT Dataset

2.1 Data collection

The AUT data used in this study was collected as part of a larger project on
creativity assessment [25] that received ethics approval from both the Faculty
of Education, University of Cambridge and Cambridge Judge Business School.
Two common objects were implemented as prompts for the AUT, namely bowl
and paperclip. For each prompt, participants were given 90 seconds to come up
with as many different uses as possible (see Section A).

A total of 1,297 participants (Gender: 693 female, 567 male, 14 other, 23 miss-
ing; Age: mean 26.26 years, SD 9.68 years, 13 missing; Ethnicity: 883 White, 54
Asian, 54 Black, 110 mixed, 124 other, 72 missing), who were recruited through
Cambridge University mailing lists, social media, and a testing website,6 took
part in the task online between April 2020 and January 2021.7 1,027 of them
provided non-empty answers for bowl (each with an average of 7.40 uses; SD:

4 https://chat.openai.com/
5 https://github.com/ghydsgaaa/Cambridge-AUT-dataset
6 https://discovermyprofile.com/
7 Participants were not paid but given the opportunity to opt into a draw to win one

of ten £10 Amazon vouchers.

https://chat.openai.com/
https://github.com/ghydsgaaa/Cambridge-AUT-dataset
https://discovermyprofile.com/
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Table 1: Response examples of different average ratings for each prompt.
Average Prompt: Prompt:
rating bowl paperclip

1.0 fish holder drawing
2.0 doing an inhalation make a logo
3.0 space ship pasta mold
4.0 sending mail through river holding nose while swimming

3.49) and 1,020 for paperclip (each with an average of 6.23 uses; SD: 2.94). For
each object, all uses (referred to as responses below) were pooled together and
only the English ones were subject to annotation.

2.2 Annotation

We applied the subjective scoring method based on the Consensual Assessment
Technique [2,10]. A group of psychology students were trained on how to evaluate
the responses on their originality, using a Likert scale from 0 to 4, where 0
indicates a not valid or not relevant use, 1 a common use without any originality,
2 an uncommon use with limited originality, and 3 and 4 original uses with
moderate and extreme creativity, respectively.

Three raters were initially recruited to annotate the AUT responses. Each of
them was tasked with a random sample of the responses. The assignment of the
responses among the raters ensured that each unique response would be rated
by at least two raters. Due to time constraints, one of the raters had to quit
midway and the remaining annotation was completed by a fourth rater (their
ratings were combined in the dataset).

After removing duplicate responses, a total of 3,380 responses for bowl and
3,650 for paperclip were annotated. Both objects received the same average rating
(1.27, SDs: 0.49 for bowl and 0.45 for paperclip). 95 responses for bowl and 86
for paperclip received average ratings of below 1, which means that at least one
of the raters rated the responses as invalid uses, hence being removed from the
subsequent analyses. Response examples of different average ratings for each
prompt are presented in Table 1.

Notably, the dataset is severely unbalanced, with more than half responses
rated 1 and only a few responses rated 3 and above - see Table 2. This is ex-
pected, as creative responses are less frequent by nature. Nonetheless, less fre-
quent responses may not necessarily be creative. The creativity ratings in this
work focus on the absolute originality in the responses rather than their relevant
frequency. It is also worth noting that the inter-rater agreement is not particu-
larly high (correlations range from 0.39 to 0.58 - see Table 3) compared to other
assessment tasks such as essay scoring [4]. This is likely due to the nature of
human ratings in creativity assessment, which are based on their own subjective
perception of creativity [10,23].
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Table 2: Number of responses per average rating in the Cambridge AUT dataset.
Responses with an average rating below 1 (i.e. a not valid or not relevant use)
are excluded from the analyses.

Average #responses #responses #responses
rating combined (bowl) (paperclip)
< 1.0 181 95 86
1.0 4,167 2,096 2,071
1.5 1,717 638 1,079
2.0 666 392 274
2.5 188 104 84
3.0 92 48 44
3.5 15 6 9
4.0 4 1 3

Total 7,030 3,380 3,650

3 Semantic Models

Following previous work [12,5], we analyse the AUT responses collected in our
dataset and test whether combining multiple models of semantic distance into a
single latent variable can approximate human creativity ratings.

3.1 Semantic distance

Pre-trained semantic models are used to compute the semantic distance (i.e. co-
sine distance) between the prompt and the response. We employ four contextual
models: Universal Sentence Encoder [9],8 Sentence-Transformers [27],9 Distil-
RoBERTa [28],10 and GPT-3 [8];11 and three non-contextual models: GloVe [26],12
Word2vec [21],13 and fastText [7].14

For non-contextual models, we first extract embeddings for each word in the
response, and then take the multiplicative composition as suggested by [22,5].
For contextual models, we extract the sentence embeddings directly.

3.2 Confirmatory factor analysis

Table 3 presents zero-order correlations among human ratings and semantic dis-
tance variables. Confirmatory factor analysis (CFA) is performed to investigate

8 https://tfhub.dev/google/universal-sentence-encoder/4
9 https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2

10 https://huggingface.co/distilroberta-base
11 https://beta.openai.com/docs/models/gpt-3
12 glove-wiki-gigaword-300
13 word2vec-google-news-300
14 fasttext-wiki-news-subwords-300

https://tfhub.dev/google/universal-sentence-encoder/4
https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2
https://huggingface.co/distilroberta-base
https://beta.openai.com/docs/models/gpt-3
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Table 3: Correlations among human ratings and semantic distance variables:
polychoric correlations between human raters, polyserial correlations between
human raters and semantic distances, and pearson correlations between seman-
tic distances. r1-3: rater1-3; USE: Universal Sentence Encoder; ST: Sentence-
Transformers.

r1 r2 r3 USE ST RoBERTa GPT-3 GloVe Word2vec fastText
r1 1.00 - - - - - - - - -
r2 0.58 1.00 - - - - - - - -
r3 0.39 0.44 1.00 - - - - - - -
USE 0.14 0.16 0.16 1.00 - - - - - -
ST 0.19 0.17 0.31 0.62 1.00 - - - - -
RoBERTa 0.12 0.16 0.22 0.57 0.76 1.00 - - - -
GPT-3 0.08 0.20 0.11 0.51 0.50 0.55 1.00 - - -
GloVe 0.05 0.02 0.06 0.12 0.05 -0.08 -0.14 1.00 - -
Word2vec 0.03 0.04 0.05 0.22 0.17 0.09 0.21 0.40 1.00 -
fastText -0.03 -0.01 0.03 0.15 0.11 0.07 0.14 0.35 0.24 1.00

the latent correlation between human ratings and a semantic distance factor
underlying different semantic models.15

We specify two models to examine the relationship between the response-
level human ratings and the semantic distance factors built upon contextual
(Modelcontextual) and non-contextual semantic models (Modelnon-contextual),
respectively. Both contextual and non-contextual models yield good model fit to
the data.16 The contextual model reveals a higher correlation between the latent
semantic distance factor and the human ratings than the non-contextual model
(r = 0.065, p < .001 for the non-contextual model - see Figure 1, Section B; and
r = 0.293, p < .001 for the contextual model - see Figure 2, Section B).

Nevertheless, these latent correlations between the response-level human rat-
ings and the semantic distance factors are still considerably low, in comparison
to those correlations reported in previous studies based on the respondent-level
data [12,5], suggesting that these semantic distance variables cannot be used
reliably as an unsupervised model to predict human creativity ratings.

4 Binary Classification Models

Since the semantic distance variables reported above fail to adequately predict
the human creativity ratings, in this section we turn to supervised machine
learning methods. In light of the availability of a labeled dataset, we conduct
experiments, where we fine-tune pre-trained language models to improve their
prediction accuracy. Since the dataset is severely unbalanced (see Table 2), we

15 CFA is a statistical technique used to verify the factor structure of a set of observed
variables and test if the relationship between observed variables and their underlying
latent constructs exist.

16 Detailed CFA results are presented in Table 6, Section B.
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Table 4: Micro-average F1 scores on the AUT test sets. The highest scores for
each prompt are in bold.
Tested on Modelbowl Modelpaperclip Modelbowl+paperclip ChatGPT Baseline
Bowl 0.79 0.73 0.76 0.65 0.70
Paperclip 0.61 0.65 0.67 0.56 0.60
Combined 0.69 0.68 0.72 0.60 0.65

cast the task as a binary classification between creative (average rating > 1, i.e.
at least one of the raters assigned 2 or above) and non-creative (average rating =
1) responses. Take prompt bowl as example, “mixing stuff” is considered a non-
creative response with average rating 1 and “knee caps” is considered a creative
response with average rating 3. We further split the dataset into a training set
(90%) and a test set (10%).

4.1 Fine-tuned models

Fine-tuning pre-trained language models via supervised learning is key to achiev-
ing state-of-the-art performance in many NLP tasks. Adopting this approach, we
experiment with three transformer-based pre-trained language models: BERT [11],
RoBERTa [19], and GPT-3 [8].

To fine-tune BERT and RoBERTa, we use them as the underlying language
model and add a linear layer on the top, which allows for binary classification.
We construct the input by concatenating the prompt w and the response R =
r1, r2, ..., rn:

[CLS];w; [SEP ]; r1, r2, ..., rn; [SEP ] (1)

where the [CLS] representation is then fed into the output layer for classification.
During training, the model is optimised in an end-to-end manner. We fine-tune
bert-base-uncased17 and roberta-base18 on the AUT data, with a batch size of 32
and a learning rate of 3× e−05 for 5 epochs.

For GPT-3, we fine-tune the GPT-3 babbage model using the OpenAI’s
API.19

In our experiments, 5-fold cross validation is performed and detailed results
are presented in Table 7, Table 8 and Table 9, Section C. The fine-tuned BERT
models are chosen for later experiments due to their superior micro-average F1
scores.

4.2 Results

Prediction results of our fine-tuned BERT models on the test sets for each prompt
as well as both prompts combined are reported in Table 4. Three binary clas-
sification models trained on different data are compared: Modelbowl is trained
17 https://huggingface.co/bert-base-uncased
18 https://huggingface.co/roberta-base
19 https://openai.com/blog/openai-api

https://huggingface.co/bert-base-uncased
https://huggingface.co/roberta-base
https://openai.com/blog/openai-api
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Table 5: Micro-average F1 scores on the dataset from [6]. The highest scores for
each prompt are in bold.
Tested on Modelbowl Modelpaperclip Modelbowl+paperclip ChatGPT Baseline
Box 0.64 0.72 0.69 0.54 0.58
Rope 0.62 0.61 0.62 0.51 0.51

on responses for bowl only; Modelpaperclip is trained on responses for paperclip
only; and Modelbowl+paperclip is trained on the data for both prompts.

Using the majority class as Baseline, we observe an increase in the F1
scores on the prompt-specific level (i.e. in-domain) and the same for the cross-
prompt predictions (i.e. out-of-domain). The best model for prompt bowl is
the prompt-specific model Modelbowl, achieving a micro-average F1 score of
0.79. Notably, Modelbowl+paperclip yields the best performance when tested
on prompt paperclip, outperforming its prompt-specific model Modelpaperclip
(0.67 vs. 0.65). These results suggest that given more data (even from out-
of-domain prompts), the model is able to improve the overall performance on
different prompts, hence showing a potential to serve as prompt-independent
filters for creative responses in the AUT.

4.3 A case study with new AUT prompts

In order to explore the generalisability of our models, we apply our classification
models to the AUT responses collected in a previous study with different prompts
than those here, namely rope and box [6]. Since a different annotation scheme
was used - a scale from 1 (not at all creative) to 5 (very creative), we split their
data into two classes: non-creative (responses with an average human rating of
1), and creative (those with an average human rating of 2 or above).

In Table 5 we report the prediction results of our models on the responses to
prompts box and rope.20 In general, all our models outperform the majority class
baseline, indicating a prompt independence and a cross-dataset applicability. The
result suggests that using training data from only a few prompts (even just one
or two), it is possible to develop supervised machine learning models that can
work as a generic, automated scoring tool for the AUT with any unseen prompt.

4.4 Comparison with ChatGPT predictions

Inspired by recent progress on using generative, pre-trained large language mod-
els as evaluators in tasks like machine translation [18], code generation [32] and
grammatical error correction [29], we explore how these models can be applied
in creativity assessment. We apply ChatGPT (gpt-3.5-turbo at temperature 0)
to the same task on both our dataset and that from [6],21 and report results

20 Per-class precision, recall and F1 scores are reported in Table 10, Section D.
21 The prompt we used for experiments with ChatGPT is provided in Section E.
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in Table 4 and Table 5. We can see that ChatGPT underperforms the major-
ity Baseline on both datasets, revealing its limitation in evaluating abstract
concepts like creativity.

Detailed per-class analysis reveals that ChatGPT achieves high precision,
yet considerably low recall for non-creative responses on both datasets, while
an opposite pattern is observed for creative responses.22 As its performance
seems complementary to that of our fine-tuned models, we see a potential of
integrating both methods, which may result in further performance gains in
creativity assessment.23

5 Conclusions

In this paper, we performed confirmatory factor analysis to investigate the latent
correlations between the semantic distance factors and the human ratings of cre-
ativity in a newly collected AUT dataset, the Cambridge AUT Dataset. On the
response level, we observed significant but lower correlations than those on the
respondent level as reported in previous studies. It was also noted that contex-
tual semantic models appear to show greater resemblance to the human ratings
than non-contextual models. One step further, we experimented with several
fine-tuned models, which showed encouraging performance improvement in clas-
sifying between creative and non-creative responses under both in-domain and
out-of-domain settings. When applied to an external dataset with new prompts,
the models trained on our dataset exhibited reasonably well predictions, showing
promising generalisability.

With the above findings, we see a possibility of developing an automated
scoring tool for the AUT using supervised machine learning models. To extend
this line of research, we plan to examine different model architecture and gather
more data with different prompts, in order to better understand the generalis-
ability of the supervised models in the general creativity assessment.

6 Limitations

We notice relatively low agreement among the annotators. One possible expla-
nation is that the annotators come from different countries (e.g. the UK, India,
and China) with different native languages and cultural backgrounds. Past lit-
erature [16] found cross-cultural differences in both the idea generation and the
idea evaluation phases of the divergent thinking task. It is likely that the anno-
tators do not share entirely the same conceptual framework for creative ideas
22 Per-class precision, recall and F1 scores are reported in Table 11 and Table 12,

Section F.
23 One viable solution is employing a voting ensemble technique, which involves assign-

ing weights to results of both models and striking a balance between precision and
recall. Alternatively, we could prompt ChatGPT to generate quantified results and
establish a threshold for comparing its outputs with those of the fine-tuned models.
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around the prompts, resulting in inconsistent ratings. Future work is warranted
to confirm this.

Due to data imbalance and sparsity, this paper addresses the AUT scoring as
a binary classification between creative and non-creative responses. The proposed
approach may therefore fail to evaluate creativity at detailed levels of granularity.
It would be ideal to collect more responses with higher ratings so as to develop
an automated creativity assessment system with greater precision. Moreover,
to address the concern of overfitting in our experiments, we used 5-fold cross
validation and applied our models to unseen data, which showed comparable
results.

The results with regard to ChatGPT is based on preliminary experiments. A
more thorough investigation using different parameters, prompts, and models is
warranted. We are excited to see how large language models like ChatGPT may
help with creativity assessment in the future.

Acknowledgements We would like to thank all participants who took part in
the AUT and all raters who annotated the responses. LS acknowledges financial
support from Invesco through their philanthropic donation to Cambridge Judge
Business School.
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A The instructions used for the AUT

General instruction: For the next four questions, there will be a time limit. For
each task, please read the instructions and enter each possible answer separately
by pressing the enter key after each one. If you run out of answers you may
move on by pressing the next button, otherwise your question will automatically
change after the allocated time.

Each task requires you to come up with as many different answers as possible.
Try to be creative as there is no right or wrong answer.

Prompt 1: List as many different uses of a bowl as you can think of.

Prompt 2: Think of many different uses of a paperclip.

B Detailed CFA results

Table 6: Latent correlations between human creativity ratings and semantic dis-
tance factors (Modelnon-contextual and Modelcontextual) on the Cambridge
AUT dataset.

Tested on Modelnon-contextual Modelcontextual

Bowl 0.127 0.278
Paperclip - 0.296
Combined 0.065 0.293
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Fig. 1: CFA diagram of Modelnon-contextual on the Cambridge AUT dataset.
r1-3: rater1-3; glv: GloVe; w2v: Word2vec; fst: fastText; HCR: human creativity
rating factor, NSD: non-contextual semantic distance factor.
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Fig. 2: CFA diagram of Modelcontextual on the Cambridge AUT datseta. r1-
3: rater1-3; uni: Universal Sentence Encoder; sen: Sentence-Transformers; rbt:
RoBERTa; gpt: GPT-3; HCR: human creativity rating factor, CSD: contextual
semantic distance factor.
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C Cross validation results

Table 7: Fine-tuned BERT cross validation results on the Cambridge AUT train-
ing sets. P: precision; R: recall.

Model Non-creative Creative Micro-average
P R F1 P R F1 F1

BERTbowl 0.86 0.88 0.87 0.72 0.68 0.70 0.82
BERTpaperclip 0.85 0.69 0.76 0.44 0.66 0.53 0.69
BERTbowl+paperclip 0.91 0.82 0.86 0.53 0.72 0.61 0.80

Table 8: Fine-tuned RoBERTa cross validation results on the Cambridge AUT
training sets. P: precision; R: recall.

Model Non-creative Creative Micro-average
P R F1 P R F1 F1

RoBERTabowl 0.83 0.86 0.85 0.66 0.60 0.63 0.79
RoBERTapaperclip 0.70 0.81 0.76 0.63 0.49 0.55 0.68
RoBERTabowl+paperclip 0.80 0.74 0.77 0.58 0.67 0.62 0.71

Table 9: Fine-tuned GPT-3 babbage cross validation results on the Cambridge
AUT training sets. P: precision; R: recall.

Model Non-creative Creative Micro-average
P R F1 P R F1 F1

GPT-3bowl 0.87 0.87 0.87 0.69 0.71 0.70 0.82
GPT-3paperclip 0.74 0.76 0.75 0.62 0.61 0.62 0.70
GPT-3bowl+paperclip 0.80 0.79 0.80 0.64 0.63 0.63 0.71
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D Model performance on the dataset from [6]

Table 10: Prediction performance on the dataset from [6]. P: precision; R: recall.
Tested on Model Non-creative Creative Micro-average

P R F1 P R F1 F1
Modelbowl 0.57 0.65 0.61 0.70 0.63 0.66 0.64

Box Modelpaperclip 0.60 0.78 0.68 0.84 0.69 0.75 0.72
Modelbowl+paperclip 0.75 0.66 0.70 0.64 0.73 0.68 0.69
Modelbowl 0.67 0.62 0.65 0.57 0.62 0.60 0.62

Rope Modelpaperclip 0.41 0.71 0.52 0.83 0.57 0.67 0.61
Modelbowl+paperclip 0.60 0.64 0.62 0.64 0.60 0.62 0.62

E ChatGPT prompt

You are a judge in the alternate uses task, where respondents are asked to list
different uses for a common object. You will be presented with the object and a
response that illustrates one of its uses. Please judge if the response is creative
or non-creative. Inappropriate, invalid, irrelevant responses, and responses with
common uses are considered non-creative, whereas appropriate, valid, novel and
unusual uses are considered creative.
The object is: {prompt}
The response is: {response}
Please give your answer in “creative” or “non-creative”.
Your answer:
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F ChatGPT classification results

Table 11: ChatGPT results on the Cambridge AUT dataset. P: precision; R:
recall.

Tested on Non-creative Creative Micro-average
P R F1 P R F1 F1

Bowl 0.85 0.60 0.70 0.45 0.75 0.56 0.65
paperclip 0.82 0.35 0.48 0.48 0.88 0.62 0.56
Combined 0.84 0.48 0.61 0.46 0.83 0.60 0.60

Table 12: ChatGPT results on the dataset from [6]. P: precision; R: recall.
Tested on Non-creative Creative Micro-average

P R F1 P R F1 F1
Box 0.77 0.28 0.42 0.48 0.88 0.62 0.54
Rope 0.69 0.35 0.47 0.42 0.76 0.54 0.51
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