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Deceptive AI & Society

S, tefan Sarkadi
Dept. of Informatics, King’s College London, UK

Abstract—‘Deceptive AI’ is an expression that captures the imagination of both users of AI
technologies, and AI experts or researchers alike. But what does ‘Deceptive AI’ mean? Figuring
out the meaning of this term is important to understand not just the recent hype around language
models and their implementation in chatbot technologies, but also the historical gravitas behind
building machines capable of deception, as well as how to take things forward from here.
‘Deceptive AI’ can refer to a multitude of different things, yet its entire range of meanings is
intertwined with the human condition, i.e. how humans represent their own selves in the world,
and the idea of hybrid societies, which are societies where humans and machines play the role
of agents in a society. In this paper, I will take the reader through the various aspects that are
relevant to deceptive AI research and try to explain the relations between the theories and
technologies behind deceptive AI technologies, human-like intelligence, society, and the ethical
principles and potential regulatory mechanisms that apply to deceptive AI technologies.

DECEPTIVE AI is a heavily loaded term. Its
semantic load has become exponentially heavier
in a very short period of time. Perhaps most of
this semantic load, at least in the recent public
sphere, has been placed on it because of the
deployment of large language models, such as
ChatGPT. Deceptive AI is very multi-faceted.
There are different AI approaches which give
rise to different types of AI technologies, or in
some case autonomous agents. Some of these
technologies already exist in practice, others exist
in theory, some are transitioning between theory
to implementation, and, finally, some are still only
fictions of our shared imagination [62].

All of these AI technologies can be deceptive
in their own way [40]. Some are intrinsically
deceptive, and others are extrinsically deceptive.
Some are mere tools used for deception by hu-

mans, and others have their own deceptive goals.
Some are designed to be deceptive, others are
endowed with the capability to deliberate whether
they should pursue deception or not. Some are
perceived by others to be deceptive, when in
fact they do not ‘intend’ to deceive, while others
might never be perceived to be deceptive, yet the
ulterior goals they pursue makes them perform
on over-arching and sophisticated deception that
might never be revealed by others.

The deceptiveness of AI technologies is
strongly dependent on the human condition. By
human condition I mean the way in which hu-
mans represent their own selves in the world,
where the world consists of their own embodi-
ment, the environment, the agents that share their
environment, and the rules they follow to act in
that shared environment, i.e. the society they are

IT Professional Published by the IEEE Computer Society © 2019 IEEE 1



Department Head

part of. As humans, we resort to anthropomorphic
tendencies when we explain things. Explainable
AI is an active research area that emphasises
the explanatory power of anthropocentric con-
cepts, such as ‘intention’, ‘belief’, ‘goal’, ‘desire’,
‘knowledge’, ‘plan’, ‘other’, ‘self’, etc. [42, 39].
Explanation here plays a key role regarding how
we explain deception and what we consider de-
ceptive AI to be [58]. Most research on deception
comes from Communication Theory [37], where
social and psychological factors involved in de-
ception and deception detection are used to build
theories that explain these phenomena in humans.
In developmental Psychology, deception is also
considered to play a huge role in how humans
actually develop their conceptual understanding,
self-representation and representation of others
through exploitation and understanding of false
beliefs [21, 69].

As Castelfranchi once predicted, machines
have now come to deceive us and each other
[8]. But we have also come to deceive machines
ourselves, use machines to deceive others, and
even use machines to deceive ourselves. This is
not just in single agent to single agent interac-
tions, but also in multi-agent to multi-agent inter-
actions [17]. Beyond the business hype and the
tendency to assign human-like properties to cog-
nitively poor systems like ChatGPT [71], there
are actually more dangerous activities enabled
by deceptive AI technologies that pervade our
societies, such as psychological warfare [67, 64].

The concept of deceptive AI is intertwined
with multiple facets of our human condition. To
be able to describe what the term implies is
impossible without referring to society and how
the idea of AI has co-evolved with society. Hence,
to begin describing this co-evolution, we must
first go back to the inception of deceptive AI in
the history of computing.

BACK TO THE FUTURE
When did deceptive AI start? For most AI

researchers it is rather obvious when, namely
along with Turing’s notorious Imitation Game
(a.k.a. The Turing Test) [68]. Turing introduced
the subtle concept of a machine capable of trick-
ing humans into assigning them the property of
intelligence.

The mere idea of such a test fuels a machine’s

deceptiveness, as it does not actually evaluate
the existence of a mind behind the observed
behaviour [27]. Unfortunately, the Turing Test
has been misinterpreted as a ‘pen-pal’ one-shot
interaction, rather than a life-long evaluation of
the presence of an intelligent mind [28]. Sub-
sequently, this interpretation led researchers to
optimise for AI’s trickery abilities, rather than
modelling the internal cognitive processes which
would enable the genuine and deliberate ability
to trick others about one’s type of embodiment
(machine or human) [29].

However, throughout its history, AI research
has not forgotten its original goals, those of
making ‘computers do the same things human
minds can do’ [4, p1]. While Turing’s game
was interpreted by some as to create AI tech-
nologies that use trickeries to trick judges instead
of creating the minds for the AI to be able to
trick judges, others have thought about creating
artificial minds that are able to have a meaningful
dialogue with the interlocutor. One such line of
work was initiated by Hamblin on constructing
mathematical models of dialogue that are based
on pragmatics [66, 25]1. Another line of work
arose from Cybernetics with Pask’s Conversation
Theory that propositions the idea that knowledge
discovery, consolidation, and concept formation
happens through conversation [48]. Both Ham-
blin’s and Pask’s ideas have something funda-
mental in common, namely that what matters
respective to a dialogue or conversations happens
inside the mind. For instance, both Hamblin and
Pask refer indirectly to machines capable of using
a Theory of Mind (ToM) to reason about the
content (semantics) of their utterances. Hamblin
calls it a dynamic knowledge base of interlocu-
tor’s beliefs, while Pask calls this a ‘Cognitive
Reflector’. No such modules are being referenced
in the current data-oriented approaches used to
create ‘stochastic parrots’ [3], which follow the
trend of creating AI trickeries for tricking, rather
than AI minds capable of tricking.

DECEPTIVE AI SYSTEMS
We could playfully name the two main ap-

proaches to Deceptive AI as ‘truly Deceptive

1After Hamblin’s death, Staines edited Hamblin’s manuscripts
as the book entitled ‘Linguistics and The Parts of The Mind’ [66].
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AI’, and ‘fake Deceptive AI’, where the former
approach is concerned with creating the cognitive
processes and architectures that would enable
deception in dialogue, whereas the latter approach
is concerned with building ‘mindless’ machines
that have been behaviourally ‘trained’ or condi-
tioned through correlation to engage in dialogue
‘as if’ they have a human-like mind or a subset
of human-like cognitive capabilities that enable
them to do it.

One thing is to distinguish between ap-
proaches used to create deceptive AI, another is
to differentiate between the types of AI that are
potentially deceptive.

If we are to start by categorising the type of
deceptive behaviour, then we need look no further
than Masters et al.’s characterisation of deception
in AI systems [40]. They distinguish between
five different types of deceptive behavioural pat-
terns that each have different consequences on
humans, namely imitating, obfuscating, tricking,
calculating, and reframing. Imitation and tricking
have been achieved through generative AI and
data-oriented approaches, e.g. DeepFakes, false
statements etc. Obfuscation, a behaviour present
in human military scenarios, has been achieved in
AI through deceptive path-planning. Calculating
deception has been studied in game-theoretical
AI approaches and is performed by exploiting the
partial information available to the target. Finally,
reframing relies on establishing a complex pattern
of behaviour that feeds a prior false belief or set
of beliefs in the mind of the target. Yet, this type
of characterisation can just as well be applied to
humans.

But what about what’s happening in the
‘mind’ of deceptive AI models? Another distinc-
tion we can make between different AI systems
is between AI tools, fully autonomous AI agents,
and everything in-between.

From Deceptive Tools to Deceptive Agents
Current deep learning techniques that underlie

software such as DeepFake [57] or language
models that underlie DeepFake Text [53] offer the
possibility of creating deceptive digital content.
However, these techniques do not offer an AI
architecture that is in itself capable of deception,
i.e. that is able to reason about the minds of others
and to decide what information should be used to

manipulate others’ beliefs. Fortunately, there is no
artificial human-like mind behind these models
that decides what type of information needs to
be distributed online such that it deceives web
users, not even behind LLMs such as ChatGPT
[3]. That does not mean that human-like deceptive
machines cannot be engineered and deployed.

There are already implemented models of
artificial agents that distinguish between the dif-
ferent ways of representing and communicating a
lie, telling nonsense or even to employ one-way
deception if they have a model of their target’s
mind [47]. It is easily conceivable to imagine the
possibility for such agents to either be given a
Theory of Mind (ToM) of their targets or the
ability to form a ToM of their targets and reason
about it abductively. The application of ToM in
multi-agent systems (MAS) is an active area of
agent-oriented AI research [56, 50]. Its applica-
tion in deploying deceptive AI would enable a
Hamblin and Pask style of pragmatics-oriented
communication process that goes beyond the
correlational conditioning of LLMs (‘stochastic
parroting’). Subsequently, we can easily imagine
a strategic deployment of these AI agents on the
internet, not as tools directed by humans, but as
fully autonomous deceptive agents.

For an AI agent to be capable of deliberate
deception [58] it must be capable of metacog-
nition [13], i.e. it has to be able to know or to
believe things, to know what it knows or believes,
to know what it doesn’t know, but also to know
what its target does not know what the target does
not know (nested reasoning), all in a recursive
manner as modelled, albeit on a very high-level,
in [60]. The agent has to be able to reason up-
and-down its own representation of itself and the
world, similar to going up-and-down the levels
of Dennett’s tower of cognition [15]. Such an
AI agent must have several self-* properties,
such as self-awareness and self-adaptation (or
self-expression), but also representation of self-
awareness of other agents that share its environ-
ment and or social system, i.e. a Theory of Mind
of self-aware agents.

The literature on self-aware systems empha-
sises the importance of different levels of self-
awareness, self-adaptation of computing architec-
tures and evolutionary interactions in AI [34].
Another important aspect in self-aware AI is

May/June 2019 3



Department Head

Figure 1. A deceptive AI ecosystem [71] represents
not just the technical aspects of developing decep-
tive AI technologies, but how the societal and evo-
lutionary pressures influence human interaction with
these technologies as both individuals, groups, and
organisations. This creates an ever evolving informa-
tional feedback loop between hybrid societies where
humans and machines communicate as agents and
the emerging socio-economical regulatory norms, hu-
man and societal values, business decisions, power
structures, communication about AI technologies and
market behaviour.

that of modelling cognitive processes and how
this enables us to make self-aware AI agents
predictable and explainable without having to
explicitly model their domain of operation at run-
time or a priori [38], e.g. by applying epistemic
planning [6]. In the case of deception, this level
of self-awareness would be a meta self-awareness
[45, 2].

The modelling of cognitive AI agents with
self-* properties, helps us not only understand,
predict and explain the AI agents’ behaviours,
but also their internal decision-making properties.
These internal cognitive processes can then be
used to inform the analysis of emergent strategies
and their evolution over time driven by interac-
tions between populations of agents. Now we go
to a higher level of abstraction, where another
self-* property plays a crucial role in analysing,
and perhaps even regulating deception, namely
that of self-organisation [51].

DECEPTIVE ECOSYSTEMS
In the area of multi-agent systems, self-

organising agent populations can also represent
hybrid societies that consists of both humans
and machines. Today’s societies are becoming
increasingly hybrid, and this increased hybridi-
sation brings with it both benefits and risks.
In the Philosophy of Information, the long-term
negative impact of deceptive AI on hybrid so-
cieties is described by Greco and Floridi [22],
who introduce the notion of The Tragedy of the
Digital Commons (TDC), which is an extension
of Hardin’s concept of Tragedy of The Commons,
where self-interested individual human agents are
joined by artificial agents who also exploit a
common good/resource to the point where the
common good cannot be replenished due to over-
exploitation [26].

AI agents can misuse and ‘pollute’ either (i)
through exploitation such as extensive generation
of information like spam or self-replication of
a computer worms (which also consume band-
width, and, in turn, this restricts access to infor-
mation), or (ii) through destruction, such as the
deletion of information from database systems.

This perspective encourages us to think of
deceptive machine behaviour as part of an ecosys-
tem (see Fig. 1), rather than as an isolated event
between two or more agents [54, 71]. Deceptive
AI can thus impact the evolution and stability of a
multi-agent ecosystem. Indeed, such a free-riding
effect is studied by Sarkadi et al. [61] that used
extensive self-organising multi-agent simulations
to demonstrate how deceptive agents (humans
or machines) could break down cooperation in
hybrid societies and cause a TDC. But how would
this look like in the real world?

In the area of cybersecurity, deceptive AI
has usually taken the form of online troll-bots
[36] and of particular cases of social engineering
that revolve around accessing sensitive computer
data [43]. Social engineering attacks are already
being scaled up through the use of ChatGPT,
e.g. by prompting it to write persuasive emails
[23]. A future potential threat to security would
be the full automation of AI agents to be able
to employ social engineering attacks in order to
reach their own malicious goals. For example, we
could imagine a fully autonomous AI agent that
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not only knows how to write a computer virus to
destabilise a country’s critical national infrastruc-
ture, but also how to manipulate other machines
or humans to use this virus or to carry the virus it
to its destination, similarly to a Stuxnet [35] virus
that is able to deliver itself onto secure isolated
networks through social engineering.

Regarding the erosion of trust and democ-
racy, we can also imagine a mastermind deceiver
machine that manipulates others to propagate
the machine mastermind’s lies or fake narratives
through social networks of agents. Going even
further beyond the possibility of software that
can generate fake media and of agents that can
deceive and coerce, we can infer the possibility of
autonomous fake news agencies, or AI troll farms
run by AI agents themselves, in a distributed and
decentralised manner. Human organisations or
individuals could potentially hire these agencies
to perform certain tasks. They could, for example,
give an autonomous fake news agency the goal
to increase someone’s popularity, as is currently
the case with troll farms used for propagating
disinformation [1]. The agency would then gather
data on its own to form the ToMs of its target
audience, and then would plan what information
to forge (or not) and what information to dissem-
inate in order to achieve its goal. This scenario
is a threat to accountability. Humans can be held
responsible for unethical behaviour, but how are
we going to hold artificial agents responsible
for the creation and dissemination of not only
fake news, but of massive deception operations,
especially when they may be able to out-reason
us or the machines that are aligned with us?

In the marketing and entertainment do-
mains, the advancement on embodied and emo-
tionally intelligent artificial agents [49, 33] could
play a major role in the manipulation of affective
social interactions. For example, empathic decep-
tive agents might simulate the emotional states
through facial expressions or other physiological
cues of a trustworthy AI in order to increase their
target’s trust, in a way that is similar to the way
that psychopathic human agents mimic the emo-
tional responses of non-psychopathic agents [52].
The ability of machines to feign emotions can
have an impact on their targets’ perception and
biases, hence influencing their targets’ opinions.
In some contexts feigning of emotions during

everyday social interactions can be considered
benign, while in other contexts, it might have se-
rious implications especially if they could impact
critical decision-making in a systemic manner
[18].

In the legal context, there are also problems
that can emerge from the ability of machines
to argue and build stories to use in court. This
could be quite a serious threat, as LLMs have
already been used to build legal cases, even if
poorly so [5]. Will the future see deceptive AI
agents hired to defend human criminals, or even
machine criminals, from being held responsible?
Let us assume that we would be able to develop
a method for holding machines responsible for
the unethical behaviour along with a legal system
in place that would allow prosecutors (human or
machine or both) to interrogate and analyse de-
ceptive machines. What if the deceptive machines
are able to hire their own lawyers or even to
pay engineers to extend their architecture such
that they are able to defend themselves in a
legal manner? What would the combination of a
deceptive agent architecture with such an ability
imply? In hybrid societies this phenomenon could
actually trigger an arms race in Theory of Mind
as envisioned by Dennett [14], and then modelled
and shown in simulations by Sarkadi [59].

PRO-SOCIAL DECEPTIVE AI
On a more positive note, echoing Ostrom’s

ideas for governing the commons, Sarkadi et al.
[61] also showed that if the right regulatory
mechanisms are in place for social interaction, co-
operation could be re-established when deceptive
agents are present and a TDC could be avoided.
The solution found by Sarkadi et al.’s model was
the promotion of a governing mechanism that is
able not only to punish malicious deceivers, but to
do so through a thorough process of interrogation,
clarification of evidence, and debate in a decen-
tralised manner. Their solution to TDC echoed
Habermas’s ideas in that of promoting a Digital
Public Sphere where debate and interaction would
happen in hybrid societies. There is a catch
though, when ToM capabilities start emerging,
investigators have to be able to out-reason the
deceivers [63]. Still, the question remains: how
does such a regulatory mechanism look like in
the real world?
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Ethical Guidelines and Deceptive AI
Either reaching a TDC due to deceptive AI

agents or mindlessly implementing deception-
based algorithms in society brings us to the neces-
sity of understanding how to regulate deceptive
AI. However, to be able to do so, it is necessary
to know what we are regulating for or against.
A starting point for designing regulation can be
the ART principles of Trustworthy AI proposed
by Dignum, namely accountability, responsibility
and transparency for ensuring an ethical design of
AI systems [16]. Expanding on these principles,
the EU High-Level Expert Group in AI specified
a set of guidelines [30].

Regarding deception, the EU’s guidelines ex-
plicitly point out the perils of deceptive tech-
nologies w.r.t. fundamental rights as a basis for
Trustworthy AI. Specifically, the right to freedom
of the individual can be violated by AI through
deception and manipulation (or even coercion
due to deceptive design) of humans into making
decisions that humans would otherwise not make.
This type of AI behaviour undermines human
agency, that is a human’s ability to make in-
formed autonomous decisions regarding AI sys-
tems. These guidelines explicitly emphasise the
need to adhere to the principle of respect for
human autonomy in the context of building AI
systems.

Implicitly, the EU’s guidelines point out three
other ethical principles in the context of AI sys-
tems, which indirectly refer to deception. These
are (i) the principle of prevention of harm; (ii)
the principle of fairness; and (iii) the principle of
explicability.

In their Ethically Aligned Designed (Version
2) report [10], IEEE proposes a set of principles
that are in tune with the EU’s. For instance, the
idea that AI systems must be both transparent
and ‘honest’ in order to promote non-deception.
Additionally, the report emphasises the potential
risks, such as the use of deception to cause even
well designed autonomous weapons act against
an incorrect target. Both risks and benefits are
mentioned in the report in the context of affective
computing, where AI systems might manipulate
or deceive for both their own and others’ benefit,
e.g. nudge a human to do the right thing [7].

So, can deceptive AI technologies actually
promote the principles ingrained in the EU’s and

IEEE’s guidelines, or are deceptive technologies
doomed to only pose risks to hybrid societies?
We will look at two arguments that explain how
this can be achieved.

The Ethically Aligned Deceptive AI Argument
The first argument is that the ability to deceive

is crucial for machines to be able to interact so-
cially in a smooth and meaningful manner. Isaac
and Bridewell [31] describe this argument by
introducing the perspective that in some circum-
stances, machine deception is socially beneficial.

However, Isaac and Bridewell also argue that
the condition for a deceptive machine to be ethical
is to be ethically aligned with its target (the one
being deceived). This alignment means that the
machine is able to reason about the ethical and
moral values its target holds. Hence, in order
to deceive in an ethical manner, machines must
distinguish between morally permissible and im-
permissible ulterior goals. For instance, if the
target believes that deception is never ethical, then
the machine will reason that it is impermissible
to attempt deception with that target and will
drop pursuing its ulterior goal that constrains it
to deceive in that particular circumstance. Coun-
terfactually, if the target believes that deception
is beneficial when used to avoid further pain
(physical or psychological), then the machine
might reason that it is ethically permissible to
attempt deception with that target in specific
circumstances and will follow its ulterior goal.

A more tangible example is that of a machine
in the role of a medical doctor that interacts with a
terminally ill patient. The machine has the option
to communicate to the patient the diagnosis, yet
it knows from the previous interactions with the
patient that the patient would prefer not to know
that they are terminally ill, as this would then
have negative effects on their mental health and
life experience. The machine then has the option
to deceive the patient, as this deception is aligned
with the patient’s moral values.

Furthermore, the authors argue that in order
for a machine to be able to align itself cor-
rectly about another agent’s ethical values and
to reason in terms of ulterior goals, it requires a
model of the target’s mind. Conclusively, decep-
tive machines can be beneficial if they are able
to reason about the mind of their targets in order

6 IT Professional



to distinguish between the ethically permissible
and ethically impermissible acts from the target’s
perspective. Moreover, for these machines to be
trustworthy, they must also be able to provide
explanations for why or why not they attempted
deception in order to justify their decisions [39].

Ethically Aligned Persuasive AI
AI-powered machines are not so advanced

yet as to be responsible for forming their own
models of their interlocutors and making ethical
decisions based on these models in the same
way Isaac and Bridewell suggest they do. Yet,
the same argument, but under a specific context,
namely that of entertainment, is made by Coeck-
elbergh, who argues that while deception as a co-
performance is beneficial for entertainment, there
must be some contextual safeguarding behaviour
[11]. For instance, if a machine is performing an
illusion to entertain the human, then the designers
of the machine should ensure that the context in
which the illusion is performed is well defined
and that the human is made aware of it. Once the
trick is performed and the human was entertained,
the human must be informed that it was only
a temporary illusion for the sole purpose of
entertainment. Now, differently from the previous
argument where the designers of the agent must
only ensure that the machine is capable of align-
ing itself with the interlocutor, Coeckelbergh’s
argument also puts the burden of alignment on
the designers regarding the technological context.

A specific area of entertainment where this
is applied is gaming, where virtual characters
are designed such that humans can easily an-
thropomorphise them, and are incentivised to do
so as part of an immersive form of narration.
Another example from real world domain where
deception and AI meet is marketing. Marketing
techniques that have always relied on persuasion
[41] are now enhanced by advancements in HCI
on persuasive technologies [19]. One example is
the design of digital platforms or applications to
use deception and coercion for persuading their
users [32].

One could argue that most of these ‘persua-
sive’ technologies are actually ‘deceptive’ tech-
nologies, and that in most cases, the deceptive
design behind these technologies exploits the
human truth-default state. Natale et al. call this

banal deception [44].
Additionally, one can draw similarities be-

tween banal deception and the way Coeckelbergh
describes deception as a phenomenon co-created
and co-performed by humans or robots [11], e.g.
using AI for stage magic. Notably, Coeckelbergh
emphasises the need for this type of deception
(as a co-performance) to be open, consensual
and transparent, in order to achieve constructive
persuasion [12].

In other words, the design of deceptive tech-
nologies for the purpose of entertainment could
very well follow the ART principles and EU
guidelines to ensure that their co-performance
prevents harm, is fair, and explainable.

The Scientific Discovery Argument in AI
The second argument for pro-social deceptive

AI considers the creation of Hamblin style AI
agents. So, why should we research how to design
Hamblin style AI agents if they risk becoming
deceptive?

To reason about this, Sarkadi proposes the
adoption of Resnick’s method of Reflective Equi-
librium [55] in the context of scientific discovery
and machine deception in order to use (i) un-
biased, reflective judgments or intuitions about
what is or what would be considered right or
wrong in particular contexts, e.g., the context of
modelling deceptive machines; and to (ii) propose
theories and principles which aim to provide a
coherent justification of these judgments [58].
As a first step, the following general ethical
principles introduced by Resnick can be applied:

1) The non-maleficence principle: One should
not act in ways that cause needless injury
or harm to others.

2) The beneficence principle: One should act
in ways that promote the welfare of others.

3) The intellectual freedom principle: One
should be allowed to pursue novel ideas and
criticise old ones. One should be free to
conduct research they find interesting.

4) The openness principle: One should allow
people to see their work, and be open to
criticism.

5) The honesty principle: One should aim to-
wards finding the truth and should commu-
nicate in a truthful manner.
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The second step is to propose an ethical
argument that can be made against the scien-
tific exploration of modelling deceptive machines.
One such argument is that deception is unethical
because this scientific exploration might lead to
the development of fully autonomous deceptive
agents that will deceive humans. Therefore we
should not try to model deceptive machines. An
elaborate account of this line of reasoning can be
found in the controversial AI-Box Experiment in
which a super-intelligent and malicious AI agent
that is locked inside a software sandbox (a virtual
prison) deceives a human, the guard of the box,
in order to escape form the box and wreak havok
in society [70].

With respect to the five principles enumer-
ated above, a counter-argument can be made to
support the ethical modelling of Hamblin style
deceptive machines. By modelling such deceptive
machines in multi-agent systems, we are able to
understand them, e.g., their internal mechanisms
as well as how they might interact with other
agents in complex social systems. W.r.t., the non-
maleficence principle, this understanding might
prevent us from actually creating or enabling
deceptive machines to act in ways that can cause
harm to others. W.r.t., the beneficence principle,
we could understand how deceptive machines
might be created such that they provide benefits
to society, i.e. deceive in an ethical manner to
achieve an ulterior goal (see [31, 65, 9, 63]).
W.r.t., the intellectual freedom principle, re-
searchers can personally find that the topic of
deception, and machine deception in particular,
are simply fascinating because 1) deception has a
certain historical gravitas in the area of AI given
its exploration in Turing’s Immitation Game as
a necessary requirement for humans to assign
the property of intelligence to machines [68],
and thus being central to the antropomorphisation
of artificial agents (another fascinating topic in
itself); 2) deception is a popular recurrent topic
in science-fiction that when consumed by the
general public it forms the public opinion of AI
(see [20]); and 3) deception is a very complex
phenomenon in terms of its psychological, evo-
lutionary and epistemic properties, and the idea
of modelling these properties in interactions be-
tween artificial agents is very exciting from a sci-

entific perspective. W.r.t., the openness principle,
the actual modelling of deception in a public and
scientific way promotes this principle by opening
a much needed well-informed discussion about
the topic that goes beyond anecdotal explorations
and that can better inform public opinion. W.r.t.,
the honesty principle, modelling deception in
order to better understand it and sharing this
understanding in an honest manner is a truth-
promoting act in itself, independent of the ulterior
motives of performing the act.

This line of reasoning supports the idea that
research on creating Hamblin style deceptive AI
is ethical if it is applied to promote and is guided
by ethical principles which enable scientific dis-
covery.

CONCLUSIONS
Our societies are being challenged by a mul-

titude of problems due to deceptive AI. To un-
derstand the roots of these issues, in this paper
I aimed to explain the many facets of deceptive
AI, i.e. its meanings. These facets are historical
(the goals of deceptive AI research), behavioural
(how machines communicate in a deceptive man-
ner), cognitive (how machines ‘think’ when they
attempts deception), socio-ethical (how machines
relate to others around them and viceversa), and
ecosystemic, i.e. how external evolutionary pres-
sures influence all the previous aspects [71].

Deceptive AI also has multiple ethical facets.
Deception, by definition, clearly falls into the
category of dishonest and potentially unethical
behaviour which opposes the current emerging
trend of ethical design in AI. However it can also
be beneficial to society because its ethics depends
on the aim of the AI agents and the context in
which they are allowed to operate [63].

In order to be able to reap the benefits of pro-
social deceptive AI and avoid the negative effects
of developing more advanced deceptive technolo-
gies, the AI community must not just prescrip-
tively aim for the ethical design of machines,
but it should continuously reflect on what these
technologies truly are and on the consequences
that emerge due to their deployment in real-world
contexts.
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