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A B S T R A C T   

Objectives: The aim of this paper was to quantify the analysis error introduced by iterative closest point (ICP) 
image registration. We also investigated whether a subsequent subtraction process can reduce process error. 
Methods: We tested metrology and two 3D inspection software using calibration standards at 0.39 μm, and 2.64 
μm and mathematically perfect defects (softgauges) at 2 and 20 μm, on free form surfaces of increasing 
complexity and area, both with and without registration. Errors were calculated in percentage relative to the size 
of the defect being measured. Data were analysed in GraphPad Prism 9, normal and two-way ANOVA with post- 
hoc Tukey’s was applied. Significance was inferred at p < 0.05. 
Results: Using ICP registration introduced errors from 0 % to 15.63 % of the defect size depending on the surface 
complexity and size of the defect. Significant differences were observed in analysis measurements between 
metrology and 3D inspection software and within different 3D inspection software, however, one did not show 
clear superiority over another. Even in the absence of registration, defects at 0.39 μm, and 2.64 μm produced 
substantial measurement error (13.39–77.50 % of defect size) when using 3D inspection software. Adding an 
additional data subtraction process reduced registration error to negligible levels (<1 % independent of surface 
complexity or area). 
Conclusions: Commercial 3D inspection software introduces error during direct measurements below 3 μm. When 
using an ICP registration, errors over 15 % of the defect size can be introduced regardless of the accuracy of 
adjacent registration surfaces. Analysis output between software are not consistently repeatable or comparable 
and do not utilise ISO standards. Subtracting the datasets and analysing the residual difference reduced error to 
negligible levels. 
Clinical significance: This paper quantifies the significant errors and inconsistencies introduced during the 
registration process even when 3D datasets are true and precise. This may impact on research diagnostics and 
clinical performance. An additional data processing step of scan subtraction can reduce this error but increases 
computational complexity.   

1. Introduction 

For decades, in vitro tooth wear research has relied upon precise 
measurements using profilometry, accurate to nanometers, and the use 
of metrology grade software. Metrology grade software operates ac-
cording to ISO standards and often have validated protocols for in-
spection of metrological change. Measurements are reliable and 
reproducible. However, the use of 3D inspection software’s (Geomagic, 
Meshmixer, WearCompare etc.) for medical image diagnostics on 
sequential or multi-modal scans is increasing [1,2]. Most 3D inspection 
software’s are derived from engineering analysis tools designed to 

evaluate deviation between an explicitly defined geometric reference 
shape, such as computer models, to the measurement of a manufactured 
component. However, they can be used for multiple purposes and in 
multiple ways. Most software do not have validated protocols for in-
spection of a specific metrological change. More importantly, most 3D 
inspection software rely upon a form of iterative closet point (ICP) based 
registration in order to register (superimpose) two surfaces [3]. ICP 
registration, developed by Besl and McKay [4], is ubiquitously used (at 
the point of submission, it has been cited 25, 576 times). The algorithm 
brings two point clouds iteratively to the closest possible proximation 
based upon mathematically calculating the least square difference 
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between corresponding points. However, it is highly susceptible to 
outliers and minor changes in data can dramatically transform the 
registration. This can make the process unreliable and difficult to 
reproduce depending on the complexity of the dataset. The use of ICP 
based registration in both sequential or multi-modal medical scans has 
been recognised to introduce error, particularly when attempting to 
quantify biological change [5]. ICP registration is an example of a rigid 
transformation where a source point cloud of 3D data is kept rigid, i.e. 
the distance between points in the cloud is preserved, but the cloud is 
rotated and translated to align to a reference [6]. This is an inherent 
problem with biological tissues, which deform over time, such that the 
rigid transformation assumption will always introduce inaccuracy. 
When a section of the measured point cloud changes at a different rate, i. 
e. during a pathological process, an ICP registration will attempt to 
minimise the change at the expense of a holistic scan fit. This has led to a 
situation where the greater the change and need for an accurate regis-
tration, the less accurate an ICP based registration will be [5,7]. At-
tempts have been made to reduce this error by registering scans on areas 
which are less likely to have undergone biological change or areas of 
known relative stability [8,9]. However, it can be problematic identi-
fying these areas, particularly when identifying sub-visual change at the 
micrometer scale. It has also yet to be investigated if a reference based 
ICP registration can perform a perfect registration. 

Adding an additional computational step of data subtraction, post- 
ICP registration has been shown to reduce ICP based errors and 
improve diagnostic potential for several medical image registrations 
from localisation of neocortical seizures in the brain [10,11] to ana-
lysing pulmonary parenchyma in chest CT images [12]. Subtraction 

reduces errors created by registration as minor differences in the X and Y 
plane can be compensated for and differences in Z are reduced to a single 
plane where change and error are more readily identifiable. Subtraction 
can involve the simple subtraction of X and Y coordinates, or a more 
computationally heavy subtraction of planes, both of which leave a re-
sidual dataset to be analysed. Although the medical examples above 
have shown reduction in error, inaccuracies in realms of millimeters 
remain. Dental indications using subtraction post-registration have 
demonstrated accuracy on 20–160 µm softgauges [13,14]. However, this 
is still beyond the diagnostic threshold of multiple conditions, including 
erosive toothwear. Several clinical trials in tooth wear have attempted to 
quantify tooth wear progression using an ICP based algorithm [15, 
16–18]. However, largely due to high standard deviations, very few 
studies have shown differences between high and low risk groups. The 
only clinical studies which have shown differences between groups are 
those which have relied upon volume measurements which consider an 
overall change in the surface [19–22]. The only exception to this is by 
Bronkhorst et al. who also had high standard deviations (eg wear on the 
upper central incisor had an average height loss per year of 87.31 µm 
with a standard deviation of 97.60 µm) but had a significant sample size 
with three different time points [23]. 

Each operating system will also have a variation on the ICP per-
formed. This is often not detailed by commercial software due to intel-
lectual property issues. Different measurements may be observed 
depending on how the software processes meshes and different scan 
orientation [5]. Although several deep learning techniques have been 
successfully applied to image registration, success is often denoted as 
being comparable to an operator-led registration [2]. Given the 

Fig. 1. Experimental design and research questions. First line of images: Last four lines of images: Mathematically created softgauges on free form surfaces of 
increasing complexity and area (2 μm, 20 μm). 
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substantial error within these operator-led approaches, advantages in 
using deep learning techniques are limited to an increase in speed and 
decreased operator involvement, not improvement in accuracy. There-
fore, additional research is needed to determine basic software limita-
tions and improve on registration accuracy before using more complex, 
learning algorithms to determine biological change. 

Therefore, the aim of this paper is to establish the limitations of 
analysis, in the absence of registration and post registration. We will test 
different reference ICP based registration algorithms on free form sur-
faces of increasing complexity and area, investigate the scale of the error 
introduced by ICP. Finally, we will investigate whether a subsequent 
subtraction process can reduce error introduced by the ICP registration 
to the micrometer level expected for early erosive tooth wear. 

The null hypothesis proposed are that  

1. 3D inspection software are comparable to metrology software when 
analysing change in the absence of registration.  

2. Using an ICP based registration solely on unaltered reference data 
will not introduce significant analysis error.  

3. Data subtraction post-registration will not reduce error. 

2. Materials and methods 

2.1. Standard selection and preparation 

To assess measurement differences between software, two type A1 
step height reference standards were chosen (Taylor Hobson; Ametek, 
Leicester, UK), with calibrated step artefacts of 0.39 and 2.64 µm. To 
assess the effect of registration on increasingly complex surfaces, an 
optical flat, polished dental enamel, a precision ball bearing and a 
typodont tooth were chosen and pictured in Fig. 1. An optical flat is 
considered a “perfect plane” and is a transparent ceramic, with a flatness 
tolerance of 25 nm [24]. To obtain polished teeth samples, extracted 
caries-free human molar teeth were collected from the Oral Surgery 
Department at Guy’s Hospital under the consent of patients (IRAS 252, 
842 REC Ref 18/WM/0351). They were disinfected and stored in 
deionized water. Buccal surfaces of molars were sectioned with a 
water-cooled circular diamond blade (XL 12,205; Benetec, London, UK) 
and embedded in bis-acryl composite (3 M; Protemp4, Neuss, Germany). 
A polishing process was applied by using the water-cooled rotation 
polishing unit (Struers; Laboforce-100TM, Marne, France) followed by 
silicon carbide discs (Struers ApS; Versocit, Ballerup, Denmark). An 
outer layer of 400 μm of enamel was removed by the sequential pol-
ishing process of 500, 1200, 2000 and 4000 grit for 25, 30, 60 and 120 s 
respectively [25], which controlled the flatness tolerance of all samples 
within ± 0.4 μm. A precision stainless steel ball bearing with a 20 mm 
diameter with a confirmed ± 2.5 μm tolerance on roundness and a ±
12.5 μm tolerance on specified diameter. An upper right second molar 
plastic typodont tooth model (Frasaco GmbH; Tettnang, Germany) to be 
used as a complex free form surface, with no published tolerance. These 
surfaces can be visualised in Fig. 1. 

2.2. Scanning 

All surfaces were measured with a non-contacting profilometer using 
a red-light 655 nm wavelength confocal laser with 2 μm spot-diameter 
and 600 µm vertical gauge (TaiCaan Technologies; Southampton, UK), 
The profilometer was kept in a temperature-controlled room to minimise 
thermal variation [26]. Data were collected in a raster scanning pattern 
at 10 μm scanning intervals. The optical flat standard and polished teeth 
were measured over a 2 × 2 mm2 area, the ball bearing over a 7 × 7 mm2 

area and the typodont tooth over a 10 × 10 mm2 area. Each sample was 
measured three times. An example of each scan type is shown in Fig. 1. 

2.3. Software comparison 

Softgauges were chosen as the software measurement standard. 
These mathematically created standards contain specified defects facil-
itating accurate comparison of data from different software and tech-
niques [27]. To create the softgauges, the measured data is used as a 
reference point cloud. The reference data is exported into Excel 
(Microsoft; Redmond, Wash., USA) and a vertical step is mathematically 
introduced by subtracting either 2 μm or 20 μm from the Z height values 
of 500 central coordinates within each scan. The provides a pair of data 
sets comprising a reference measurement and complimentary softgauge. 

Two different software were chosen to compare the ICP based reg-
istrations. The first was Geomagic (Geomagic Control; Darmstadt, Ger-
many), a professional engineering software for 3D inspection of digital 
scans. The second was WearCompare (Wearcompare; Leeds, UK), a 
simple, custom-built open-source software for the detection of wear on 
3D scans. To assess the additional computational step of subtraction, 
Mountains Map (MountainsMap; Besançon, France), an image analysis 
and surface metrology software platform to study surface texture and 
form in 3D at the microscopic scale was chosen. 

2.3.1. Calibration standard and softgauge analysis without registration 
Geomagic Protocol: For analysis of the standard, a 2D section was 

created through the centre of the scan and a single line difference in Z 
between the reference area and step height determined. 

Mountains Map: For analysis of the calibration standard, a step 
height in Z was determined by applying ISO5436–1:2000 step height 
measurement method on the profiles. 

2.3.2. Softgauge analysis with registration 
Geomagic Protocol: The reference data and softgauge were regis-

tered using the Geomagic specific “Best Fit” registration on 1000 of the 
unaltered reference data points. To calculate the impact of the best fit 
registration a 2D section was obtained through the centre of the math-
ematically introduced step and the mean mesh difference in Z between 
the baseline and altered scan determined. 

WearCompare Protocol: The reference data set and softgauge were 
exported into WearCompare. Measurement data were registered using 
an initial global based registration followed by an ICP registration on 
manually selected unaltered regions. The mean mesh difference in Z 
between the baseline and altered scan was determined from the centre of 
the artificially created defect. 

Geomagic/Mountains Protocol: For the subtraction analysis, after 
scans were registered in Geomagic they were exported into Mountains 
Map. The root mean square deviation in the X and Y dimension was 
minimised and the two scans subtracted. This resulted in a residual 
dataset to which an ISO5436–1:2000 step height measurement method 
was applied. 

Each set of three scans were analysed separately and the average 
value calculated for analysis give. All errors were reported in relative 
terms to the size of the defect being measured. Data were analysed in 
GraphPad Prism 9 (GraphPad; Boston, MA, USA). The normality of data 
sets was inspected visually using histograms and boxplots in addition to 
Shapiro-Wilk tests. All data sets were normally distributed. A two-way 
ANOVA was applied using software and surface as the independent 
variables and percentage error as the dependent variable. The in-
teractions were significant therefore a post hoc Tukey’s analysis was 
applied. Statistical significance was inferred at p < 0.05 for all analysis. 

3. Results 

3.1. Errors introduced by 3D inspection software in the absence of 
registration 

A single measurement of a defect on a 3D inspection software 
(Geomagic) to a metrological software (Mountains Map) were 
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compared. Calculating step height standards, in the absence of any 
registration, introduced an error of 11.88 % SD for the metrological 
software and 13.39 % for the 3D inspection software for the standard 
step height of 0.39 µm. When calculating the standard step height of 
2.64 µm, errors reduced to 1.40 % (SD = 0.92) for the metrological 
software and 3.84 % (SD = 2.63) for the 3D inspection software 
(Table 1). There was no statistical difference in error rate between step 
heights or the software when measuring at this level. 

When quantifying change between reference and softgauge data at a 
2 μm level on flat surfaces, all software introduced error. This was 
particularly significant for the 3D inspection software where an average 
error of 77.50 % (SD = 12.54) was produced, p < 0.001. When quan-
tifying change on flat surfaces with a 20 μm defect, percentage error 
significantly reduced. Quantifying step height on the 3D inspection 
software produced significantly greater error (3.06 % (SD = 1.32) than 
the metrological software (1.03 % SD = 0.69, p < 0.001). These results 
are shown in Fig. 2. 

3.2. Errors introduced by 3D inspection software with registration 

Here we compared two different 3D inspection software (Geomagic 
and WearCompare) with a metrological software (Mountains Map) 

when registering two scans together. Post registration, analysis errors 
increased when analysing the 0.39 μm calibration standard to 37.26 % 
(SD = 29.71) for Geomagic and 41.71 % (SD = 30.46) for WearCompare. 
Performing subtraction on the datasets and analysing the residual 
reduced the error to 12.22 % (SD = 7.81) p < 0.001. 

When scans were registered analysing the 2.64 μm calibration 
standard depth, observed errors were 2.96 % (SD = 2.08) for Geomagic, 
10.73 % (SD = 6.58) for WearCompare and 1.33 % (SD = 1.10) for 
subtraction analysis. 

When analysing known step heights on softgauges, errors were < 1% 
on an optical flat at both the 2 μm and 20 μm level. On polished teeth 
with the 2 μm softgauge, analysis with Geomagic introduced 5.63 % (SD 
= 6.23) error which was statistically different to analysis with Wear-
Compare (1.25 % SD = 2.32). Performing subtraction after registration 
reduced the error to negligible levels (0.00 %). With the larger 20 μm 
softgauge on polished teeth, errors were reduced to circa 1 % with no 
differences between the software. 

On the ball bearing surface, analysis with Geomagic introduced the 
greatest error, up to 15.63 % (SD = 9.43) with the 2 μm softgauge and 
6.81 % (SD = 2.10) error with the 20 μm softgauge. Adding an addi-
tional subtraction step in Mountains map reduced error to negligible 
levels (<0.1 % on a 20 µm surface) which were not statistically different 

Table 1 
Percentage error (%) and standard deviation associated with no registration (left columns) and post registration (right columns) at different known lesion depths. Note 
consistently lower error levels when subtraction was added as a final data processing step (final column).  

Calibration Standards  

Percentage Error With No Registration (%) Percentage Error Post-Registration (%)  

Mountains Geomagic Geomagic WearCompare Geomagic/Mountains 
(Registration/Subtraction)  

% (SD) % (SD) % (SD) % (SD) % (SD) 
0.39 μm 11.88 (9.37) 13.39 (18.22) 37.26 (29.71) 41.71 (30.46) 12.22 (7.82) 
2.64 μm 1.40 (0.92) 3.84 (2.63) 2.96 (2.08) 10.73 (6.58) 1.33 (1.10) 

Soft Gauges  

Optical Flat Optical Flat 

2.00 μm 2.56 (1.45) 5.00 (4.63) 0.63 (1.77) 0.00 (0.00) 0.00 (0.00) 
20.00 μm 0.27 (0.15) 0.44 (0.32) 0.00 (0.00) 0.00 (0.00) 0.13 (0.08)  

Polished Teeth Polished Teeth 

2.00 μm 4.94 (2.31) 77.50 (12.54) 5.63 (6.23) 1.25 (2.32) 0.00 (0.00) 
20.00 μm 1.03 (0.69) 3.06 (1.32) 1.38 (0.64) 0.50 (0.46) 0.41 (0.43)    

Ball Bearing 

2.00 μm   15.63 (9.43) 0.00 (0.00) 0.00 (0.00) 
20.00 μm   6.81 (2.10) 1.56 (0.18) 0.10 (0.08)    

Typodont Teeth 

2.00 μm   8.75 (6.41) 13.13 (3.72) 1.06 (0.32) 
20.00 μm   5.34 (1.83) 9.69 (1.25) 0.14 (0.12)  

Fig. 2. Percentage error comparing Single Line Step Height (SLSH) analysis in the metrology software (Mountains) and the 3D inspection software (Geomagic) in the 
absence of any registration. This analysis cannot be performed in WearCompare. A, percentage error of SLSH analysis on calibrations (0.39 μm, 2.64 μm). B, Per-
centage error of SLSH analysis on softgauges (2 μm, 20 μm) created on optical flat and polished teeth (Statistically significant differences indicated with 
asterisk (P<0.001)). 
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to WearCompare. In contrast, on a typodont surface, both WearCompare 
and Geomagic introduced up to 13.13 % error (SD=3.72) on the 2 μm 
softgauge and 9.69 % (SD = 1.25) error on the 20 μm softgauge. Per-
forming surface subtraction after registration reduced error to <1.06 % 
(SD=0.32). 

These results can be visualised in Fig. 3. 

4. Discussion 

When measuring a 2.00 μm defect, independent of registration, a 3D 
inspection software produced significantly greater errors and greater 
standard deviations compared to metrology-based ISO standard mea-
surement software. Although the error was less when quantifying a 
larger 20.00 μm defect, significant differences were still observed and a 
3 % error rate was observed. Therefore the first null hypothesis was 
rejected. Errors were consistently introduced by registration in 3D in-
spection software, despite a well-defined lesion and a mathematically 
perfect reference area. The largest errors were observed when analysing 
the test extremes. Error rates were high when measuring 0.39 µm 
standards and 2.00 µm softgauge and indicated that the step heights 
were outside the limits of analysis with an ICP registration. Large errors 
were also seen when analysing 20 µm defects on typodont teeth. This 
demonstrates the potential for inconsistency and inaccuracy of the 
registration procedure. Error on in vivo biological data is likely to be 
significantly greater than this when accurate surfaces for registration are 
not available and defects are less well defined. 

Despite Geomagic and WearCompare both using an ICP based 
registration statistically different results were obtained. Within each 
software, considerable standard deviations were also observed when 
analysing the same surfaces demonstrating how an ICP registration can 
produce different results when a repeat registration is performed. This 
would indicate that data analysed by different 3D inspection software 
may give incomparable results and secondly how the same software can 
produce different results even when fed the same data multiple times. 
This is in addition to changes caused by software updates which may 
remain unknown to the operator. Due to the black box nature of the 
fitting, the operator is unlikely to know when the registration is accurate 
and when it is flawed. A manual operator can visualise and inspect the 
registration. However, an algorithm cannot. This demonstrates further 
problems when applying machine learning techniques to ICP based 
registrations. 

Authors have presented data obtained from these software in 
different ways. Michou et al. did not attempt quantification below 50 µm 
and removed positive errors by simply eliminating them from the 
dataset [7]. Rodriguez et al. also removed any positive errors from the 
dataset before presenting data. Bronkhurst et al. observed the mea-
surement error using registration on intraoral scanners to be 62 µm [28]. 
Others using desktop scanning of 3D casts have observed errors of 33 µm 
[29]. The unreliability with the registration process contributes to the 
substantial standard deviations seen in many clinical trials which makes 
evaluation of statistical differences difficult. One clinical trial observed 
error of 10 µm associated with the registration of scans for each tooth. 
This is likely to significantly increase when analysis is done cross arch 
[30]. 

Adding an additional data processing step of subtraction post- 
registration consistently reduced error to negligible levels therefore 
the third null hypothesis was accepted. Subtraction can be a relatively 
straightforward process, superimposing the grids and subtracting X1-X2, 
Y1-Y2 etc. to give a difference in Z. However, this assumes that all data 
has been captured and orientated in the same location and plane. A more 
computationally heavy step is to resample all the data and subtract ac-
cording to normals to a plane. However, subtraction will only perform 
well in an optimally calibrated and orientated environment. Variables 
such as increasing distance between vertices, polygon size, overlapping 
areas to be registered, the registration and the orientation of the scans 
will all impact on the accuracy of the subtraction step. A further limi-
tation to the subtraction step is that data subtraction needs to be in one 
plane only. Clinically this means that it is limited to a single surface 
measurement with no undercuts. Therefore segmentation of the 3D 
dataset will be necessary to perform this analysis to get the required 
improvements in accuracy. There is ongoing work in several institutions 
and commercial companies to auto segment 3D intraoral scans and this 
field is rapidly evolving. With increased computing power and AI tools 

Fig. 3. Percentage error on known softgauge depths post registration (Geo-
magic, WearCompare) and post-registration/subtraction (Geomagic/Moun-
tains). A, Percentage error of analysis on calibrations (0.39 μm, 2.64 μm) 
Statistically significant differences indicated with asterisk (P<. 001 compared 
with Geomagic, WearCompare). B, Percentage error of analysis on softgauges 
(2 μm, 20 μm) created on optical flat and polished teeth. Statistically significant 
differences indicated with asterisk (*** P<. 0.01 compared with Geomagic; 
**** P<. 0.001 compared with Geomagic). C, Percentage error of analysis on 
softgauges (2 μm, 20 μm) created on ball bearing and typodont teeth. Statisti-
cally significant differences indicated with asterisk (Ball bearing 2 μm **** P<. 
0.001 compared with WearCompare and Geomagic/Mountains; Typodont teeth 
2 μm *** P<. 0.01 compared with Geomagic/Mountains, **** P<. 0.001 
compared with Geomagic/Mountains; Ball bearing 20 μm (* P<. 0.05 compared 
with Geomagic, ** P<. 0.01 compared with Geomagic; Typodont teeth 20 μm 
(**** P<. 0.001 compared with Geomagic/Mountains). 
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facilitating auto segmentation and registration, registration errors <1 % 
may be possible for intraoral scans in the near future. 

There are several limitations to this study. As outlined above, the test 
dataset was a mathematically calibrated dataset chosen to assess the 
limitations of an ICP based algorithm. It is likely that a biological dataset 
will introduce error much greater than observed in this study. We chose 
two different ICP based registration software and it highly likely that 
other software could produce different results. There is no standard 
methodology and none conform to ISO standard methodologies. Each 
software will have different methods of processing the data which are 
not observable to the operator. Until we can understand each step in 
data processing, we will be unable to ascertain what proportion of the 
measurement given is error or an actual change between two sequential 
scans. Lastly, the datasets are relatively small and subtraction can be 
computationally heavy. This may produce complications when scaling 
up to larger scan files. 

Considering these limitations, solely using an ICP based registration 
process is flawed, particularly on complex surfaces. An additional sub-
traction step is computationally heavy but significantly improves on 
accuracy. Subtraction is also reliant on scan orientation and further 
work is required to automate biological scan orientation. Additional 
research on non-ICP registration approaches or methods to limit the 
susceptibility of the ICP based process to outliers is also required to 
progress the medical image registration field. 

5. Conclusion 

Commercial 3D inspection software which do not conform to ISO 
standards can introduce error during simple direct measurements below 
3 μm. When using an ICP registration, errors over 15 % of the defect size 
can be introduced regardless of the accuracy of adjacent registration 
surfaces. Different 3D inspection software will produce different errors 
on different samples which increases inconsistency in measurements. 
The greater the complexity of the surface, the harder it is to measure 
change. Error can be reduced by data set subtraction but this requires 
validation on clinical data and increased computational power. 
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