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We present the RAFFLE methodology for structural prediction of the interface between two materials
and demonstrate its effectiveness by applying it to MgO encapsulated by two layers of graphene. To
address the challenge of interface structure prediction, our methodology combines physical insights derived
from morphological features observed in related systems with an iterative machine learning technique.
This employs physical-based methods, including void-filling and n-body distribution functions to predict
interface structures. For the carbon-MgO encapsulated system, we have shown the rocksalt and hexagonal
phases of MgO to be the two most energetically stable in the few-layer regime. We demonstrate that
monolayer rocksalt is heavily stabilized by interfacing with graphene, becoming more energetically
favorable than the graphenelike monolayer hexagonal MgO. The RAFFLE methodology provides valuable
insights into interface behavior, and a route to finding new materials at interfaces.
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New materials can form at the interface between two
others due to the unique strains and bonding environments
at play [1,2]. These interface materials can significantly
affect the behavior of the overall system and, as such, there
is an ever-growing interest in exploring their potential
for device applications. The impact of interface materials
covers many aspects, including electrical [3–6] and thermal
[7–11] conductivity, mechanical strength [12–14], and
other unique properties [15–17]. Interfaces in devices
can be tailored by choice of growth technique, which
influences the interface stoichiometry [18,19], defects
[20–22], strains [23–25], constituent surfaces [26–28],
and many other factors. Their ability to improve device
performance has been studied for solar cells [29–33],
batteries [34–37], and other electronic devices [38–40].
All this makes interface materials a promising avenue for
materials design and engineering.
The wealth of unusual and unique properties predicted

and observed at interfaces are due to a combination of the
vast quantity of possible configurations, and the unusual
local bonding environment. Many other interactions are at
play at interfaces, including strains, induced electric and
magnetic fields and unconventional stoichiometries, and as
such, characterizing and fabricating specific interfaces is
nontrivial [41–43]. Hence, theoretical structural prediction
is key. Structure prediction has gone through many evo-
lutions, from coincident site lattice approaches [44–48],

to random structure searches [49–52], genetic algorithms
[53–56], machine learning [57–60], and species swapping
explorations [61]. The prediction of interface structures
introduces new challenges to this paradigm [62], with
increased constraints and variation along with higher
computational cost and lower availability of reference data.
Interfaces, and hence interface materials, can be formed

in several different ways, including intercalation [63]
and encapsulation. These present a more accessible form
of interface structure to explore. Recently, both monolayer
metal oxides [64] and halides [65] have been fabricated
between graphene sheets. Monolayer monoxides have
been suggested to occur in a different phase from that of
their respective bulks [66,67]. Interestingly, the structure
adopted is often a graphenelike hexagonal phase, as in the
case of MgO [68]. However, experimental evidence pro-
vided by Vasu et al. [69] offers the possibility of another
form of monolayer MgO in these interfaces.
For bulk MgO, the rocksalt (RS) cubic phase is the

theoretical [70–73] and experimental [74–77] ground state,
with hexagonal phase MgO (h-MgO) theorized as a
metastable step within the phase transition of wurtzite
(WZ) to RS. The WZ phase is found to be unstable in bulk
[70,78], although it is the ground state configuration of
some metal oxides [79–83], and a metastable phase in
others [84–86]. The h-MgO phase has a larger volume per
formula unit than the RS phase, necessitating a negative
pressure to realize priority formation of the h-MgO over
the RS. In the encapsulated case, the thinnest regions of
MgO have indicated, via transmission electron microscopy
(TEM) imaging [69], a mixture of a monolayer rocksaltlike
phase, and other hexagonal-like regions. Differing
MgO phases can be formed by various routes [87–93].
including alloying [70], forming low-dimensional structures
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(i.e., nanotubes) [92], or strains resulting from interface
formation [93].
In this report, we outline a method to predicting the

structure of interfacematerials, with a focus on its application
to MgO confined—or encapsulated—in graphene: RAFFLE
(PseudoRandom Approach For Finding Local Energetic
minima). This allows us to search for phases of MgO at
the interface between sheets of graphene, identify those
phases that appear in experiment, and postulate as to the
nature of those unidentified. We then explore these phases in
more detail, varying the number of layers and strain to obtain
insight into their formation. To this end, we present the
RAFFLE structural prediction method for interfaces.
An interface consists of two surfaces close together,

with an interface region located between the two bulks, as
indicated in Fig. 1(a). To model the interface structure, we
have developed a strategy combining machine learning,
empirical potentials, and physical intuition. First, we
identify the materials that constitute the interface—in this
case graphene and MgO. We then (i) populate atomic
species-dependent distribution functions from databases of
known materials and structures [94–108] and (ii) generate a
series of supercells containing the two host materials, and a
suitably sized vacuum region, the interface region, sepa-
rating them. This region is filled with atoms using a variety
of probability functions derived from the distribution
functions. The resultant structures are then relaxed and
the energetics calculated. These are then ranked by their
formation energy and used to evolve the distribution

functions, which define atomic placement for the next
set of structures to be generated. Termination of this
process follows some heuristic criteria: (i) the lowest
energy structure is recaptured multiple times [109] and
(ii) observation(s) of hybrid phases consisting of mixtures
of those repeated ground states.
Key to this approach is the placement of atoms in the

interface region which are informed by distribution func-
tions. Any method that employs machine learning within
the context of materials science must use (a set of) metrics
that obey symmetry invariance. To achieve this, uniform
descriptors are represented in a spatially invariant form so
as to remove the issue of representing the geometry of
equivalent systems in multiple forms. The first general
function employed here is the spherically invariant bond
length distribution function, which highlights the frequency
of neighbors as a function of distance, i.e., bond lengths.
The second distribution describes the radially invariant
angle between two bond pairs of a common atom. Finally, a
four-body or plane-angle distribution function is introduced
as the angle between an atom and a plane formed from three
others, which has the translational invariance required
for generalization. These three (probabilistic) distribution
functions are physically appealing as the two-body is used
to characterize amorphous structures [110,111], the three-
body is inspired by the Keating potential [112], and the
four-body is a dihedral angle fluctuation [113]; and all
these have been applied in neural networks [114]. These
functions can be interchanged, or extended beyond four-
body, allowing for adaptation as necessary. As the search
progresses, previously generated structures are used to
update the distribution functions. Fig. 1(c) shows the
two-body distribution evolution as subsequent structures
are included. These interatomic distribution functions are
explored here as both characterization functions, and as
functions designed to aid in the inverse design of ener-
getically favorable interface structures. Further details are
given in the Supplemental Material [115].
Having developed the descriptors of the atomic envi-

ronment, the next step is to build sensible host unit cells
with an interface region for the structure search, as depicted
in Fig. 1. Interface structure search differs from bulk
structure search in that the host cell is constrained by
the two adjacent materials, which imposes several factors
that must be considered in order to form an appropriate
supercell: (i) to reduce the strain between the two host
materials, the mismatch between their corresponding lattice
vectors should be minimized; (ii) the thickness of each
surrounding host material should ideally reach its bulk
limit; (iii) the interface region needs to be appropriately
thick; (iv) the supercell ideally needs to be small enough
to be feasible within theoretical energetic evaluation;
(v) supercells with different underlying Bravais lattices
need to be created, to avoid creating false interface
materials. These constraints create both limitations and

(a)

(b)

(c)

FIG. 1. (a) Illustration demonstrating the concept of the
RAFFLE methodology at interfaces, with calculated probabilities
of placement for species of atoms present within the interface
region. (b) Heatmap of the probability surface of placing the
subsequent Mg atom within the graphene-graphene interface
according to the (combined n-body) distribution functions.
(c) The two-body distribution function between Mg and C atoms,
evolving from the first 10 structures considered to 1000.
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compromises on any interface structure search. Methods
and tools already exist to generate supercells for interfaces,
such as ARTEMIS [150], which is used here.
Having set up the species-dependent placement proba-

bility functions and the host structure, we now generate the
interface material. This involves evaluating the host struc-
ture and identifying the most suitable sites. The RAFFLE
method combines three different approaches, which focus
on different aspects such as thoroughness and complete-
ness, computational cost, and entropic maximization. The
three methods are (1) a full grid search, (2) a pseudorandom
walk, and (3) a void-finding method.
In the first placement method—the full grid search

method—the full space of the supercell is discretized into
a grid. At each point, a test atom is postulated, and the
suitability of this atom to be placed is queried according to
the placement functions. For all of the points considered,
that with the highest degree of probability is selected as
the most viable site and an atom is randomly inserted near
that position.
The second placement method—the pseudorandom

method—involves selecting a random point within the unit
cell and determining its suitability for accommodating a
test atom, where this probability is assessed using the
aforementioned placement functions, using a probabilistic
pass/fail criteria; a pass is achieved if the probability from
the placement function is above a defined threshold. If the
check fails, nearby points are randomly sampled for
improvements, and if a point is found to be better then
the process is repeated. In this manner, a form of pseudor-
andom walk is conducted until a suitable spot is found
or the number of failed steps exceeds a tolerance (typically
10 000 fails). A net failure to place repeats the procedure,
selecting a new random point and initializing a new random
walk, until a suitable pseudorandom point can be selected.
The final placement method is the void-finding method

which follows the same basis outlined for the full grid
search method, but instead of evaluating n-body distribu-
tion functions, the emptiest region of the search space is
located and an atom is randomly inserted near that position.
The frequency of this call dictates the uniformity of the
interface region as well as providing seeds for further
random walks, ultimately filling out empty regions quickly.
For each test atom, one of the three placement methods is

randomly selected, where the likelihood of each is guided
by an adjustable ratio. If one function is successful then
an atom is placed. If it fails, then a different approach is
selected. This procedure allows us to generate a variety of
interface structures, with probabilistic nature of the search
enabling new structures each time. The combination of the
void function (which seeds empty spaces) and the pseu-
dorandom method of placement around existing atoms
allows us to fill large supercells rapidly.
The rules developed for RAFFLE provide our physical

insight into the system, allowing for the system to learn

over generations and evolve. As structures are generated,
evaluated, and relaxed, each is used to update the form of
the distribution functions using a suitable weighting func-
tion (see Supplemental Material [115]). We emphasize that
the probabilistic nature of our approach means that theo-
retically all configurations will be searched, while the
evolution procedure provides a bias towards successful
features and speeds up the search.
Application of the RAFFLE approach to C-MgO systems

begins with noting that the surfaces present in this case
are both graphene, providing a clean match between two
single cells of graphene. From these, cubic, monoclinic, and
hexagonal supercells are generated to provide the base for
interface structure searching. Some of the most relevant
supercells employed are presented in Fig. S7 [115].
Fig. 1(c) depicts the evolution of the two-body (inter-

atomic distance) distribution between magnesium and
carbon as a function of the number of structures explored.
Early iteration structures suggest that structures with C-Mg
separations of 3.1 Å are most favorable, yet this peak
disappears as more structures are analyzed. A new peak
appears at 3.25 Å, which corresponds to the interlayer
separation identified in the most stable structures for
encapsulated MgO found in this Letter. As the n-body
distribution functions are combined to form a three-
dimensional probability map for placement of new ions,
we can visualize this as a probability map across the cell, as
shown in Fig. 1(b). The rings depicted are a result of the
probability function accurately mapping a combination of
the n-body distribution functions, with the radius of these
rings corresponding to an optimum interatomic separation
(two-body contribution), and the orientation of multiple
rings an indication of both the 90° and 120° bond angle
found in RS and h-MgO, respectively (three-body contri-
bution). The probability placement function localizes
around ions, leaving voids of empty space within the cell.
This empty space is mapped by the void finding approach,
depicted in Fig. S4 [115], showing that a combination of
these two methods allows placement across the cell.
Through analysis of the generated structures we

obtain the key quantities of Einterface and Esurface, which
are the interface and surface formation energies, respec-
tively, defined in the usual manner and given in Section
SIV A [115].
The results of the structure search for the C-MgO system

are presented in Fig. 2. All structures are presented with
respect to the most energetically favorable found structure.
Structures identified are shown in Fig. 2(a) and the most
stable are highlighted in the Fig. 2(b). These highlight the
two most stable phases, where the encapsulated form of
RS-MgO is the most stable, followed by h-MgO.
C-MgO has been previously suggested to possess a

square lattice of single- to few-layer thickness [69], along-
side other regions which clearly contain noncubic lattices
or polycrystalline regions. We find evidence to support that
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the WZ phase is not stabilized by encapsulation within
graphene; the phase is absent from Fig. 2 entirely, and
encapsulated structures generated matching this phase
reconfigure during relaxation from the WZ to the h-MgO
phase. The phase change curve of isolated MgO from WZ
to h-MgO involves no activation energy, hence, geometric
optimization finding no local minima agrees with previous
investigations in bulk [70].
Our structure search reveals the most stable family of

structures in Fig. 2 is the RS-MgO phase encapsulated
within graphene. This is in line with cubic structure(s) seen
in regions of TEM [69] images of the fabricated encapsu-
lated MgO. The RS phase of MgO is also the only strong
candidate from the orthonormal family of phases (cubic,
tetragonal, etc.) which matches with the experimental
observations of Vasu et al. Interfacial RS-MgO has
the lowest formation energy of the considered interface
structures, in parity with bulk RS-MgO occupying the
ground state.
The next most stable phase our search reveals is h-MgO,

with fivefold coordinated inplane bonding with the gra-
phenelike structure aligned parallel to the graphene sheets
(shown in out Fig. S6 [115]). We note a 0.05jej=atom
decrease in magnitude of average charge from RS to the h
phase, which corresponds to weaker bonding due to an
average increase in bond lengths of 0.06 Å. This expansion,
and the cubic (sixfold) RS bonding compared to the
hexagonal (fivefold) h-MgO bonding, is highlighted by
Fig. 3(a), with h-MgO corresponding to a volume increase
per formula unit of 4.5 Å3. As the formation energies of
interfacial RS and h-MgO are within 0.1 eV=atom of each
other, both phases are explored to a greater depth to identify
the likely specifics of the interface composition.
Comparison of the minima of energy-volume curves for

different material phases can provide insight into their
relative stabilities. Here, we report a value of 0.14 eV=pair

between the RS and h-phase bulks, in agreement with the
Materials Project [101] value of 0.175 eV=pair. In Fig. 3(a)
the bulk and interface structures of both RS and h-MgO are
strained and the formation energies are shown as a function
of the volume per interface atom. The figure demonstrates
that the h-MgO (RS) phase is more favorable in the highly
strained (compressed) regime. The energy separation of
the RS and h-MgO minima in the interface system is
calculated at 0.26 eV=formula unit, increasing the energy
gap between the phases to 0.12 eV=formula unit compared
to bulk. In comparison to the volume per formula unit
profile of bulk, the h-MgO in encapsulation is higher
in formation energy by 0.38 eV=formula unit. Similarly,
the formation energy of the RS phase is increased by
0.24 eV=formula unit. For the interface, two-phase mix-
tures of RS and h-MgO become more energetically viable
than a single phase. This is due to the greater difference in
energetic minima for interfaces (as a function of volume per
formula unit) compared to the bulks.
A key difference between the RS-MgO and h-MgO

structures depicted in Fig. 2 is the number of layers present.
We consider the variation with layers of the interface
energy, as depicted in Fig. 3(b), and identify three key
regions. The first is the monolayer region, in which the
RS-like monolayer interfaced with graphene displays a
difference of 0.05 eV=Å3. This indicates that formation of
an interface between RS-MgO and graphene massively
stabilizes monolayer RS-MgO. The significance of this
result shows a difference between supported (i.e., placed
on a substrate) and encapsulated systems. Previous works
[68,151] have indicated h-MgO as the more favorable
phase for supported monolayer MgO, whereas our results
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FIG. 3. (a) Formation energy versus volume for bulk and
graphene-encapsulated four-layer RS- and h-MgO (encapsulated
energies are shifted by the corresponding interface). Black dashed
lines denote common tangent constructions. Green (red) shaded
regions highlight the increase in volume range—from bulk
to encapsulated—spanned by the constructions for RS-MgO
(h-MgO). (b) Formation energies of the surface and interface
for RS- and h-MgO for varying MgO thicknesses. RS- and
h-MgO formation energies are most comparable for thicknesses
in the range of 4–6.5 Å (inserts depict dominant phases).

(a) (b)

FIG. 2. Energy per interface atom for (a) all structures con-
sidered and (inset) the 16 most stable interface structures as
identified, during the C-MgO RAFFLE search. (b) Structures of
low-energy systems.
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show instead that full encapsulation enables the formation
of monolayer RS-MgO. The second region of 2–3 layers
thickness (4–6.5 Å) is notable for the energy difference
between the RS and h-MgO phases, which is less than
0.005 eV=Å3. This small energy difference presents the
thickness for which two phase mixtures have the smallest
difference in energy, up to the four layers considered.
The final region of 4þ layers thickness (6.5þ Å) shows
the surface energy for the RS and h-MgO diverging as the
RS-MgO decreases in energy and h-MgO increases. In this
thicker region, two phase mixtures are less favorable.
Overall, we observe that both phases show reduction in
the formation energy due to the passivation provided by
encapsulation. However, this effect is much greater for
the RS phase than the h phase as the RS-MgO surface
formation energy is much higher than h-MgO. Thus the RS
phase gains more from encapsulation due to charge transfer
than the h phase. Hence encapsulated structures tend to
have more favorable RS interfaces whereas exposed sur-
faces will prefer h-MgO [68,151].
Mixtures of the RS and h-MgO appear higher in energy

than either constituent phase, notably the ab0 hybrid phase,
as shown in Fig. 2. The magnitude of this energy difference
is, however, only 0.05 eV=atom from h-MgO, indicating
the existence of potential polycrystalline phases. The
hexagonal bonding is found to be out of plane with the
graphene, and causes significant distortion in the graphene
layers, which corresponds to both a higher overall energy
and indicates the existence of more stable hybrid phases.
The formation of these hybrid phase mixtures of RS and
h-MgO compensates for strains at the interface, as sug-
gested by both Figs. 3(a) and 3(b). This prediction is
consistent with Vasu et al., in which their TEM identifies
both cubic and hexagonal regions. Our results clearly
suggest that the RS phase remains the most stable even
in the nanoencapsulated form. Fig. 3(b) shows that the
monolayer RS MgO is more stable when interfaced with
graphene than the isolated surface, supporting that mono-
layer RS MgO has been fabricated. However, the stability
of h-MgO is within 0.1 eV=atom, and less than
0.01 eV=Å2 [Fig. 3(b)], of the cubic phase at thicknesses
between 2–3 layers. This suggests the phase of MgO
exhibited in noncubic regions of the TEM is in fact a
fabrication of h-MgO, rather than the wurtzite phase.
Here, we have presented the RAFFLE methodology

for structural prediction of interface materials. RAFFLE
employs physical-based methods, such as void-filling (the
raising of entropy), and n-body distribution functions
(homogeneity and isotropy) to predict interface structures
ranked via formation energies. The distribution functions
evolve within the structural search, and thus act as
identifiers for stability and inverse design descriptors for
structural generation. This approach provides a method for
finding new materials at interfaces. We have demonstrated
this by applying RAFFLE to study the previously fabricated

system of MgO encapsulated between layers of graphene,
showing few-layer form of MgO to be the rocksalt and
hexagonal phases. We demonstrate that monolayer RS is
heavily stabilized by interfacing with graphene, having its
surface energy reduced by 0.4 eV=atom compared to the
isolated surface, becoming more energetically favorable
than the graphenelike monolayer h-MgO. This presents
an avenue for the fabrication of polar monolayers which
have previously proved elusive [152,153]. Other phases
present in the RAFFLE search that exist close in formation
energy to the RS and h-MgO are identified as combinations
of those structures, including rotations and defects, further
confirming our identification of the lowest energy structures
in the C-MgO landscape. Our results open up the exciting
possibility of exploring further interface structures and
finding new materials in these regimes.

The data that supports this Letter is openly available from
the University of Exeter’s Institutional repository [154].
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Pérez, T. V. Vu, J. Rivas-Silva, N. N. Hieu, and G. H.
Cocoletzi, RSC Adv. 10, 40411 (2020).

[152] A. Wander, I. J. Bush, and N. M. Harrison, Phys. Rev. B
68, 233405 (2003).

[153] B. E. Gaddy, E. A. Paisley, J.-P. Maria, and D. L. Irving,
Phys. Rev. B 90, 125403 (2014).

[154] J. Pitfield, N. T. Taylor, and S. P. Hepplestone, Predicting
phase stability at interfaces (dataset), 10.24378/exe.4966.

[155] https://www.archer2.ac.uk/.

PHYSICAL REVIEW LETTERS 132, 066201 (2024)

066201-8

https://doi.org/10.1021/acs.chemmater.5b04208
https://doi.org/10.1021/jacs.7b01398
https://doi.org/10.1021/jacs.7b01398
https://doi.org/10.1021/jacs.8b04183
https://doi.org/10.1021/jacs.8b04183
https://doi.org/10.1039/a901227c
https://doi.org/10.1039/a901227c
https://doi.org/10.1063/1.2210932
https://doi.org/10.1038/nmat2712
https://doi.org/10.1038/s41586-018-0337-2
https://doi.org/10.1002/adfm.201906041
https://doi.org/10.1002/adfm.201906041
https://doi.org/10.30919/esmm5f451
https://doi.org/10.30919/esmm5f451
https://doi.org/10.1063/1.4952607
https://doi.org/10.1126/sciadv.1600746
https://doi.org/10.1126/sciadv.1600746
https://doi.org/10.1038/s41524-019-0221-0
https://doi.org/10.1093/bioinformatics/btac759
https://doi.org/10.1038/s41467-022-33414-6
https://doi.org/10.1007/BF01457454
https://doi.org/10.1007/BF01457454
https://doi.org/10.1038/nature25155
https://doi.org/10.1016/j.matlet.2018.10.085
https://doi.org/10.1103/PhysRevB.47.558
https://doi.org/10.1103/PhysRevB.49.14251
https://doi.org/10.1016/0927-0256(96)00008-0
https://doi.org/10.1016/0927-0256(96)00008-0
https://doi.org/10.1103/PhysRevB.54.11169
https://doi.org/10.1103/PhysRevB.54.11169
https://doi.org/10.1103/PhysRevB.89.064305
https://doi.org/10.1088/1367-2630/aac7f0
https://doi.org/10.1103/PhysRevLett.77.3865
https://doi.org/10.1103/PhysRevLett.77.3865
https://doi.org/10.1103/PhysRevB.50.17953
https://doi.org/10.1063/1.3382344
https://doi.org/10.1063/1.3382344
https://doi.org/10.1149/1.3327913
https://doi.org/10.1149/1.3327913
https://doi.org/10.1103/PhysRevB.39.5566
https://doi.org/10.1039/C39900000782
https://doi.org/10.1039/C39900000782
https://doi.org/10.1103/PhysRevB.31.5262
https://doi.org/10.1103/PhysRevB.31.5262
https://doi.org/10.1016/j.cpc.2020.107515
https://doi.org/10.1016/j.cpc.2020.107515
https://doi.org/10.1039/D0RA05030J
https://doi.org/10.1103/PhysRevB.68.233405
https://doi.org/10.1103/PhysRevB.68.233405
https://doi.org/10.1103/PhysRevB.90.125403
https://doi.org/10.24378/exe.4966
https://www.archer2.ac.uk/
https://www.archer2.ac.uk/
https://www.archer2.ac.uk/
https://www.archer2.ac.uk/

