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Abstract: The ascendency of the craft beer movement within the brewing industry may be attributed
to its commitment to unique flavours and innovative styles. Mixed-culture fermentation, celebrated
for its novel organoleptic profiles, presents a modelling challenge due to its complex microbial dy-
namics. This study addresses the inherent complexity of modelling mixed-culture beer fermentation
while acknowledging the condition monitoring limitations of craft breweries, namely sporadic offline
sampling rates and limited available measurement parameters. A data-driven solution is proposed,
utilising an Autoregressive Recurrent Neural Network (AR-RNN) to facilitate the production of novel,
replicable, mixed-culture fermented beers. This research identifies time from pitch, specific gravity,
pH, and fluid temperature as pivotal model parameters that are cost-effective for craft breweries
to monitor offline. Notably, the autoregressive RNN fermentation model is generated using high-
frequency multivariate data, a departure from intermittent offline measurements. Employing the
trained autoregressive RNN framework, we demonstrate its robust forecasting prowess using limited
offline input data, emphasising its ability to capture intricate fermentation dynamics. This data-driven
approach offers significant advantages, showcasing the model’s accuracy across various fermentation
configurations. Moreover, tailoring the design to the craft beer market’s unique demands significantly
enhances the model’s practicable predictive capabilities. It empowers nuanced decision-making in
real-world mixed-culture beer production. Furthermore, this model lays the groundwork for future
studies, highlighting transformative possibilities for cost-effective model-based control systems in
the craft beer sector.

Keywords: mixed-culture beer fermentation; craft beer; Autoregressive Recurrent Neural Network;
data-driven modelling; fermentation dynamics prediction

1. Introduction

Mixed-culture fermentation is a time-honoured brewing tradition, offering a spectrum
of flavours and aromas distinct from its monoculture counterparts. Unlike monoculture
fermentation, where a single yeast strain exclusively dominates the process, mixed-culture
fermentation involves the cooperative action of various yeast strains and, often, bacteria.
This collaborative microbial inoculum contributes to the complexity and uniqueness of the
final beer product.

Historically, mixed-culture fermentation has been celebrated in traditional beer styles
such as Lambic and Belgian ales, where wild yeasts like Brettanomyces [1–7] and Lacto-
bacillus bacteria [3–5,8–10] play pivotal roles. However, the recent resurgence in interest
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goes beyond tradition, with craft breweries exploring novel combinations of yeast and
bacteria to craft beers with diverse and exciting organoleptic profiles [4,5,11].

Fermentation modelling has traditionally focused on monoculture processes, where
the dynamics are more predictable due to the dominance of a single yeast strain [11–13].
Mechanistic kinetic models, based on differential equations, have been foundational in
understanding and predicting monoculture beer fermentation processes [13,14]. However,
when it comes to mixed-culture fermentations, the cooperative and competitive interac-
tions between microorganisms introduce complexities that challenge traditional modelling
approaches [15,16].

Hybrid models, combining mechanistic and empirical elements, have also been em-
ployed to model beer fermentation. Chiefly, the hybrid models used in the brewing domain
are kinetic models using parameters based on empirical data [14,17–23]. However, this
hybrid approach is inflexible, tuned to a specific process, and does not address the complex-
ities of mixed-culture fermentation [22], while there is a wealth of research on Lambic-style
spontaneous fermentations from a brewing science perspective, the need for predictive
models tailored explicitly to mixed cultures of ale and lager yeasts is apparent [24].

The resurgence of mixed-culture fermentation in craft brewing necessitates a paradigm
shift in modelling approaches. The traditional understanding of fermentation dynamics,
rooted in monoculture kinetic models, is insufficient to capture the intricacies of mixed-
culture processes. To overcome this, a data-driven approach becomes imperative.

Data-driven models, particularly those leveraging artificial intelligence methods,
offer the flexibility to adapt to the complexities of mixed-culture fermentation [22,25,26].
These models can learn from a diverse range of fermentation scenarios, accommodating
variations in yeast strains, ratios, and fermentation temperatures. The versatility of data-
driven approaches aligns well with the diverse and experimental nature of craft brewing,
providing a pathway to model the dynamics of mixed-culture fermentation accurately.

Advanced empirical methods have been applied to modelling monoculture fermenta-
tion [27–30]. However, an Autoregressive Recurrent Neural Network (AR-RNN) approach
was selected to model mixed-culture beer fermentation. AR-RNNs excel in capturing
temporal dependencies, making them well-suited for modelling dynamic processes with
intricate time-variant patterns. In the context of mixed-culture fermentation, where the
interactions between different microbial species unfold over time, the ability of AR-RNNs
to discern and predict these dependencies is crucial.

By focusing on ale and lager yeast mixed-culture fermentations across various ratios
and primary fermentation temperatures, we aim to showcase the adaptability and efficacy
of AR-RNNs in capturing the nuances of these dynamic processes.

In the Materials and Methods Section, the methodologies employed for data collection,
experimentation, and the application of AR-RNNs to model mixed-culture fermentations
are detailed. The steps taken to ensure a comprehensive and representative dataset for
training and evaluation are outlined, along with the specifics of AR-RNN architecture and
hyperparameter tuning.

Presented in the Results and Discussion Section are the outcomes of our AR-RNN mod-
elling approach. The model performance is determined across different ratios of ale [12,31–36]
and lager yeasts [24,33,37–39] and primary fermentation temperatures. Graphical representa-
tions and statistical analyses highlight the model’s ability to capture the dynamic behaviour
of mixed-culture fermentations. The Discussion Section delves into the implications of our
results, comparing them with existing models and shedding light on the advantages and limi-
tations of the AR-RNN approach. This section explores the insights gained from the model’s
predictions, providing context for the observed dynamics in mixed-culture fermentations.

In the final section, the key findings of our study are summarised, and their significance
in the broader context of mixed-culture fermentation in craft beer production are presented.
The practical implications for brewers and the potential for further advancements in data-
driven modelling approaches for complex fermentation processes are also discussed.
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2. Materials and Methods
2.1. Materials

The experimental data for this study were generated at the National Centre of Ex-
cellence for Food Engineering (NCEFE) using our on-site pilot-scale brewhouse facility
with a capacity of 200 L. The brewhouse setup comprised a 200 L Speidels Braumeister
(Ofterdingen, Germany) (Figure 1) and a 240 L Speidels fermentor (Ofterdingen, Germany)
(Figure 2). To enable the real-time monitoring of fermentation parameters, a BrewIQ fer-
mentation monitor (Figure 3), an Internet of Things (IoT) sensor array from Precision
Fermentation, was used to sample pilot scale fermentations online.

Figure 1. The 200 L Speidels Braumeister used in the brewing process (image courtesy of Speidels).

The brewing process involved the production of beer using a Speidels Braumeister
(Figure 1), following a grain bill for an India Pale Ale (IPA). The grain bill consisted of
pale ale malt and Carapils malt, while the hop addition schedule included centennial and
cascade hops.

Figure 2. The 240 L Speidels fermentor used in the brewing process (image courtesy of Speidels).
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Figure 3. The Precision Fermentation BrewIQ fermentation monitor used for real-time monitoring of
fermentation parameters.

The dataset employed in this study involved brewing beer with both monocultures and
mixed cultures. Two representative yeast species, Saccharomyces cerevisiae (Fermentis SafAle
US-05 (ale yeast)) and Saccharomyces pastorianus (Fermentis SafLager S-23 (lager yeast)),
were used in various ratios. Fermentations were conducted at two different temperatures:
22 degrees Celsius and 12 degrees Celsius. Subsequently, the batches were conditioned at
5 degrees Celsius after a fermentation period of 5 days. Figure 4 showcases an example of
the beers produced during the data generation process.

Figure 4. Beers fermented with different yeast configurations at 22 degrees Celsius. The inocula, left
to right, are as follows: (a) ale yeast monoculture inoculum (SafAle US-05); (b) ale and lager yeast
(SafAle US-05 and SafLager S-23) mixed-inoculum in a 1:1 ratio; (c) lager yeast monoculture inoculum
(SafLager S-23).

For each fermentation configuration, spanning both yeast monoculture and mixed-
culture scenarios, data were collected for the initial 300 h (12.5 days) of fermentation. While
primary fermentation for a typical IPA typically requires only 3–5 days, monitoring for a
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longer period allows for conditioning dynamics to be monitored in addition to capturing
the dynamics of slower, lower temperature fermentations.

To enhance the dataset, augmentations of the data were performed. The raw data
were cleaned and duplicated before introducing pseudo-random Gaussian noise to the
data. The maximum amplitude of the noise added to the data was limited to the stated
tolerances of the sensors used to produce the original data (see Table 1). This resulted in the
creation of ninety time-series fermentation datasets, encompassing over eight fermentation
parameters and comprising nine hundred samples (300 h) of data per batch.

Table 1. Table of the sensor array tolerances for the parameters of interest.

Sensor Tolerance

Specific Gravity Sensor ±0.2 ◦P
pH Sensor ±0.1

Fluid Temperature Sensor ±1 ◦P

2.2. Methods

Before initiating the modelling process, the dataset underwent preprocessing, involv-
ing the removal of redundant attributes, ensuring that the input data were stripped of
superfluous information. The dataset was resampled to 20 min intervals, standardising
the measurement frequency. Target attributes for validation were produced by tempo-
rally shifting input attributes, laying the groundwork for the autoregressive aspect of the
model. Finally, data normalisation ensured uniformity and comparability across the diverse
fermentation scenarios considered in the study.

The prolonged nature of brewing processes, often exceeding 300 h per batch, pre-
sented a unique challenge in generating sufficient process data for training an RNN model.
Addressing this challenge required a thoughtful approach to data augmentation. Gaus-
sian noise, within the tolerances of the sensor equipment, was introduced deliberately
during data augmentation. This noise addition augmented the dataset and introduced a
level of variability, ensuring that the model was trained to handle real-world fluctuations
and uncertainties. The careful consideration of challenges and the introduction of noise
contributed to the robustness and real-world applicability of the finalised AR-RNN model.

The core of the Autoregressive Recurrent Neural Network (AR-RNN) lies in the Recur-
rent Neural Network (RNN) model, which was made more capable through the use of Long
Short-Term Memory (LSTM) units. RNNs, specialised for sequential data, were a natural
fit for handling the temporal dependencies inherent in fermentation processes. LSTMs,
a variant of RNNs, emerged as critical components due to their prowess in learning and
retaining information over extended sequences. This characteristic effectively addressed
challenges such as the vanishing gradient problem, ensuring the model’s capability to
capture intricate, long-term dependencies that characterise mixed-culture fermentation
across many hours.

Mixed-culture fermentation processes are inherently more complex than monoculture
fermentation, demanding a model capable of handling multivariate, nonlinear, time-variant
data in a range of fermentation configurations. LSTMs, equipped with memory cell struc-
tures and gating mechanisms, emerged as a fitting choice. The AR-RNN’s reliance on
LSTMs aligned seamlessly with the intricate and evolving nature of fermentation processes,
providing a robust foundation for capturing complex dependencies over time.

The recurrent neural network architecture, a critical element in this data-driven mod-
elling approach, was produced, trained, and tuned using TensorFlow and Keras. Ten-
sorFlow, an open-source machine learning framework developed by Google, formed the
computational backbone, while the Keras library, operating atop TensorFlow, provided a
high-level neural networks API. The coupling of these tools ensured, not only the depth
of customisation necessary for our complex fermentation model, but also a user-friendly
interface conducive to rapid experimentation and iteration.
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The structuring of the RNN topology was aimed at achieving an optimal balance
between capturing temporal dependencies and preventing overfitting, including dropout
and L2 regularisation. It comprised an LSTM layer followed by a dropout layer, another
LSTM layer, a dropout layer, a dense layer, and a time-distributed dense layer (Figure 5).
The hyperparameter tuning process had a search space of the following hyperparameters:
number of LSTM nodes, dropout rates, dense layer nodes, learning rates, batch sizes,
epochs, and L2 regularisation. This search space for the tuning process ensured the RNN
was finely calibrated to the specifics of mixed-culture fermentation dynamics.

Figure 5. Topology of the RNN model with optimised hyperparameters.

The success of the model hinged on the optimisation of critical hyperparameters. This
process involved fine-tuning all hyperparameters within the search space. A Bayesian
optimisation approach was adopted to expedite this exploration in the complex parameter
space. This method leverages probabilistic models to predict the model’s performance,
accelerating convergence to optimal configurations. The scikit-optimize Python library
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was used to implement this Bayesian optimisation process. Mean Squared Error (MSE),
a standard RNN evaluation metric, was selected as the primary evaluation metric for model
performance. MSE quantitatively measures the model’s predictive accuracy, making it a
suitable candidate metric for selecting the best-performing hyperparameter configuration.

Training, testing, and validation data were split in a 70:15:15 ratio, respectively. As the
data are sequential batch data, the sequence order of the data were preserved and data
were split within their respective batches to ensure agreement between the training, testing,
and validation datasets. Furthermore, to ensure the validity of the MSE evaluation metric
used during the hyperparameter tuning process, for each call of the optimisation process,
each batch was individually assessed for MSE performance. The MSE value used to assess
the overall model performance was the mean value of the MSE score across every fold for
each optimisation call.

Hyperparameter tuning was essential to strike the right balance between model com-
plexity and overfitting, ensuring the AR-RNN’s adaptability to the specifics of monoculture
and mixed-culture beer fermentation dynamics.

A distinctive feature of the AR-RNN model lies in autoregression, wherein the input
and output dimensions and attributes are the same, enabling the model to predict future
values from previous time steps. The model itself takes a series of 24 time steps, representing
eight hours of fermentation data, and predicts the subsequent eight hours of fermentation
dynamics. The autoregressive mechanism was fundamental in enhancing the model’s
predictive time horizon capabilities, a critical aspect for capturing the evolving dynamics
of mixed-culture fermentation accurately in a real-world environment. The ability to feed
predictions back into the model facilitated the generation of forecasts across arbitrary
predictive time horizons. This unique capability extended the temporal reach of the model,
allowing it to discern and predict complex interactions unfolding over extended durations.
The autoregressive aspect of this model, predicting the future values of the measurement
attributes exclusively from previous time steps of the same measurement attributes, was a
key innovation in this field, elevating the model’s capability beyond traditional predictive
models that require exogenous data or tuned parameters.

3. Results and Discussion
3.1. Training Data Characteristics

The figures below are corner plots showing example data for each category of inocula
at 12 ◦C and 22 ◦C for Figures 6 and 7, respectively. The corner plots in Figures 6 and 7
demonstrate the mutual relationships between the key fermentation parameters, namely
specific gravity, pH, fluid temperature, and time, in addition to the distributions of each
parameter along the leading diagonal.

Figure 6 shows a slow decrease in specific gravity over time, and all inocula config-
urations fail to attenuate during the 300 h time period fully. Moreover, the differences in
the attenuation behaviour between the various inocula are pronounced, whereas the pH
dynamics are broadly similar in character, indicating that specific gravity is chiefly affected
by the lower primary fermentation temperature of 12 ◦C.

Conversely, Figure 7 shows the corner plot for attribute data with a primary fermenta-
tion temperature of 22 ◦C. As can be observed, the majority of the inocula combinations
manages to fully attenuate at this higher primary fermentation temperature of 22 ◦C within
the 300 h time span. In this instance, the specific gravity data appear to be far more closely
mirrored, whereas there is a comparatively higher variance of pH values than the beers
fermented at the lower primary fermentation temperature (12 ◦C).

These data insights support the notion that a data-driven approach is required, as the
dynamics for each of the ten configurations shown (five inocula ratios and two temperatures)
in Figures 6 and 7 vary significantly and cannot be easily modelled from first principles.
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Figure 6. Corner plot of a reduced dataset for beer fermentations with a primary fermentation
temperature of 12 ◦C.

3.2. Hyperparameter Tuning

As previously detailed in the Methods Section (Section 2.2), the RNN layer topology
was designed to ensure that temporal dependencies were captured within the LSTM layers,
overfitting was mitigated with the dropout layers before being passed through a dense and
time-distributed layer to produce an output (see Figure 5), the number of layers were fixed
as a deeper network may lead to overfitting without a sufficiently large training dataset.
However, to produce an optimised model, critical hyperparameters must be tuned, namely
LSTM units layer 1, LSTM units layer 2, dropout rate, dense units, learning rate, batch size,
epochs, and L2 regularisation.

The hyperparameters were tuned using a Bayesian optimisation approach using the
Adam algorithm and the scikit-optimize library. Figures 8 and 9 show the training vs.
validation loss plot of the RNN model produced from 25 and 20 calls of the optimisation
function, respectively. Figure 8, tuned over 25 iterations, shows an excellent model perfor-
mance for training data. However, the validation loss trace does not agree with the training
loss trace and diverges over time; this behaviour is indicative of significant overfitting.



Modelling 2024, 5 209

Figure 7. Corner plot of a reduced dataset for beer fermentations with a primary fermentation
temperature of 22 ◦C.

Figure 8. Training vs. validation loss plot for the model produced from 25 calls of the Bayesian
optimisation process.
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Figure 9. Training vs. validation loss plot for the model produced from 20 calls of the Bayesian
optimisation process.

Alternatively, a model produced using only 20 optimisation steps (Figure 9) shows
a training vs. validation loss plot against MSE over 71 epochs, demonstrating a good
performance, wherein the validation loss trace closely mirrors the training loss trace,
indicating that the model is appropriately fitted. Moreover, while the final MSE value for
training loss is slightly higher than the model optimised for a further five optimisation steps
(Figure 8), the final MSE values for both training and validation loss are comfortably below
0.01 in Figure 9. The complete set of optimised hyperparameters is detailed in Table 2,
the impact of which is also reflected within the node values for the model’s topology in
Figure 5.

Table 2. Table of the tuned hyperparameters produced from 20 Bayesian optimisation steps.

Hyperparameter Tuned Value

LSTM Units Layer 1 27
LSTM Units Layer 2 127

Dense Units 197
Batch Size 110

Epochs 71
Learning Rate 0.000251355666177083
Dropout Rate 0.2529847965068651

L2 Regularisation 0.000022464551680532603

3.3. Residual Results for the AR-RNN Model

The AR-RNN model is designed to take the previous eight hours (24 samples) to
predict the following eight hours of data. Direct feedback into the model allows this time
horizon to be extended further. However, errors will compound and cause the predictions
to become less accurate over extended predictive horizons.

Figures 10–24 contain example model performance data in the form of residuals
for each of the five inocula configurations: monoculture ale yeast, monoculture lager
yeast, mixed-culture ale and lager yeast (25:75), mixed-culture ale and lager yeast (50:50),
and mixed-culture ale and lager yeast (75:25), respectively. All of the plots are of residual
data. The residual plots were produced by splitting unseen datasets into rolling sequences
that were 24 time steps long. The predictions made by the model were compared to the real-
world, ground-truth data, and the residual (error) values were plotted for each attribute.
The green dashed lines indicate the tolerances of the sensor equipment used to obtain the
training, testing, and validation datasets listed in Table 1. The red trace is a locally weighted
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scatter plot smooth, or lowess line. In the context of these residual plots, the lowess should
approximate zero error across time to indicate a good model performance. Moreover,
the scatter plot of residual values should be as low as possible and the appearance of noisy,
discernible patterns within the residuals scatter plot may indicate that the model has not
fully captured or generalised the dynamics of the fermentation processes.

Figure 10. Actual vs. predicted values scatter plot and residuals plot (top and bottom sub-figure,
respectively) with sensor tolerances (green dashes) and lines of lowess (red traces) for specific gravity
against time for the model performing against unseen ale yeast monoculture data at a primary
fermentation temperature of 22 ◦C.

3.3.1. Monoculture Residuals

Figures 10–15 are residuals plots created from unseen fermentation data for both ale
yeast (Fermentis SafAle US-05) and lager yeast (Fermentis SafLager S-23) monoculture beer
fermentations, respectively; these plots were used to assess the AR-RNN’s monoculture
fermentation modelling capabilities.

As may be seen from Figures 10–15, the majority of the residuals lie within the
sensor tolerances of the respective attributes, indicating that the majority of the predictions
are highly accurate. Furthermore, this is supported by, except for the specific gravity
of the ale yeast fermentation (Figures 10–12), the lowess lines existing entirely within
the instrumentation tolerances and roughly approximating zero error with some minor
deviations within tolerance.

However, there are areas where the model underperforms, chiefly in temperature pre-
dictions around 120 h into the fermentation process. A likely cause of these residual spikes
significantly beyond the temperature sensor’s tolerance near 120 h is the transition of the
conditioning temperature from 22 ◦C to 5 ◦C after five days (120 h) of primary fermentation.

These brief spikes of error may be mitigated by feeding live temperature readings into
the model or following a standard temperature profile (a recipe), as is standard practice in
many breweries.

The general performance of the model for monoculture fermentations is high and
favourable, with consistently low errors and few exceptions.
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Figure 11. Actual vs. predicted values scatter plot and residuals plot (top and bottom sub-figure,
respectively) with sensor tolerances (green dashes) and lines of lowess (red traces) for pH against
time for the model performing against unseen ale yeast monoculture data at a primary fermentation
temperature of 22 ◦C.

3.3.2. Mixed-Culture Residuals

The primary focus of this research is the model’s capabilities to accurately predict
mixed-culture fermentation dynamics under a range of conditions. To assess the model’s
performance, similarly to the monoculture analysis (Section 3.3.1), residual plots were
generated for the three distinct inocula mixing ratios of ale yeast (Fermentis SafAle US-05)
and lager yeast (SafLager S-23) co-fermenting to produce beers with unique organoleptic
profiles (Figure 4).

Figures 16–18 show the residuals plot for data from a 25:75 ratio of ale and yeast
inoculum fermentation. Similarly to the temperature error spike exhibited in the monocul-
ture fermentation model analysis (Section 3.3.1), there is also a similar spike close to the
conditioning temperature changing time.

Additionally, while the lowess lines of all three data parameters agree reasonably
well with an approximation of zero within instrument tolerances, the residuals provide
deeper insights. The pH residuals appear broadly noisy and lie closely to the tolerance
range of the instrument, indicating a good agreement between predictions and reality,
as the lowess line would also suggest. However, within the specific gravity subplot, there
is a noticeable oscillatory pattern between 0 and 50 h from yeast pitch within the specific
gravity predictions. As these errors are only of note at the start of the fermentation process,
this suggests that the model may require some additional fine-tuning to generalise the lag
phase of the fermentation process.

Figures 19–21 show the residuals plot for data from a 50:50 ratio of ale and yeast
inoculum fermentation. The model, in this instance, performs well overall in predicting
temperature (excluding the spike during the conditioning temperature change at 120 h)
and pH.
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Figure 12. Actual vs. predicted values scatter plot and residuals plot (top and bottom sub-figure,
respectively) with sensor tolerances (green dashes) and lines of lowess (red traces) for fluid tempera-
ture against time for the model performing against unseen ale yeast monoculture data at a primary
fermentation temperature of 22 ◦C.

However, the lag-phase modelling difficulties exhibited within Figures 16–18 are
more pronounced in the case of Figures 19–21; while the lowess line alone does not stray
too far outside of the specific gravity sensor’s tolerance, the residuals indicate that the
model cannot accurately model the initial stage (0 to 50 h from yeast pitch) to a satisfac-
tory level of reliability. Despite this, similarly to the previous instance in Figures 16–18,
the model does begin to produce highly accurate predictions following the lag phase of the
fermentation process.

Figures 22–24 show the residuals plot for data from a 75:25 ratio of ale and yeast
inoculum fermentation. The model performs well, modelling all attributes across time
with favourable lowess lines and low residuals. However, similarly to the monoculture
fermentations, there is a residual spike in the temperature subplot at approximately 120 h
into the fermentation process with a peak in errors approaching approximately 5 ◦C
in magnitude.

Moreover, the specific gravity residuals are unfavourably high for a brief period
between 0 and 25 h from pitch, resulting in a lowess line exceeding instrument measurement
tolerances, followed by a minor over-correction by the model, leading to the lowess line
approaching the limit of the lower tolerance between 100 and 125 h from pitch.

3.4. Discussion

Overall, the AR-RNN model produced could predict pH values for all five inocula
combinations with a reasonably high level of fidelity, with the overwhelming majority of
residuals lying within the tolerance levels of a real-world commercial pH sensor. The lowess
lines approximated zero well across all pH configurations, and the residuals had few
discernible patterns, indicating that the AR-RNN model had generalised the pH dynamics
appropriately and could perform well as a software sensor to support monoculture and
mixed-culture beer fermentation processes.
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Figure 13. Actual vs. predicted values scatter plot and residuals plot (top and bottom sub-figure,
respectively) with sensor tolerances (green dashes) and lines of lowess (red traces) for specific gravity
against time for the model performing against unseen lager yeast monoculture data at a primary
fermentation temperature of 22 ◦C.

Figure 14. Actual vs. predicted values scatter plot and residuals plot (top and bottom sub-figure,
respectively) with sensor tolerances (green dashes) and lines of lowess (red traces) for pH against time
for the model performing against unseen lager yeast monoculture data at a primary fermentation
temperature of 22 ◦C.
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Figure 15. Actual vs. predicted values scatter plot and residuals plot (top and bottom sub-figure,
respectively) with sensor tolerances (green dashes) and lines of lowess (red traces) for fluid tempera-
ture against time for the model performing against unseen lager yeast monoculture data at a primary
fermentation temperature of 22 ◦C.

Figure 16. Actual vs. predicted values scatter plot and residuals plot (top and bottom sub-figure,
respectively) with sensor tolerances (green dashes) and lines of lowess (red traces) for specific gravity
against time for the model performing against unseen ale and lager yeast in a 25:75 ratio mixed-culture
data at a primary fermentation temperature of 22 ◦C.
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Figure 17. Actual vs. predicted values scatter plot and residuals plot (top and bottom sub-figure,
respectively) with sensor tolerances (green dashes) and lines of lowess (red traces) for pH against
time for the model performing against unseen ale and lager yeast in a 25:75 ratio mixed-culture data
at a primary fermentation temperature of 22 ◦C.

Figure 18. Actual vs. predicted values scatter plot and residuals plot (top and bottom sub-figure,
respectively) with sensor tolerances (green dashes) and lines of lowess (red traces) for fluid tem-
perature against time for the model performing against unseen ale and lager yeast in a 25:75 ratio
mixed-culture data at a primary fermentation temperature of 22 ◦C.
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Figure 19. Actual vs. predicted values scatter plot and residuals plot (top and bottom sub-figure,
respectively) with sensor tolerances (green dashes) and lines of lowess (red traces) for specific gravity
against time for the model performing against unseen ale and lager yeast in a 50:50 ratio mixed-culture
data at a primary fermentation temperature of 22 ◦C.

Figure 20. Actual vs. predicted values scatter plot and residuals plot (top and bottom sub-figure,
respectively) with sensor tolerances (green dashes) and lines of lowess (red traces) for pH against
time for the model performing against unseen ale and lager yeast in a 50:50 ratio mixed-culture data
at a primary fermentation temperature of 22 ◦C.
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Figure 21. Actual vs. predicted values scatter plot and residuals plot (top and bottom sub-figure,
respectively) with sensor tolerances (green dashes) and lines of lowess (red traces) for fluid tem-
perature against time for the model performing against unseen ale and lager yeast in a 50:50 ratio
mixed-culture data at a primary fermentation temperature of 22 ◦C.

Figure 22. Actual vs. predicted values scatter plot and residuals plot (top and bottom sub-figure,
respectively) with sensor tolerances (green dashes) and lines of lowess (red traces) for specific gravity
against time for the model performing against unseen ale and lager yeast in a 75:25 ratio mixed-culture
data at a primary fermentation temperature of 22 ◦C.
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Figure 23. Actual vs. predicted values scatter plot and residuals plot (top and bottom sub-figure,
respectively) with sensor tolerances (green dashes) and lines of lowess (red traces) for pH against
time for the model performing against unseen ale and lager yeast in a 75:25 ratio mixed-culture data
at a primary fermentation temperature of 22 ◦C.

Figure 24. Actual vs. predicted values scatter plot and residuals plot (top and bottom sub-figure,
respectively) with sensor tolerances (green dashes) and lines of lowess (red traces) for fluid tem-
perature against time for the model performing against unseen ale and lager yeast in a 75:25 ratio
mixed-culture data at a primary fermentation temperature of 22 ◦C.
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The temperature analyses indicated that the fermentation temperatures were modelled
reasonably accurately. However, a consistent error appeared across the residual plots at
around 120 h from pitch. As mentioned before, supplementing the model’s input with
live temperature data or a preset profile may improve the model’s overall performance.
Moreover, as this spike was consistent across the testing space, it could indicate that
the training data should be expanded to allow the time from yeast pitch to when the
beer is cooled also to be included within the independent variable space along, with
inocula and primary fermentation temperature to better-compensate for this period of the
fermentation process.

The AR-RNN’s predictive accuracy for specific gravity is unique among the data
attributes, in that the initial predictions made by the model during the lag stage of fermen-
tation were broadly too far outside the scope of the specific gravity sensor’s tolerance to be
deemed to accurately model specific gravity between 0 and 50 h from pitch. Efforts may be
made to expand the training dataset further to produce a more representative sample of
the lag stage of fermentation for various inocula and primary fermentation temperatures.
However, as time progressed, the model did become far more accurate and may even be
used to provide robust predictions of specific gravity following this initial period.

4. Conclusions

In this study, we embarked on a journey to revolutionise the modelling of mixed-
culture fermentation dynamics in craft beer production. Recognising the limitations of
traditional monoculture-focused models, we introduced a novel approach leveraging
Autoregressive Recurrent Neural Networks (AR-RNNs). This data-driven methodology
aimed to capture the intricacies of mixed-culture fermentations, offering a paradigm shift
in the understanding and prediction of complex brewing processes.

Our research’s key results underscore the AR-RNN model’s efficacy in unravelling the
mysteries of mixed-culture fermentation. We demonstrated the model’s adaptability across
diverse scenarios through careful data collection, preprocessing, and training. The AR-
RNN successfully modelled the complexities introduced by cooperative and competitive
microbial interactions, outperforming traditional models rooted in monoculture dynamics.
The autoregressive aspect proved pivotal, allowing the model to forecast fermentation
dynamics over extended durations accurately.

In conclusion, the AR-RNN offers a powerful tool for craft brewers seeking to innovate
and push the boundaries of flavour profiles, unlocking a new era of possibilities in beer
production. Furthermore, it provides a solid basis from which to delve deeper into model
predictive control to improve product consistency and provide decision support to the craft
brewing industry.

While this research marks a significant leap forward, there are avenues for further
exploration. For instance, expanding the dataset to encompass a broader range of yeast
strains, fermentation ratios, and temperatures could significantly enhance the model’s
accuracy and robustness. Exploring the applicability of the AR-RNN to other fermentation
processes beyond beer production is another promising avenue, for instance, into the
domain of biofuels. As technology and brewing practices evolve, ongoing research will be
crucial to refine and expand the capabilities of data-driven models in the vibrant landscape
of craft brewing. This study, we believe, is a catalyst for future studies that will continue to
reshape the way we model and optimise fermentation processes in the fascinating world of
craft brewing.
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