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Abstract
Electronic health records (EHRs) and other administrative health data are increasingly used in
research to generate evidence on the effectiveness, safety, and utilisation of medical products
and services, and to inform public health guidance and policy. Reproducibility is a fundamental
step for research credibility and promotes trust in evidence generated from EHRs. At present,
ensuring research using EHRs is reproducible can be challenging for researchers. Research
software platforms can provide technical solutions to enhance the reproducibility of research
conducted using EHRs. In response to the COVID-19 pandemic, we developed the secure,
transparent, analytic open-source software platform OpenSAFELY designed with reproducible
research in mind. OpenSAFELY mitigates common barriers to reproducible research by:
standardising key workflows around data preparation; removing barriers to code-sharing in
secure analysis environments; enforcing public sharing of programming code and codelists;
ensuring the same computational environment is used everywhere; integrating new and existing
tools that encourage and enable the use of reproducible working practices; and providing an
audit trail for all code that is run against the real data to increase transparency. This paper
describes OpenSAFELY’s reproducibility-by-design approach in detail.
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Background
Electronic health records (EHRs) and other administrative health data are increasingly used in
research to generate evidence on the effectiveness, safety, and utilisation of medical products
and services and inform public health guidance and policy. Broadly speaking, reproducibility
refers to the ability of independent investigators to obtain the same findings when applying the
same design and operational choices to the same data source. Reproducibility is a fundamental
step for research credibility and facilitates reuse of shared code, improving overall timeliness,
quality, trust and ultimately impact of research generated from EHRs.[1], [2], [3] Despite the
importance of reproducible, transparent research, several studies have shown published
research using EHRs can be challenging to reproduce.[4], [5]

The REPEAT initiative set out to reproduce results for 150 epidemiologic studies published in
peer-reviewed journals using the same healthcare databases as the original investigators. The
majority of research could be closely reproduced, but a subset could not: of the 150 studies
reproduced, 10 extreme outliers were identified based on the difference between the original
and reproduction effect sizes. Barriers identified by the investigators included ambiguous and
non-transparent reporting of data processing, design and analytic choices in the original
studies.[4] In another attempt to reproduce 11 papers featuring longitudinal data analyses, it was
found that reproduction was difficult in most cases and required reverse engineering of results
or contacting the authors. The main barrier reported here was the unavailability of source
code.[5]

Research software platforms can offer technical solutions that mitigate these barriers by
standardising data preparation and computational environments, enforcing public sharing of
research materials, and enabling and encouraging researchers to incorporate reproducible
working practices in their workflows. In response to the COVID-19 pandemic, we developed the
secure, transparent, open-source software platform OpenSAFELY. OpenSAFELY was designed
with reproducible research in mind.[6] OpenSAFELY now operates across primary care records
of >99% of the population of England with the full support of NHS England as a national secure
data environment.

In this paper, we discuss how reproducibility in the context of research using EHRs differs from
other research disciplines and introduce the research software platform OpenSAFELY. We
describe common technical challenges in reproducible research using EHRs, and show how a
platform like OpenSAFELY mitigates barriers to reproducible research by integrating existing
and new technical tools in research workflows and encouraging cultural change.

Reproducibility in the context of research using
EHRs
Reproducibility and other terms such as replicability and repeatability are ambiguously defined
in literature and inconsistently used in different scientific disciplines.[7], [8] Generally, the terms
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are used in relation to the concept of one experiment or study confirming the results of
another.[8] Despite efforts to unify the use of these terms, lack of consensus persists across
disciplines.[9]

A recurring element in definitions for reproducibility (Box 1) is ‘same data’. The primary purpose
of EHRs is to facilitate safe and efficient healthcare delivery. The use of EHRs for research is
secondary. Preparing and transforming EHRs to a dataset ready to be analysed involves many
decisions, often implemented in thousands of lines of code. This is very different from what is
typically needed for preparing a dataset primarily collected for research for analysis, and this
brings unique reproducibility challenges.[1]

Box 1. Five definitions for reproducibility
The earliest use of the term ‘reproducible research’ in a scholarly publication is by Claerbout
& Karrenbach, meaning “authors provide all the necessary data and the computer code to
run the analysis again, recreating the results” (definition 1). The Turing Way adopted the
terminology by Claerbout & Karrenbach and defined a reproducible result as “when the same
analysis steps performed on the same dataset consistently produces the same answer”
(definition 2).[10] Closely related to the Turing Way definition, Goodman et al. defined
methods reproducibility as: “the ability to implement, as exactly as possible, the experimental
and computational procedures, with the same data and tools, to obtain the same results”
(definition 3). Goodman et al. pointed out that the same results do not necessarily lead to the
same answer, as not all researchers will draw the same conclusions from the same results. In
their proposed lexicon, they added inferential reproducibility to cover this distinction: “the
making of knowledge claims of similar strength from a study replication or reanalysis”
(definition 4).[7] Peng et al. define reproducible epidemiologic research as research of which
the analytic dataset, computer code and software environment are available, human
readable, well documented and distributed in a standardised way (definition 5).[11]

Wang et al. described three transformations of data from healthcare delivery to analytic results
in the context of research using EHRs, depicted in Panel A of Figure 1.[1] In terms of the
transformations described by Wang et al. we focus on the reproducibility of steps 2 and 3, that
is, the transformation from a healthcare research database to a analysis-ready dataset and the
transformation from that dataset to analytic results, respectively. We acknowledge that step 1,
the understanding of how a source healthcare delivery database is cut, cleaned and
pre-processed to create a healthcare research database, is also an important step in
reproducible research using EHRs. This data pre-processing step is however often done by the
EHR vendor and therefore beyond the control of researchers, as is, for example, the case in
OpenSAFELY. We believe that reproducibility of this step could be promoted by only doing
strictly necessary steps (e.g., disclosive steps) in private and pushing as many transformations
as possible to step 2.

More specifically, we focus on the computational reproducibility of the two-step transformation
from a healthcare research database to analytic results. Computational reproducibility focuses
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on whether research is capable of being checked because the data, code and methods of
analysis are available to independent researchers.[8] This is in contrast to independent
reproducibility, which focuses on effective communication of critical design and analytic choices,
needed to ascertain intended scientific conclusions and validate analytic choices.[4] While
effective communication of choices made in the transformation from the healthcare research
database to analytic results to achieve independent reproducibility is important, our focus is on
how platforms like OpenSAFELY improve the computational reproducibility of EHR research by
offering technical solutions and encouraging cultural change.

OpenSAFELY: a platform designed with reproducible research in
mind
OpenSAFELY is currently deployed in the data environments of electronic health record system
suppliers TPP and EMIS, granting safe access to the full primary care EHRs of >99% of the
population in England. Data are linked in situ with other health and administrative datasets,
including hospital activity, death records, and various disease and treatment registries.
Deploying OpenSAFELY in an EHR data centre creates a trusted research environment (TRE)
or secure data environment through which researchers interact with the data. The terms TRE
and secure data environment can be used interchangeably in this context. In this paper, we will
use the word TRE.

A TRE allows users to work with sensitive data remotely, rather than downloading copies onto a
local machine. Researchers can extract and download the answers from their analyses – such
as results tables, or graphs – but individual patients’ data and other disclosive information
always stays within the TRE.[12] As such, data stored and accessed on TREs cannot be
shared. Despite this restriction, in a typical TRE the analysis-ready datasets are directly
accessible and the healthcare research database can still be interacted with by researchers
from authorised organisations, usually through a “remote virtual desktop”. However, an
OpenSAFELY TRE departs from this typical TRE design: researchers do not need to view the
healthcare research database or analysis-ready dataset to conduct their analyses. Instead, they
use the OpenSAFELY tools to transform the healthcare research database into an
analysis-ready dataset, and to execute data analysis and visualisation code against that
dataset; they view only the analytic results of those analyses.

The OpenSAFELY platform is highly secure. The underlying patient data, and intermediary
analysis datasets are arranged in a tiered structure (or “levels”) specifically designed to reduce
the disclosiveness of the information. A detailed description of the tiered structure, including
data controllership and accessibility, is found in the Supplemental Material. For simplicity, we will
here distinguish between three conceptual levels of data identifiability and data preparation from
the perspective of a platform user: the ‘OpenSAFELY database’, ‘analytic dataset(s)’, and
‘results’ (Figure 1, Panel B).

The OpenSAFELY database is prepared by the EHR vendor (on behalf of GP practices) and
contains a subset of the complete patient record from primary care, not including free text; this
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data is pseudonymised and de-identified at source and then linked in situ to similar prepared
pseudonymised and de-identified external datasets (e.g., from hospital systems). The
OpenSAFELY database is segmented and data from GP practices and external datasets are
only brought together at the level of the ‘analytic dataset’. In the deployment of OpenSAFELY at
TPP, the pseudonymised primary care data is rebuilt every week, reflecting changes to the raw
patient data at the EHR vendor’s data centre. External datasets have varying update schedules,
ranging from weekly to ad-hoc requests for updates.[13]

The ‘analytic dataset(s)’ is the analysis-ready dataset extracted from the OpenSAFELY
database and created by the platform user using OpenSAFELY tools. The ‘results’ refer to the
aggregated output resulting from the platform user’s analysis scripts run on the analytic dataset,
such as tables and graphs. Researchers can view these results in the TRE on a “remote virtual
desktop”, but do not have access to the OpenSAFELY database or analytic datasets. When a
researcher is ready to disseminate results, they propose the results for release outside the TRE;
these are manually checked and only safe outputs (Box 2) are released.

Challenges of reproducible research using EHRs
One of the challenges of ensuring that research using EHRs is computationally reproducible is
the inability to share the sensitive medical information of individual patients which is used. To
protect privacy, laws are put in place such as the EU’s General Data Protection Regulation and
the US Health Insurance Portability and Accountability Act, prohibiting sharing data obtained
from EHRs and therefore hindering checks on reproducibility.[14] A recent meta-analysis of the
medical and health sciences showed a prevalence of declared public data availability of 8%
which did not correspond to actual data sharing, being even lower with a prevalence of 2%. The
low prevalence of data sharing in the medical and health sciences are likely to be largely
associated with privacy constraints, explaining why data sharing was more prevalent in other
disciplines like ecology and computer sciences.[15]

Not only do EHRs contain sensitive information, EHR databases are often dynamic, and
historical data are sometimes retrospectively updated, or expanded upon, by the data provider.
As an example, the OpenSAFELY-TPP database is rebuilt weekly. This allows timely research of
health data but at the same time impedes exact reproduction of the analytic dataset after the
database is rebuilt: patients can leave or enter the database by changing their practice, and
historical data can be corrected or updated by practitioners. The REPEAT initiative studied the
sensitivity of results to updates of EHR databases. While most of the studies in the REPEAT
initiative could be closely reproduced using updated data, they observed that in one of the
studies reproduced, a shift in the EHR source data in different data versions played a large role
in finding a larger, older and sicker analytic reproduction cohort, resulting in difficulties
reproducing outcome risks and rates of that study.[4]
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A B

Figure 1. Overview of transformations from health care delivery to analysis results in research using linked electronic health records. Transformations in
a general research setting (panel A, figure adapted from “Reporting to Improve Reproducibility and Facilitate Validity Assessment for Healthcare Database Studies
V1.0” by Wang et al., licensed under CC BY 4.0 [1]), and transformations in OpenSAFELY* (panel B). Abbreviations: GPSS: general practice system supplier;
ehrQL: Electronic Health Records Query Language; OS: OpenSAFELY.
* This diagram represents a simplified overview of conceptual levels of data identifiability and data preparation in the OpenSAFELY platform from the perspective of a platform user. A
detailed description of the tiered structure of data in OpenSAFELY, including data controllership and accessibility, is found in the Supplemental Material.
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Besides data sharing and consistency, the transformation from a healthcare research database
to an analysis-ready dataset (step 2, Figure 1 panel A) and from an analysis-ready dataset to
analytic results (step 3, Figure 1 panel A) are complex steps involving many decisions: making
these transformations reproducible is challenging.

Transforming a research database into a dataset
The transformation from a healthcare research database into an analysis-ready dataset is often
done in siloes, and code documenting this step is rarely (openly) available.[3] Failure to publicly
share a project’s programming code obstructs computational reproducibility across all facets of
the project. On some occasions, data might even be changed in the database directly by
researchers. These manual data manipulation steps are hard to reproduce, especially if they are
not documented.[16]

Reshaping a healthcare research database into an analysis-ready dataset also often involves
codelists: a list of codes for clinical events or demographic characteristics used to map EHR
data to variables used in an analysis. For example, in a study looking at patients with
hypertension you would need a codelist to define the various types and subtypes of
hypertension, while excluding terms that are not relevant to your specific research question.
Publishing a study’s codelists is necessary for accurate reproduction: the REPEAT initiative
found a 26% difference in sample size between original study cohort and the reproduction
cohort partly because the codes used to define chronic obstructive pulmonary disease were not
specified and needed to be recreated by the study team.[4], [17] However, publishing a study’s
codelists is not sufficient to ensure reproducibility due to a phenomenon that we have coined as
codelist rot.[18] Codelist rot refers to a class of problems that causes codelists to become
outdated or invalid. Coding systems are frequently updated with addition of new concepts,
retirement of old concepts, and changes to existing concepts (including changing the unique
code for a given concept). As an example, NHS Dictionary of medicines and devices (dm+d) is
updated weekly.[19] Codelists need to be built using the same version of the coding dictionary
as the data. The more frequently the data are updated, the more of an impact codelist rot has
on ongoing research. Simultaneously, it also poses a problem for reproducing any EHR study if
an updated version of the database is used to attempt reproduction of an old study. Not
documenting strategies used to build codelists and the version of the coding dictionary used
when the codelist was built hinders reproducibility.

Transforming a dataset into analytic results
Once the healthcare research database is transformed into a dataset ready to be analysed, the
next step in the EHR research pipeline is the analysis undertaken to produce the results of the
study. An essential ingredient of a computationally reproducible analysis is the availability of the
analysis code used to obtain the results.[20] A recent meta-analysis found that public code
sharing was persistently low in the medical and health sciences with a prevalence of available
analytic code of less than 0.5%.[15]
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Sharing code comes with challenges. As with data, patient privacy in publicly available code
must be considered at all times. This can be at risk if e.g. there is any appearance of research
results in analysis scripts or the comments and documentation therein. When analytic scripts
are written and developed inside a TRE, sharing code can be laborious as all scripts have to go
through a manual process to check if the code is non-disclosive and safe before being exported
from the TRE. Sharing all code underlying a research project is often regarded as unrealistic in
these settings.[12]

Sharing code alone is not enough
In both transformations outlined above, lack of publicly shared code obstructs computational
reproducibility. Sharing code is a minimal standard, but does not ensure reproducibility, even if
data are also shared: open is not enough.[21] A large-scale study on research code quality and
execution analysed more than 2000 research studies who deposited their study materials on the
Harvard Dataverse repository and found that 74% of files written in the R software language
failed to complete without error on re-execution. Even after removing absolute file paths,
standardising file encoding and identifying and importing used libraries to set up a proper
execution environment, 56% failed to complete without errors. This shows that many errors can
be prevented with good coding practices, but also shows that successful re-executions require
much more than just sharing programming code and data. Another important ingredient for a
successful code re-execution is the availability of the third party software or libraries the code
depends on (e.g. R, Python, Stata). Reproducibility is hindered if this software is not specified or
made available. As such, use of free and open-source software is recommended whenever
possible.[22] Of note, re-executable code does not ensure computational reproducibility, but can
be seen as a minimal standard: output of a re-executed analysis can still quantitatively differ
from the results reported.

Non-technical barriers
Funders and publishers of medical research have been increasing the pressure on medical
researchers to adopt open science practices.[23], [24], [25] Producing reproducible research
requires technical skills, time and resources and causes concerns around intellectual property,
yet is undervalued and largely uncredited.

The OpenSAFELY toolkit for reproducible research
Platform users (typically researchers) interact with the OpenSAFELY platform through a number
of tools that aim to create a coherent, transparent, and reproducible workflow, some of which
were specifically designed for OpenSAFELY: the electronic health records query language
(ehrQL), OpenCodelists, OpenSAFELY Jobs and the OpenSAFELY Docker images (Box 2).

ehrQL is a query language custom built to retrieve records from the OpenSAFELY database. It
was designed by the OpenSAFELY team specifically for use with EHR data but is portable to
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other settings. Besides portability, ehrQL was designed with a focus on readability (people
without deep technical knowledge of ehrQL should be able to read and understand ehrQL) and
composability and reusability (ehrQL queries can be split into small components which can then
be re-used between studies, reducing error-prone and duplicative work).[26] Platform users
define the study population and select variables of interest with the query language (referred to
as the “dataset definition”) to generate the analytic datasets. ehrQL allows users to run a query
against multiple databases, without needing to spend time investigating the implementation
details of each database. This means that e.g. in the deployment of OpenSAFELY in TPP and
EMIS, the same queries can be run against both healthcare research databases even though
the underlying database schemas are different. Not only does this result in a dataset definition
that is easier for another user to understand, it also means that the same concept is expressed
in the same way when run against multiple databases. All ehrQL queries run against the
OpenSAFELY database are committed to GitHub and publicly logged on the OpenSAFELY Jobs
website (https://jobs.opensafely.org/) (Box 2).

Platform users create their dataset definition using ehrQL which often relies on codelists: a
collection of all relevant clinical codes which define a concept of interest. The OpenSAFELY
platform integrates with a tool for building, sharing and version controlling codelists, along with
the criteria used to build them, in public: OpenCodelists (https://www.opencodelists.org/) (Box
2). OpenCodelists is integrated in the OpenSAFELY workflow, making it easy for users to adapt
reproducible working practices around the use of codelists. Codelists can be referred to using
the URLs on OpenCodelists, which makes it easy to update codelists to reflect updates of
coding systems. OpenCodelists uses a version control system that helps track the development
and changes to codelists over time while also helping to keep codelists up-to-date in the face of
updates of a coding system. OpenCodelists saves the search strategies used for the
construction of a codelist. This helps in understanding the logic used for the construction of the
codelist and reconstruction of the codelist in future. OpenCodelists replaces manually managing
codelists in tools like Microsoft Excel which can cause problems by automatically transforming
codes in unwanted fashion. For example, SNOMED CT codes are large integers that Microsoft
Excel automatically transforms into floating-point numbers, making these codes unusable by, for
instance, rounding trailing digits to 0s.[27]

Platform users do not have direct access to the OpenSAFELY database or analytic dataset. This
way of working is only practical if users have some way of understanding the data structure to
develop their code, and confirm that it works as expected. To support this, when queries are
designed in ehrQL, dummy data (Box 2) are generated that has the same structure as the real
analytic dataset, but none of the disclosive risks. This allows development and testing of study
code without access to the real analytic dataset.

Platform users develop their code on dummy data outside of the TRE, ensuring all code is
always non-disclosive and development of the analysis is conducted independent of the real
data. By developing and writing code outside the TRE, sharing code does not rely on laborious
manual checks before being exported from the TRE. The removal of privacy risks from data
management and analysis code frees up OpenSAFELY code for sharing and reuse under open
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licences. This means that there is no information governance or privacy barrier to users sharing
code for others to review, critically evaluate, improve, and re-use, wherever they wish. On top of
that, anyone can use the ehrQL code to generate their own dummy dataset on which they can
re-execute the full analysis. Publishing simulated datasets along with code was proposed as a
pragmatic approach for reproducible research with sensitive data [28]: OpenSAFELY makes this
easy because the full analysis is re-executable using dummy data by default, depositing one
specific dummy dataset and associated results is straightforward.

Using the automatically generated dummy data in each project, anyone can rerun an
OpenSAFELY analysis using basic software: an online environment where the needed software
is already installed for you (GitHub Codespaces, Box 2) or by installing the required software to
your computer. The OpenSAFELY platform ensures the same computational environment is
used everywhere by providing Docker images (Box 2) and making sure the same library
versions of packages are used everywhere. This makes sure code is always re-executable as
anyone can reproduce the computational environment the code was developed and executed
in.

GitHub (Box 2) is integrated in OpenSAFELY: any code run against the real data has to be
committed and pushed to GitHub. Sharing code is therefore not a choice, but a requirement. It is
accepted that some code may remain private while an analysis is in development. However, all
code is published when the results of the analysis are shared (e.g., when a paper is preprinted
or published). Even if a project remains ongoing, users agree to open up their code no later than
12 months after any code has been executed against the real data. As research code is rarely
shared, this creates a transparency requirement for OpenSAFELY projects that goes beyond the
current norms of the field. This allows audit, inspection, and reuse of all code created for use on
the platform.

Not only is GitHub a tool for sharing code, it also allows for iterative development with version
control, and code review. The integration of GitHub in OpenSAFELY encourages and enables
users to integrate these reproducible working practices into their workflows. The integration also
allows users to test the full analytic pipeline through GitHub Actions everytime they push new
code to GitHub (Box 2). This makes sure errors are caught early, without the need of running it
on the real data, and enables users to check and guarantee their code is always in a
re-executable state.

OpenSAFELY Jobs (https://jobs.opensafely.org/) is the main web interface for most of the
interactions a user has with the platform (Box 2). Users can only run code against the real data
at arm’s length, via OpenSAFELY Jobs. This means that there is a public log of every line of
code run against the real data, ever. This encourages clear, upfront, hypothesis-driven design
and discourages data dredging: testing multiple hypotheses using a single dataset by
exhaustively searching. In OpenSAFELY, users package code to run on the real data in an
action: a blueprint for what OpenSAFELY needs to do. A research study is typically composed
of a set of actions, which are grouped into a project pipeline. In each action, the code that needs
to be run is specified, thereby listing any dependent actions and defining the expected
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outcomes. Most studies start with an action with the “dataset definition”, which extracts the
analytic dataset from the OpenSAFELY database. Downstream actions may reshape or model
the analytic dataset. An OpenSAFELY project pipeline is specified in a YAML file, which is a
structured, human-readable text file. This file captures the correct execution sequence of the
code and specifies dependencies of one action on another action. Because there is no other
way to run code against real data than to define it as an action in the project pipeline, this
creates the requirement for OpenSAFELY projects to define the sequence of actions and
corresponding dependencies by default. Besides the execution sequence, the YAML file
specifies which Docker image (Box 2) and version was used to run the script. Old Docker
images are kept available, meaning that a script relying on an older version of e.g. R will remain
re-executable.

Box 2. Glossary of OpenSAFELY tools and terms
OpenSAFELY trusted research environment (TRE): A TRE allows users to work with
sensitive data remotely, rather than downloading copies onto a local machine. In an
OpenSAFELY TRE, users are not granted access to view the healthcare research database
or analysis-ready datasets: instead, users specify analyses outside the TRE using dummy
data and submit these remotely using tools built into the OpenSAFELY platform and only have
access to view aggregated research outputs such as tables and figures.
ehrQL: Both a query language custom built for querying records in the OpenSAFELY
database, and a tool for extracting those datasets from that database.
Dataset definition: Definition of the study population and variables of interest written in, and
extracted from the OpenSAFELY database by ehrQL.
Dummy data: Artificial dataset generated by ehrQL with the same column names and data
properties as the analytic dataset in the OpenSAFELY TRE. Dummy data helps users to
develop and test their analysis code before it is run against real patient data.
OpenCodelists: A tool for creating and sharing codelists (https://opencodelists.org/).
Project pipeline: Each research study is composed of a set of actions, which are specified in
a project pipeline. Most studies start with ehrQL, which extracts a dataset from the
OpenSAFELY database. Downstream actions may reshape or model the data in this dataset.
An OpenSAFELY project pipeline is specified in a YAML file, which is a structured,
human-readable text file. This file captures the correct execution sequence of the code and
specifies dependencies of one action on another action.
OpenSAFELY Jobs: The main web interface for most of the interactions a user has with the
platform, allowing authorised users to a) run their code against real data by running actions
from the project pipeline b) check the status of these code executions c) view aggregated
research outputs of the analyses in the TRE and d) view safe outputs released from the TRE.
It provides an audit trail for all code that is run against the real data using the OpenSAFELY
platform (https://jobs.opensafely.org/).
Safe output: ‘Safe Outputs’ is one dimension of the ‘Five Safes’ framework, which is a model
for designing safe and efficient data access systems widely adopted by TREs.[29] Safe
outputs are research outputs such as tables and figures that have been independently
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checked for risk of disclosure of patient identifiable information by two trained ‘Output
checkers’.[30]
Released outputs: Safe outputs moved from the TRE to OpenSAFELY Jobs after being
checked for disclosivity; viewable by authorised users.
Published outputs: Released outputs in OpenSAFELY Jobs viewable by the public after
approval from the data controller (NHS England).
Docker: Tool for creating images and running them as containers, or reproducible
computational environments. OpenSAFELY provides images for R, Python and Stata.
GitHub: Tool for collaborative working, supporting reproducible working practices, such as
code sharing, code review and version control. GitHub is a tool used by many software
engineers, freely available and has a low barrier to entry for health data researchers.[31]
GitHub Codespaces: Pre-configured development environments in the cloud. Rather than
installing software on their own computer, a user creates and connects to a codespace that is
pre-configured with the software.
GitHub Actions: Software automation tool. Allows actions to be run in response to other
actions. For example, allows tests to be run automatically each time code is updated on
GitHub.

Discussion
Summary
Reproducibility is a fundamental step for research credibility and promotes trust in evidence
generated from EHRs. At present, ensuring research using EHRs is reproducible can be
challenging for researchers. Ensuring reproducibility of research is challenging and requires
time, resources and skills, most of which researchers are typically not trained for. Strong
research software platforms can help make adopting reproducible working practices in research
workflows easy and takes the weight off of the shoulders from researchers. We developed the
data analytics platform OpenSAFELY in response to the COVID-19 pandemic on behalf of NHS
England. The platform was designed with reproducible research in mind and allows secure
analysis of pseudonymised primary care EHRs from England in near real-time within the EHR
vendor’s highly secure data centre. OpenSAFELY aims to make reproducible research the
default norm by: standardising key workflows around data preparation; removing barriers to
code-sharing in secure analysis environments; enforcing public sharing of programming code
and codelists; ensuring the same computational environment is used everywhere; integrating
new and existing tools that encourage and enable the use of reproducible working practices;
and providing an audit trail for all code that is run against the real data to increase transparency.

Strengths and weaknesses
OpenSAFELY software ensures that all research activity is publicly logged and all code for data
management and analysis is shared, under open licences and by default, for scientific review
and efficient reuse. Through OpenSAFELY, reproducible working practices are integrated in
day-to-day work and are not an afterthought. Some of these working practices are enforced by
the system (e.g., standardising data preparation and the computational environment, open code
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sharing, public log of all code run on the real data in OpenSAFELY Jobs, formalising
dependencies between analysis scripts via project pipelines) some are greatly enabled (e.g.,
checks for code being in re-executable state through GitHub Actions), and some are strongly
encouraged (e.g., publication of codelists on OpenCodelists, code review).

OpenSAFELY maintains a flexible approach, fostering a culture that enables and strongly
encourages the adoption of reproducible working practices by users, and does not impose strict
requirements. We believe this flexibility is needed, but not enforcing all reproducible practices
does mean users might not adopt these practices (e.g., code reviews). While not all practices
might be adopted, OpenSAFELY’s open-by-default approach makes it transparent what
practices are adopted and what might be improved by e.g. offering additional training or
developing new tooling. We believe open code sharing by default is a step in the right direction,
but not a panacea. Open code does not guarantee quality, as evidenced in a large-scale study
on research code quality, finding 56% of research projects not being re-executable even though
code was shared [22]; for this reason OpenSAFELY also focuses on ensuring code is
re-executable by making available the computational environment the code was developed and
executed in.

An important barrier of computational reproducibility of research using EHRs is the inability to
share sensitive medical information of individual patients. To protect patient’s privacy even
further, a unique design feature of OpenSAFELY is that researchers only view aggregated
output. Because all code is developed on dummy data and not on real data, we can ensure
code is always non-disclosive and can therefore be publicly shared. However, the lack of direct
interaction with the data may make problem solving or code development more challenging and
time consuming for researchers. More specifically, in some settings dummy data may not
sufficiently capture complex relations between variables that may exist in EHRs. For this reason
OpenSAFELY provides tooling to standardise workflows shared between studies such as data
preparation and codelist development, openly shared for efficient re-use.

Findings in Context
There have been numerous initiatives to document the prevalence of code sharing.[15] A recent
meta-analysis of meta-research studying the prevalence of code sharing showed that both
declared and actual code sharing in medical and health research was <0.5% since 2016 and did
not increase meaningfully over time, despite increased awareness of its importance, and
increased adoption of code-sharing requirements by journals. By contrast, of all 59 completed
research papers conducted using the OpenSAFELY platform across 11 different organisations in
the UK indexed on PubMed on 8th Jan 2024, 100% adhered to best practice on open code
sharing, by making this a standard part of the workflow through the design of the platform
(Supplemental Material).

Similarly, there have been numerous other initiatives aiming to improve the prevalence of code
sharing in health research. Examples include the UK Reproducibility Network [32], the
Carpentries [33], and journals and funders have been starting to impose requirements around
open science (e.g., BMJ, BMC, Wellcome Trust [23], [24], [25]), which are principally based
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around education and audit. OpenSAFELY shows how research software platforms can achieve
full adherence to open code sharing and provide solutions for common challenges of
reproducible research by integrating reproducible working practices into research workflows as
the default operation of the analysis environment.

Future research
OpenSAFELY has shown how a research software platform using EHRs can increase adoption
of reproducible working practices in research workflows. One future area of interest is to
evaluate whether there has been increased adoption of non-mandatory reproducible working
practices by researchers in OpenSAFELY compared with research elsewhere - for instance,
increased use of code reviews by peers, and open archiving of clinical codelists on
OpenCodelists allowing version control. Similarly, it is of interest to assess whether
OpenSAFELY measurably increases research efficiency across different research groups for
instance due to the availability of standardised, reusable code.

Conclusion
Reproducibility is important for research credibility and quality, and promotes trust in evidence
generated from EHRs. However, adoption of practices that promote reproducibility and
transparency for research involving EHRs has been slow. The reasons are multifactorial and are
both technical and cultural. While culture change will be needed for everyone to fully embrace
open reproducible science, we have demonstrated how OpenSAFELY provides technical
facilitators that enable and encourage—and in some cases enforce—open working practices
enhancing reproducibility while maintaining patient privacy. Not only does this make working
openly and reproducibly easier by addressing some of the key challenges, but it normalises
these practices which is a step in the right direction towards greater cultural change.
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Supplemental Material

Tiered data structure in OpenSAFELY
The data pipeline for OpenSAFELY operates across 4 “levels”, all residing in the secure
environment of the EHR vendor. Level 1 contains pseudonymised raw event-level GP data
created by GP practices inside the EHR system (and held under the data controllership of the
GP practices). Level 2 contains pseudonymised raw event-level data from other sources outside
of primary care (under the data controllership of NHS England). Level 3 contains the
analysis-ready patient-level datasets created by the analyst using the OpenSAFELY open
source tools on Level 1 and Level 2 data (under the data controllership of NHS England); Level
3 is also the environment in which the researcher’s analysis code is run on patient-level data by
the OpenSAFELY tools, without the user having direct access to view the Level 3 data. Level 4
contains the aggregate output of the researcher’s analysis code, and is the environment in
which users can review the logs, graphs, and tables created by their data preparation and
analysis code. When the user is ready to disseminate their results, they propose tables and
graphs from Level 4 for release in a publication; these are manually checked and only safe
outputs (Box 2, main text) are released for publication. For more detailed information and a
graphical representation of OpenSAFELY’s levels, see
https://docs.opensafely.org/security-levels/.

In the deployment of OpenSAFELY at TPP, the level 1 OpenSAFELY database (of
pseudonymised event-level primary care data under the data controllership of GP practices) is
rebuilt every week, reflecting changes to the raw patient data at the EHR vendor’s data centre.
External datasets (in Level 2, under the data controllership of NHS England) have varying
update schedules, ranging from weekly to ad-hoc requests for updates.

Audit of availability of open code for OpenSAFELY papers
We searched PubMed on January 8th, 2024 for research studies conducted using the
OpenSAFELY platform. We used the search term “opensafely” without restricting to specific
fields. For all papers resulting from this PubMed search, we included all original research
studies requiring code and excluded papers not requiring code (e.g., commentaries). For the
included papers, we looked in the published paper or supplementary material available on the
journal’s website for the primary organisation of the first author and for a link to the code
repository on GitHub underlying the paper’s analyses. We identified the link to the paper’s code
repository by searching for “github”, “code” and “opensafely” in the paper in subsequent order. If
no direct link to the code repository on GitHub was found but a more general statement was
included like “all code for the OpenSAFELY platform and analysis is openly available for
inspection and re-use at github.com/opensafely” or more general “all code for the full data
management pipeline—from raw data to completed results for this analysis—and for the
OpenSAFELY platform as a whole is available for review online”, we searched in
OpenSAFELY’s organisation on GitHub for the code repository using the title of the paper or



relevant keywords. For all identified code repositories on GitHub, we checked if the repository
was public.

The PubMed search resulted in a selection of 74 papers, of which 15 were deemed irrelevant
because they were 1) protocols; 2) commentaries or; 3) corrections to original papers. In 52 of
the remaining 59 papers, a direct link was found to the code repository on GitHub. In 7 papers,
a general link to OpenSAFELY’s organisation on GitHub was included or a more general
statement that code of the OpenSAFELY platform is available for review online . For all 7
papers, the relevant code repository could be easily identified when searching for the paper’s
title or relevant keywords in OpenSAFELY’s Github organisation. All 59 code repositories on
GitHub were public. The first authors of the papers were primarily affiliated with 11 different
organisations in the UK. In conclusion, of all 59 completed research papers conducted using the
OpenSAFELY platform across 11 different organisations in the UK indexed on PubMed on 8th
Jan 2024, 100% adhered to best practice on open code sharing.

An overview of the included and excluded papers from our search on PubMed, primary
affiliations of first authors and links to the paper’s associated code repositories on GitHub can
be found in the supplementary csv file.


