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Figure 1: Example participant sketches: Left–Cybersecurity; Middle left–Privacy; Middle right–Trust; Right–Risk. 

ABSTRACT 
Cybersecurity-related concepts can be difcult to explain or sum-
marise. The complexity associated with these concepts is com-
pounded by the impact of rapid technological changes and the 
contextual nature of the meaning ascribed to the various themes. 
Since visual imagery is often employed in articulation and explana-
tion, we conducted a study in which we asked participants to sketch 
their understanding of cybersecurity concepts. Based on an analysis 
of these sketches and subsequent discussions with participants, we 
make the case for the use of sketching and visuals as a tool for cyber-
security research. Our collection of sketches and icons can further 
serve as the seed for a visual vocabulary for cybersecurity-related 
interfaces and communication. 

CCS CONCEPTS 
• Human-centered computing → Empirical studies in HCI; • 
Security and privacy → Human and societal aspects of secu-
rity and privacy. 
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1 INTRODUCTION 
Cybersecurity is a continually evolving and challenging interdisci-
plinary feld. Cybersecurity deals with technology and people who 
are the gatekeepers to the private information connected with peo-
ple’s online practices. As the volume of sensitive data stored online 
expands, external threats to the data repositories grow, requiring 
users to be cautious about unwanted incursions. Cyberattacks are 
one of the top sources of global-scale risk [3, 55]. Yet, for the vast 
majority of the population, ‘cybersecurity’ represents an unknown. 
Most people are unaware of the meaning and implication of the 
terms we use to describe basic cybersecurity concepts. Cybersecu-
rity and cybercrime coverage in the popular media is typically full 
of buzzwords and jargon unintelligible to the average person. 

Although textual defnitions and descriptions of terms can help 
facilitate understanding, reading these can be overly specifc, dense, 
and time-consuming, limiting their utility. In contrast, visual tech-
niques ofer an efective means to deliver information at-a-glance. 
For instance, visuals can be applied to construct dashboards to por-
tray results of incursions [41, 61], show icons to depict security 
ratings (e.g., DuckDuckGo Privacy Essentials1), present educational 
material to inform vulnerable groups such as children [63], and 
display data about threats such as phishing attacks [64]. 

It has been argued that we need to fnd a happy medium between 
complexity and visualisation by rethinking how we visualise cy-
bersecurity and risk [23]. Yet, there are no standard techniques for 

1https://addons.mozilla.org/en-US/frefox/addon/duckduckgo-for-frefox/ 
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the development and use of imagery used to convey cybersecurity 
concepts. With the notable exceptions of a few depictions, such as 
the “hooded hacker” [37], that have become ingrained, there is no 
current consensus on cybersecurity imagery, with each application 
typically creating its own visuals. Moreover, stereotypical images 
used by the popular press neither foster a correct understanding of 
cybersecurity concepts nor facilitate safe online practices. 

We fll this gap by studying how cybersecurity domain experts 
and non-experts sketch the core cybersecurity concepts of risk, 
trust, and privacy. Such sketches have the potential to translate 
difcult-to-articulate concepts into visual representations, map un-
derstanding of cybersecurity across people, and consolidate themes 
into tangible visual libraries for user education, system implemen-
tation, and research. Specifcally, we address the following two 
research questions: 
RQ1: How do experts and non-experts visualise their perceptions 
of core cybersecurity concepts? 
RQ2: How can user-produced imagery serve as the basis for a con-
solidated ‘visual mapping’ to help users, system developers, and 
researchers? 

Based on an analysis of participant-produced sketches and re-
lated discussions, we make the following contributions: i. demon-
strating the utility of the sketching technique to surface people’s 
understanding of cybersecurity concepts; ii. discussing the method-
ological utility of sketching for research in usable cybersecurity; 
and iii. providing a collection of expert and non-expert images as a 
seed for the development of a common visual vocabulary for core 
cybersecurity concepts. 

2 RELATED WORK 
Visual imagery in cybersecurity is connected to its use in the media, 
applications, and research and its role for surfacing end-user mental 
models related to cybersecurity matters. 

2.1 Visuals in Cybersecurity Communication, 
Applications, and Education 

Cybersecurity coverage in the media spans a diverse range of in-
cidents, from leaks via social media and suspicious third party 
apps [10, 20] to breaches of large companies and government enti-
ties [12] to terrorist attacks and cyberwarfare [14, 29]. Such news ar-
ticles are often accompanied by stereotypical images including but 
not limited to: binary numbers, circuits, imagined ‘AI’ faces, glow-
ing screens with pale hands at a keyboard, etc. These stereotypes 
can be portrayed as evidence that artists and photographers have 
achieved a “visual standard” [18] for the coverage of cyberthreats, 
led by the ubiquitous hooded hacker, a basement-dwelling malev-
olent white male [37]. The use of these images in the press has 
become so staid that the Hewlett Foundation (a nonpartisan, private 
charitable foundation) challenged this status quo in a recent arti-
cle [54] and teamed up with the open innovation platform openIdeo 
to put out a competitive design call for reimagining the current 
“sensationalized” cybersecurity imagery [47]. In comparison, our 
research solicits imagery from end users, rather than relying solely 
on the judgements of professional designers. 

Visualisation in cybersecurity-related publications encompasses 
imagery (i.e., artistic, illustrative, and icon-based work) alongside 

information visualisation (i.e., depictions of data in the form of 
graphs, dashboards, etc.). The former is used largely for educational 
or communications purposes [40, 43, 63] as part of commercial 
applications where icons can indicate security ratings or inform 
other users of their virus protection status [30]. Between largely 
informal visual imagery and formal visualisation, we can fnd user-
focused informational imagery used for a variety of purposes, such 
as conveying security and privacy ratings [61], enabling secure 
sign-in using pictorial passwords [1, 5], promoting the creation 
of safe passwords using image-based education [62], utilising 3D 
glyphs [35], etc. The more academic imagery in cybersecurity re-
search is often connected to visualisations such as tables of results 
in papers or grids of risk analysis. Similarly, researchers have ex-
plored the design of visualisation-based dashboards for security 
analysts [4]. Such visualisations support security professionals in 
their decision making via techniques such as visual depictions of 
data provenance [19], visual cues for detecting malicious logins 
(such as for enterprise networks [50]), etc. The explorations of 
McKenna et al. [42] and Staheli et al. [51] provide a comprehensive 
background to user-centred visualisation research in cybersecurity, 
and a recent survey by Zhao et al. [65] maps additional examples. 
Hall et al. [23] suggest that we should rethink how we visualise 
cybersecurity and risk, rooting our investigation in historical visual-
isations as well as modern gamifed resources. The IEEE Symposium 
on Visualization for Cyber Security (VizSec) is targeted toward new 
visual design techniques and analyses, underscoring the increasing 
attention visuals are receiving from cybersecurity researchers and 
practitioners. 

2.2 Mental Models of Cybersecurity Concepts 
Mental models are personal internal representations of external 
reality that people use to interact with the world [31]. Mental 
models guide user perceptions, adoption decisions, and interac-
tion practices [60]. As such, mental models have the potential to 
provide insight into personal understandings of processes. Ad-
ditionally, mental models can be utilised to improve cybersecu-
rity design and communication with end users about online se-
curity [7, 8, 15, 16, 31, 45, 49]. Furthering our understanding of 
the mental models of end users, especially those who lack domain 
expertise, can improve communication eforts that are currently 
designed and implemented by domain experts [2]. Design based 
on the assumptions that users possess the correct expert mental 
model will not induce the desired behaviour if non-experts make 
choices according to some other mental models [58]. Consequently, 
many commercial security products sufer from usability problems, 
lacking necessary attention to the design of alerts and information 
presented to end users [27]. Research comparing experts and non-
experts is especially helpful in exploring the ways in which people 
think about concepts in cybersecurity. Notably, Ion et al. [28] com-
pared the practices and attitudes of experts and non-experts for 
tailoring security advice. With regards to mental models in par-
ticular, Kang et al. [32] compared expert and non-expert mental 
models of the Internet, fnding that non-experts have simpler men-
tal models. Kang et al. [32] found additional distinctions between 
the two user groups; those with technical knowledge are more 
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likely to mention hackers having access to data, with others relying 
on reputations and branding of technology companies [32]. 

2.3 Visual Methods for Usable Cybersecurity 
Oates et al. [45] examined metaphors, themes, symbols, and mental 
models from visual drawings related to privacy, fnding that privacy 
is perceived as highly individualised. Experts are more likely to 
depict privacy for data and information (e.g., fnancial and health) 
in comparison to non-experts who were more likely to draw pri-
vacy in a physical context (e.g., bathroom). Friedman et al. [15] 
reached similar conclusions via semi-structured interviews. Ray et 
al. [48] combined semi-structured interviews with diagrammatical 
sketching to look at mental models of privacy. Oates et al. [45] and 
Ray et al. [48] looked only at privacy, whereas our research covers 
cybersecurity more broadly. Unlike our study, drawings used by 
Oates et al. [45] were not sketched by the participants in their study 
but taken from an online database of existing unstructured privacy 
imagery. In contrast, our visuals were sketched by the participants 
within a systematic study. Sketching as a method of elicitation is 
efective at capturing mental models and complex ideas that are 
hard to explain with words [6, 52, 53], enabling participants in 
our study a space for expression and refection that may not be 
possible in words and allowing us to capture tacit knowledge and 
meaning [11, 21, 26, 31, 48]. 

People’s perceptions of visuals in relation to cybersecurity are a 
rich source of data [30]. In contrast, sketching as an informational 
source remains on the outskirts of visual research in cybersecurity, 
despite having a persistent presence. For example, McKenna et 
al. [42] utilised “data sketches” of designers to inform the design of 
a new dashboard. Sketched perceptions of complex cybersecurity 
tools such as Tor have ofered insight into expert and non-expert 
conceptualisation and demonstrated the efcacy of sketching as a 
method for generating information [17]. 

3 METHOD 
We designed a study to elicit sketches regarding cybersecurity con-
cepts from experts and non-experts. For both groups, we followed 
an identical protocol with two exceptions: i. experts participated 
in an in-person study session whereas non-experts completed the 
study online; and ii. experts engaged in in-person group discussion 
with the other expert participants and researchers after completing 
the individual sketching activity, while annotation and discussion 
regarding non-expert sketches was carried out by the frst three 
authors of this paper. As reward for participation, experts received 
lunch and a £10 Amazon gift certifcate and non-experts received a 
£5 Amazon gift certifcate. The online questionnaire allowed non-
experts to upload images of the sketches they produced. All study 
procedures were approved by Lancaster University’s ethics board. 

3.1 Study Protocol 
Potential participants read detailed information regarding the study 
procedures and data handling before providing participation con-
sent. Next, we asked for basic demographics and cybersecurity 
knowledge based on the literature [32]. We then provided instruc-
tions to generate sketches depicting the themes of risk, privacy, 
trust, and cybersecurity based on individual understanding of these 

concepts in regard to information technology. We informed partici-
pants that sketches could depict fgures (i.e., contain recognisable 
objects/beings), contain artistic expression (i.e., use colour and 
shape to express emotion or feeling), tell a story, explain a process, 
use icons, or employ a combination of any of these. We instructed 
participants to try not to use text in the sketches unless absolutely 
necessary. Participants produced their sketches alone without con-
sulting anyone else. We chose the themes of risk, privacy, and 
trust to refect current practices and research within cybersecurity 
where these terms occur frequently within the literature and media 
discourse. Moreover, these terms are understandable to a general 
audience, ensuring that non-expert participants would be able to 
apply their understanding of the base concepts to the larger topic 
of cybersecurity. 

3.2 Discussion of Expert Sketches 
We conducted a group sketch analysis by laying all expert sketches 
on a large table to view as a group. Then, the expert participants 
generated keywords and phrases as a team using Post-It notes. Next, 
they discussed these keywords/phrases with the researchers and 
fellow participants and merged them where appropriate. Following 
the group discussion, the experts sketched specifc icons to go with 
each keyword/phrase. In cases where there were multiple icons for 
a keyword, the group voted on the most appropriate image. Finally, 
a single icon was chosen to represent the overarching topic. The 
icon-generation exercise was based on the technique developed by 
Lewis2 [38, 39]. The exercise was followed by a group discussion 
about visualisation and imagery on cybersecurity, during which the 
researchers took detailed notes. The insight from the analysis of the 
expert session in turn informed the analysis of the data generated 
by the non-expert participants. 

3.3 Discussion of Non-Expert Sketches 
The frst three authors of this paper analysed the sketches collected 
online from non-experts. Each researcher initially annotated each 
image independently (similar to the technique used by Sturdee 
et al. [53]), generating corresponding keywords and phrases. The 
image annotation tagged items such as reoccurring themes, fg-
ures, animals, objects, computational devices, threat depictions, and 
so forth. Next, the researchers individually generated summaries 
of their comments on Post-It notes and placed the Post-It notes 
on a wall. The three researchers as a group further distilled the 
corresponding keywords and phrases were using afnity diagram-
ming [24] and theme generation (similar to the method used by 
Ray et al. [48]). The group discussion among the three researchers 
resulted in the generated summaries and keywords being sorted 
into themes and sub-themes. The approach helped eliminate bias 
during the initial stages of discovery and allowed duplicate (and 
therefore strong or repetitive) themes emerging from the imagery 
to be identifed and discussed. The three researchers then organised 
the fnal keywords and phrases relating to each topic until top-level 
categories emerged, which were further compared between topics. 

2https://www.makaylalewis.com 

https://www.makaylalewis.com
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Figure 2: Distribution of all 160 sketches (120 sketches from 30 Non-experts & 40 sketches from 10 Experts) across levels of 
abstraction (based on Walny et al. [57]). Abstract refers to non-identifable imagery; Objects & Icons refers to objects and icons 
without context or presence of people; Diagrammatical refers to conglomerate images containing objects, icons, arrows, or 
other diagram elements and basic icons representing people; Figurative refers human imagery with little or no context; Scene 
refers to images made up of multiple components with or without people which form a tableau or still-life. 

3.4 Sample 
We recruited expert and non-expert participants via Lancaster Uni-
versity mailing lists, social media (e.g., Facebook, Twitter), and fyers 
at and near Lancaster University. When soliciting non-experts, the 
advertisement explicitly stated that the participants must not be 
working in the cybersecurity feld. Ten cybersecurity experts be-
tween the ages of 21 to 40 (4 women and 6 men) participated in the 
in-person study session. These participants were either students at 
the end of a two-year cybersecurity Master’s program who had al-
ready secured industry employment or professors in cybersecurity 
at Lancaster University. Overall, the average score of the expert 
sample on the cybersecurity knowledge test [32] was 4.63 on 5-
point scale, with 5 corresponding to most knowledgeable. In the 
non-expert component, 30 non-expert participants aged between 
17-57 (12 women, 17 men, and 1 non-binary) completed the on-
line sketching study. Of these, 13 studied or worked in the feld of 
computer science, but not within cybersecurity. The other partici-
pants worked in industry and had no relationship with Lancaster 
University. The non-expert sample averaged 3.53 on the 5-point 
cybersecurity knowledge test, confrming a notably lower domain 
knowledge of cybersecurity compared to the expert sample. 

4 FINDINGS 
We addressed RQ1 by collecting 160 images drawn by 40 individ-
uals (30 non-experts and 10 experts).3 We frst discuss the results 
from the study session with experts followed by an analysis of 
the sketches and associated participant data for experts and non-
experts combined. After considering the set of images as a whole, 
we address RQ2 by narrowing the focus to our four primary themes 
(i.e., risk, privacy, trust, and cybersecurity) and exploring the impli-
cations of our fndings. 

3The visual dataset is available at: https://osf.io/8a4un/ 

4.1 In-Person Expert Session 
The initial in-person expert session served to validate the data col-
lection technique, provide initial insight, and inform approaches 
for the subsequent online data collection from non-experts. At the 
end of the icon-generation exercise (see Section 3), experts col-
lectively chose a single icon to represent each overarching theme. 
As expected, these icons mapped directly to the preceding indi-
vidual expert sketches, but also presented new ideas that did not 
initially come up (e.g., plane, ghost, government, sheep). This is 
notable as it shows potential for the development of imagery after 
initial ideation and sketching. Some icons refected the media status-
quo (e.g., hoodie, shields), whereas others linked to subsequently-
collected non-expert sketches (e.g., fshing rods, handshakes in-
dicating trusted agreements). The emergence of novel themes in 
the collective development of the icons suggests that group discus-
sion is useful for augmenting and enhancing individually-produced 
sketches. 

Discussion Points. The research team took detailed notes during 
the semi-structured discussion to capture thoughts on the current 
status of visuals and visualisation in cybersecurity and associated 
topics. Analysis of the group discussion suggests that the use of 
imagery within cybersecurity research typically involves simple 
tables, graphs, and network diagrams, with highly visual content 
seen to be an educational or informational tool for non-experts. 
When asked about the usefulness of the imagery generated during 
the sessions, expert participants were unsure about applications in 
“pure” research, but agreed that imagery in cybersecurity has room 
for improvement and felt that it would be benefcial to utilise visual-
isations for these purposes. Experts argued that “higher level” users 
of cybersecurity software/hardware rarely need visualisations or 
images because their training diminishes such a need. However, the 
group agreed that signs and symbols taken from outside the digital 
sphere are useful for communication. For example, experts felt that 

https://osf.io/8a4un/
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risk perception could be improved by presenting images of physical 
hazard signs to warn users of digital threats. We observed that one 
of the challenges for utilising imagery within cybersecurity is a 
lack of agreement on the meaning of the concept: “. . . one person’s 
amber is another person’s red”. Experts mentioned that they usually 
place information within a simplistic grid for ease of comprehen-
sion rather than depicting them using more sophisticated – but 
accurate – visualisations because of the large number of variables 
used to illustrate concepts such as risk. This suggests that more 
accurate and complex visual representations of risk and confdence 
percentages may inadvertently introduce ambiguity, rather than 
indicate uncertainty. Similarly, experts suggested caution regarding 
the possibility of a false sense of security if imagery and signpost-
ing is open to interpretation and used incorrectly. In relation to 
the image analysis, experts overwhelmingly felt that symbols are 
contextual and culturally dependent and suggested that symbols 
for general use must be explicit in order to avoid having to explain 
meanings. However, experts agreed that visualisation is especially 
valuable in a context that requires explanations, especially when 
something is hard to imagine or measure. 

Table 1: Top-level categories and counts for all themes, with overlaps between themes matched by column. 

Risk Privacy Trust Cybersecurity 

Computational Hardware (3) Computational Hardware (7) Computational Hardware (6) Computational Hardware (9) 
Computational Software (8) Computational Software (7) Computational Software (6) Computational Software (9) 
Conceptual (14) Conceptual (13) Conceptual (9) Conceptual (21) 
Human (4) Human (9) Human (12) Human (4) 
Objects (18) Objects (14) Objects (10) Objects (14) 
Feelings (6) Data (11) Actions (6) Data (2) 
Actions: Negative (11) The Bad Guys (6) The Bad Guys (8) Negative Imagery (14) 
Actions: Neutral (7) Surveillance (7) Positive Imagery (9) Positive Imagery (11) 
Actions: Positive (1) Home (9) Processes: Transactions (2) Symbols (6) 
Risk Management (8) Processes: Assessment (5) 

Processes: Agreements (3) 

4.2 Combined Analysis of Expert & Non-expert 
Sketches 

We collected data from non-experts by administering the same 
individual sketching activities via an online questionnaire. Since 
there was no in-person meeting of the non-expert participants, we 
combined the sketches collected online with those gathered from 
experts and analysed them as a whole, guided by the discussion 
and analyses that occurred during the in-person expert session. 

Levels of Abstraction. Figure 2 shows a breakdown of expert and 
non-expert sketches based on levels of abstraction [57]. Over a 
third of the responses (64/160) included depictions of objects and 
icons (hardware or items such as shields, padlocks, etc.), without 
fgurative or human imagery, especially for the cybersecurity theme. 
However, trust appeared to rely more heavily on depictions of peo-
ple (fgurative) compared to the other themes. Abstract sketches 
were present only in the drawings of the same two participants. 
For the experts, distribution of levels of abstraction was fairly even 

across all levels of abstraction, with the exception of abstract im-
agery. Due to the uneven numbers participant groups, we cannot 
make direct comparisons, but can note general trends. 

Gauging Efcacy of Current Communications. During the study, 
we asked participants if current communication about online safety 
and security in their daily lives was sufcient. Over half of the par-
ticipants (23/40) felt it was not, and nearly a fourth (9/40) were un-
sure. Experts felt that such communication was poor or incomplete, 
jargon-heavy, confusing, or contradictory. Similarly, non-experts 
found it hard to follow the communication owing to complexity of 
the information and recommended solutions. Many non-experts 
reported seeking advice or information only after being victimised. 
Further, several participants felt that stronger language could be 
used, and the risk and consequences of the threat ought to be more 
explicit, perhaps with illustrative examples: “It’s difcult to commu-
nicate a complex subject like online security in easy to understand 
terms” – NE27. 

General Sketch Analysis. Despite being instructed that sketches 
should relate to digital technology, participants relied heavily on 
sketches of physical items and ofine situations to explain online 
phenomena and constructs. This may be due to the ethereal nature 
of online items; we cannot always see the data, but we know it 
exists. To depict such items, participants resorted to imagery they 
understood. Even though we requested participants to use little 
to no text in their representations, many felt the need to caption 
their sketches, most likely because they felt that their sketching 
skills were not adequate to communicate their ideas without the 
supporting textual annotations or because some items have text in 
them as a matter of course (e.g., browser windows, credit cards). 
Additionally, some participants used words as part of comics-style 
communication (i.e., thought or speech bubbles), and two partici-
pants used each concept as a panel in a comic strip such that their 
sketches taken together told a story spanning all four themes we 
asked them to draw. 

Cross-cutting Imagery. Some visual imagery appeared across all 
themes. For example, padlocks were featured in 29/160 images, al-
though the expert group did not use them for cybersecurity and 
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risk. Similarly, real-world brand names and apps, such as Facebook, 
Apple, etc., were present across all themes (19/160). A high pro-
portion of participants used images of hardware, such as desktop 
computers, laptops, mobile phones, or tablets (56/160). However, the 
most frequently-occurring images were those of humans (75/160), 
depicting one or more persons. Diagrammatic images frequently 
contained one or more depictions of people, and the theme of trust 
included the most human imagery, such as depictions of two people 
hugging, individuals shaking hands, parents with children, or trust 
falls.4 Visual depictions of trust and risk stood out for the use of 
physical dangers, including sharks, water traps, falls, and monsters. 
Physical dangers did not appear in the images of privacy at all and 
appeared only twice in the expert sketches for cybersecurity. 

4.3 Risk 
In the online environment, expectations of potentially damaging 
outcomes have a direct efect on high-risk actions and behaviours [9]. 
Feelings of distrust and high risk are related and can be charac-
terised as suspicion, wariness, and fear rooted in the desire for 
protection from harm [9]. Risk is seen in opposition to trust [3]. 
We found that participant sketches refected this connection be-
tween (dis)trust and risk. Participants drew specifc threats to life 
(e.g., being eaten by a shark or falling of a clif or a tightrope). In 
comparison to trust, drawings for risk contained solitary fgures; 
there is no one to catch the falling individual. Contrary to trust, 
sketches for risk showed many negative actions (e.g., identity theft, 
fnancial loss, stabbing). Experts drew digital risk with reference to 
infrastructure hacking, black-box algorithms, unpatched systems, 
access permissions, unknown programs, spam, and lack of industry 
investment in protection because it is not “proftable”. 

Ofine/Online Imagery. The sketches showed a divergence be-
tween online and ofine risk. A majority of non-experts drew risk 
in ofine environments with links to fear and potential harm. Of 
those who drew risk in online environments (including most expert 
participants), risks were similar (e.g., malicious pop-ups or spam). 
However, consequences were considered less frequently, and if 
drawn, focused on individual and localised concerns (e.g., fnancial 
or identity theft). Few participants noted broader consequences, 
such as system infection or network disruption. The portrayal of 
risk as individually harmful with low consideration of wider conse-
quences suggests that it is important to educate and inform users 
regarding the larger impacts of their online actions. 

4.4 Privacy 
Participants depicted privacy as an attempt to protect themselves on-
line (e.g., blocking social media websites/applications, using incog-
nito mode). Many drew Internet of Things (IoT) devices as these 
devices have become commonplace. Some participants captured 
recent media stories of webcams used to spy on people and mi-
crophones used to eavesdrop. For experts and non-experts alike, 
privacy in online environments centred around action, e.g., us-
ing incognito mode, VPN, and other means to protect spaces (e.g., 
covering webcams, not using specifc IoT devices). Participants 

4A trust fall is a team building exercise in which an individual falls backwards with 
eyes closed, relying on a colleague/acquaintance to break the fall. 

represented privacy, or lack thereof, as a process of physically pass-
ing along personal information and data to others or physically 
removing devices from spaces. Control was important to several par-
ticipants, who sketched objects implying individual and localised 
control, such as locks [2]. Interestingly, control measures drawn 
by experts were often sarcastic or cynical, e.g., unplugging CCTV 
cameras. For instance, a sketch by E6 included the text: “Privacy 
is becoming an obsolete concept in a world that is constantly con-
nected by tech giants that inherently surveil.” 

Ofine/Online Imagery. Of the participants who drew privacy in 
ofine environments, the home and the family were central. Images 
included locked doors, home safety systems, and closed curtains. 
The drawings refect people’s feeling that homes are private places, 
which they can, and should be able to, control. Privacy in the home 
is treated as sacrosanct. Interestingly, participants depicted frmly-
shut front doors, without explicit indication that privacy can be 
altered by opening the doors. When comparing ofine and online 
depictions of privacy, the sketches predominantly featured the 
door remaining shut or privacy being maintained, with only a 
small number of sketches showing privacy as being under threat 
or breached. 

Data & Surveillance. Experts and non-experts were similar in 
their depictions of privacy. We identifed ‘surveillance’ as a promi-
nent category, focusing on violations of consent and invasions 
of privacy by “listening in” and “spying on”. Those surveilling 
were often websites and apps (especially social media), “the gov-
ernment”, and those who want to make money by selling personal 
information to third parties. ‘Data’ was identifed as a category 
that covered personal data and information. Sketches captured the 
feeling that a person’s data is the person and should belong to 
the person. Sketches of privacy echo the literature that people are 
more concerned about unauthorised disclosure of information than 
about unauthorised modifcation or destruction of information or 
disruption of access to, or use of, information or systems [16]. 

4.5 Trust 
There is a clear overlap in the literature between cybersecurity, pri-
vacy, and trust [7, 13, 22]. Most characterisations of trust are based 
upon interpersonal considerations, with few connected specifcally 
to the digital realm. Therefore, we sought to seek sketches that 
uncover the ways in which trust is conceptualized in the online 
sphere. People place or refuse trust based upon judgement or as-
sessment [46]. Therefore, trust is active in that it can be updated 
based on available information and also an action in that it relies 
on ‘doing’. Participants depicted trust by sketching verbs: thinking, 
looking, listening, using, falling, and jumping. In these cases, trust 
was drawn literally to describe what we do and how we feel when 
trusting (although four non-experts drew abstract forms). We fur-
ther identifed that these sketches contained the themes of balance, 
gradualness, naturalness, fuidity, connectivity, and illumination. 
As with privacy, defning trust is difcult because of its complex, 
context-specifc nature, especially in an online context [34, 36, 46]. 
The overall diversity of sketches of trust refected this multivalent 
nature of trust. 
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Ofine/Online Imagery. While all participants had experienced 
digital trust, when characterising trust in an online context they 
could not completely separate it from ‘traditional’ ofine trust. Al-
though the instructions explicitly asked participants to draw “digital 
trust”, a number of non-experts (19) and experts (3) sketched trust 
with no elements of technology. Additionally, some participants 
depicted digital trust as human connection incorporated into the 
digital realm (e.g., stick fgures using social media or shopping on-
line). Digital trust was sketched explicitly by only a third of the 
non-experts, refecting generic practices such as using technology 
for interpersonal communication, paying for online purchases, fnd-
ing trustworthy online information sources, etc. Conversely, the 
experts were more focused on depicting digital trust, drawing rep-
resentations of trust as the protection of personal data and included 
IoT devices. Expert and non-expert participants alike depicted digi-
tal trust in reference to mechanisms encountered in online activities 
(e.g., trust ratings, badges, and certifcates) [16, 44]. For instance, ex-
pert P2 sketched digital trust showing secure channels (i.e., HTTPS), 
trustworthy brands, and International Organization for Standard-
ization (ISO) standards. Overall, digital trust is built and maintained 
using cues such as industry standards and reputation and ques-
tioned when it cannot be taken for granted. 

Afect. Conceptually, trust was depicted positively, e.g., a person 
in the middle of a trust fall, neither having being caught nor hav-
ing fallen. However, some negative consequences were identifed 
as well. One non-expert drew an unsuccessful trust fall, and two 
experts drew potential pitfalls: personal information foating away 
and a house being blown-up. Overall, trust was associated with 
positive connotations in comparison to risk. Our analysis of trust 
sketches identifed nine positive abstract themes: togetherness, fa-
miliarity, comfort, calm, love, happiness, safety, protection, and 
sense of security. In comparison to other concepts, we identifed 
fewer negative themes for trust. 

Figure 3: Sketches for risk (top left); privacy (top right); trust (bottom left); and cybersecurity (bottom right). 

4.6 Cybersecurity 
Similar to Oates et al. [45], we found that security and privacy are 
closely related in people’s minds. As with privacy, physical items, 
such as padlocks (13) and protective shields (6), were prevalent 
in the non-expert sketches. Some non-experts (6) presented the 
idea of a “force feld” or a “shield”, possibly alluding to a sense 
of containment within cyberspace. In contrast, expert sketches 

showed a general sense of cynicism and uncertainty regarding 
cybersecurity. Depictions of experts included: network of rabbit 
holes, mystery, myth, and snake oil. Literal depictions included 
phishing (4), the EU General Data Protection Regulation (GDPR) 
(2), and the stereotypical hooded hacker. Interestingly, the ‘hoodie’ 
was chosen as the overarching image for cybersecurity during the 
group analysis, despite appearing only once in the expert sketches. 

Cybersecurity as a Losing Battle. Some experts felt that cyber-
security is a mere marketing strategy and that defense eforts are 
futile. One expert point out the simplicity of cyberattacks compared 
to physical attacks. There were indications of similar thoughts even 
amongst non-experts (4). Some non-expert sketches contained im-
agery of camera-based surveillance and showed information es-
caping a protective shield. Further, some non-experts associated 
cybersecurity with games, with one even portraying a game of 
Battleship between hackers and end-users. Another non-expert 
sketched cybersecurity as blindfolded hide-and-seek, where the 
‘seeker’ is at a signifcant disadvantage. 

Lack of Awareness of Cybersecurity. Several non-expert sketches 
(16) contained symbols typically associated with digital security 
(e.g., shield, padlock). In contrast to concepts such as trust, where 
actions denoting the concept of trust were often portrayed, it ap-
pears that the understanding of cybersecurity amongst the public 
consists mostly of what common entities within cyberspace show 
or sell (e.g., antivirus protection, encryption). People generally have 
an understanding of concepts such as trust and privacy from their 
everyday lives, giving them a baseline to interpret these concepts 
within cyberspace. However, the concept of cybersecurity appears 
to remain foreign and elusive. The observations from the drawings 
are further substantiated by questionnaire responses of the non-
expert participants, where nearly half qualifed the sketches they 
submitted by saying they did not know anything about cybersecu-
rity. Ironically, the professed ignorance ties back to the cynicism 
expressed by the experts in their sketches of cybersecurity, where 
most depicted it as a mystery, myth, or uncertainty. Further, cyber-
security measures are seen as a “hard sell” to those who feel that 
the threat is unreal until after it ends up afecting them negatively. 
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5 DISCUSSION AND IMPLICATIONS 
Sketching as an investigative method of eliciting visuals for cy-
bersecurity themes provided an interesting set of data and raised 
questions regarding public and practice-based perceptions of the 
feld. Visualisation within cybersecurity underpins the understand-
ing and dissemination of data in the feld. Despite over a decade 
of VizSec symposia [51], the potential for visuals is not yet fully 
realised. Using sketching, we were able to surface content that may 
not otherwise have emerged and to generate rich, personal, and 
evocative views that were sometimes surprising. In the course of 
sketching cybersecurity-related themes, participants were able to 
recognise their own understanding or lack thereof. The physical 
security metal model [8] was the most prevalent, containing descrip-
tions of locks and keys with individual and localised control [2, 45]. 
It may not be necessary to settle on a single image or defnition of 
risk, privacy, trust, or cybersecurity, as people have diferent inter-
pretations in diferent contexts. No mental model is ever “correct” 
or “right”, and models change constantly with changes in context 
and background information [31, 33, 59]. Yet, our fndings show 
that some mental models are shared widely, which can be useful 
when communicating with users regarding cybersecurity. 

Expert participants deemed visualisations suitable mostly for 
educating or communicating with non-experts regarding the com-
plexities of cybersecurity. We might argue that the very defnition 
of ‘expert’ may require re-imagining as there was a feeling that 
knowledge was missing even amongst experts [32]. Since cyber-
security experts must often work with non-experts, efective vi-
sualisation could help improve collaboration and communication 
in groups with diverse expertise. Moreover, our fndings demon-
strate that visual depictions can be useful for purposes beyond 
enhancing communication. For example, widely relatable, recur-
rent themes in user-generated sketches could be used in the design 
of cybersecurity-related user experiences [56, 61]. Cybersecurity 
practitioners could further beneft from sketching as a means to 
understand their own motivations and opinions. 

The Hooded Hacker stereotype is pervasive in media depiction 
of cybersecurity [18, 37]. So ingrained is this depiction that it has 
become synonymous with incursions and data breaches. Surpris-
ingly, even cybersecurity experts perpetuated this stereotype in 
their sketches, despite knowing its inaccuracy. Media stereotypes 
were evident in expert and non-expert depictions of hacking. If fa-
miliar media language is becoming universal then we may need to 
challenge it: our investigation indicates that the visual language of 
cybersecurity is a social construct. Although openIdeo [47] ran their 
competition for media perceptions in cybersecurity, the results of 
that task fall outside of the interpretation and usage in the feld be-
cause it was a design-based exercise rather than empirical research. 
There are, however, comparisons to be made with our fndings. 
For example, the top 25 submissions to the competition portrayed 
themes to similar to the sketches we collected (e.g., hide-and-seek, 
monsters, sharks). These commonalities can perhaps be taken as 
representative of public opinion and may have implications for the 
development and evolution of a visual language for cybersecurity. 

We expressly asked participants to draw concepts relating to 
the online realm. Yet, many participants chose to draw the ofine 
world (e.g., padlocks, shields, windows), similar to icons in the 

Noun Project5 which include physical objects. It may be that the 
mental models used by participants cannot be cleanly separated 
into online and ofine modes. The mixing of the ofine world with 
online concepts is surprising given that Camp [8] has argued that 
the diferences between online and ofine worlds make it difcult 
to leverage mental models based on physical security concepts. It 
is possible that the images drawn by participants are metaphors, 
indicating that the underlying concept is abstract or difcult to en-
visage. These difculties suggest that cybersecurity communication 
could beneft from making relevant connections to familiar objects 
and concepts from the ofine world. Metaphors from the ofine 
world may serve as an efective bridge for the gap between known 
real-world experiences and unknown digital operations [25]. 

Currently, no visual standards for cybersecurity exist, despite 
the range of work in this area [42, 51] and public interest in its 
depictions [37, 47, 54]. Our fndings serve as the initial step for a 
larger library of visual materials for the depiction of cybersecu-
rity. User-generated sketching can be used to generate local and 
culturally-specifc icons and imagery, harnessing the fexibility and 
creativity of diverse users rather than treating the typical set of 
images dominated by the Western cultural context as globally appli-
cable. Although the Noun Project and the recent openIdeo fnalists 
depicted some themes similar to ours [47], there are notable dif-
ferences between designer-produced imagery and that generated 
by the public and cybersecurity experts. Our work points to the 
promise of employing user sketches for enhancing cybersecurity 
communication and user experiences. For instance, images from a 
library of cybersecurity visuals could be used to populate security 
dashboards and create visuals for specifc applications and/or lo-
cales. Further, end users could sketch and use their own images in 
cybersecurity user interfaces. 

Our fndings highlight that sketching as a method can be useful 
in cybersecurity research in at least two ways. First, the addition of 
a sketching component in cybersecurity research can be a powerful 
addition that helps surface user mental models not uncovered via 
written and verbal articulation. To that end, it would be interesting 
to employ sketching to dig deeper into various cybersecurity con-
cepts. For instance, user-generated visuals of specifc cyberattacks 
(e.g., ransomware, man-in-the-middle) can help reveal the extent 
to which non-expert mental models map to real-world threats and, 
in turn, leverage that mapping to help improve training and protec-
tion. Second, sketching can make cybersecurity user research more 
inclusive by allowing expression for those who may fnd written 
and verbal articulation difcult. 

6 CONCLUSION 
We demonstrated that sketching can be efective for gauging un-
derstanding of cybersecurity. Experts and non-experts alike create 
meaningful, recurring imagery and complex scenes that depict 
salient facets of risk, privacy, trust, and cybersecurity. Notably, user-
generated sketches emphasise the human embedded within the 
complexity of cybersecurity, showing presence and interaction 
alongside technical objects and infrastructure, such as hardware 
and cloud processes. Next steps for the development and utilisation 
of imagery in the feld could include expanding the investigative 

5https://thenounproject.com/ 

https://5https://thenounproject.com
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focus to explore additional topics or to standardise icons and im-
ages across cultures and felds. Our work highlights the utility of 
sketching as a research method and facilitates the development of 
a visual language for communicating with end users about matters 
related to cybersecurity. 
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