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Abstract

Photovoltaic performance modelling is essential for the successful development

of PV systems. Accurate modelling can inform system design and financing

prior to construction, help with fault detection during operation, and improve

the grid penetration of PV energy.

Whereas the models to account for the effects of broadband irradiance, tem-

perature, and so forth on PV performance are well established, those for the

influence of the solar spectrum, known as spectral correction functions (SCFs),

suffer a range of limitations. Existing models are typically based on proxy vari-

ables used to represent the solar spectrum, which are restricted in the amount

of information they contain on the prevailing spectral irradiance conditions.

Furthermore, validation of these models is restricted to climates that are not

representative of the UK, where a broader range of spectral irradiance condi-

tions is experienced due to its high northern latitude and frequent overcast or

partially overcast skies.

Some studies have explored the possibility of characterising measured spectra

with parameters such as the average photon energy to develop SCFs. However,

these studies are limited in terms of their validation scope, such as duration

of field data and types of PV module, and extension to a predictive model.

In this project, two new SCFs are developed and validated in two distinct

climate regions for multiple PV technologies. The first is based on the average
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photon energy alone (f(φ)), while the second is based on both the average

photon energy and the depth of the 650–670nm water absorption band (f(φ, ε)).

Using data from Go (Golden, Colorado, USA), the former is shown to cut the

prediction error for aSi modules by around 40% relative to a single-variable

air mass SCF (f(AMa)) and a double-variable air mass and clearness index

SCF (f(AMa, Kt)). The latter, f(φ, ε), addresses issues raised in the literature

regarding the reliability of φ as a spectral characterisation index. Using the

same data, f(φ, ε) is shown to cut the prediction error by up to 60% with

respect to a comparable multivariable proxy SCF based on the air mass and

atmospheric precipitable water content (f(AMa,W )).

These results are also validated at a new test site built at the University of

Nottingham as part of this project. Although the overall errors are greater due

to site-specific system characteristics, the relative improvements achieved by

the APE-based models with respect to the proxy-based models are maintained

in both climate regions.

The proposed spectral correction approaches can be integrated into wider PV

performance models to improve their performance forecasting accuracy.
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Chapter 1

Introduction

1.1 Background

Achieving the global goal of carbon neutrality in an attempt to combat anthro-

pogenic climate change requires the deployment of clean energy technologies at

speed and at scale [19, 20]. The importance of photovoltaics in the clean energy

mix is undeniable from a financial perspective considering the fact that over

the last forty years the price of solar PV has fallen by two orders of magnitude

[21]. The resulting annual average growth rate in installed PV capacity over

the period 1996–2019 is 35%.

Despite the rapid growth of PV, even the fastest PV-deploying countries are re-

ported not to be installing PV fast enough to avoid the worst effects of climate

change [22]. The issues confronting global PV growth range from problems with

waste [23] to a rise in “solar nationalism”, where countries are trying to protect

and grow domestic PV manufacturers [24] rather than rely on foreign compa-

nies, which are seen as a competitive threat [25]. There also exist a number of

technical challenges, including the need to increase the grid penetration of solar

PV and reduce curtailment [26, 27]. In 2018 alone, >1% of potential PV output
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was curtailed in several key markets [28]. Various solutions to the curtailment

problem are reported in the literature. An extensive review of a range of such

solutions is presented in Ref. [29]. These methods include improved voltage

regulation [30], energy storage [31], and PV output forecasting [32].

The third of these mitigation measures — photovoltaic performance forecast-

ing — is one of the most important. PV forecasting can facilitate greater PV

grid penetration by providing timely performance predictions so energy from

different sources can be balanced for a reliable and efficient supply [33]. The ac-

curate prediction of a PV system’s performance under a certain set of technical

and environmental conditions is crucial for its success [34, 35, 36]. PV perfor-

mance modelling (PVPM) under real weather conditions is not only useful for

increasing grid penetration, but can also aid PV system designers, investors

and policy makers, and end-users [37]. For example, performance predictions

can be used to calculate financial savings for the end user, and optimise sys-

tem design prior to investment and construction [38]. To put the scale of the

financial implications of PVPM into perspective, a 2% difference between the

predicted and actual output of a 100 MW PV plant translates into an annual

revenue difference of $150,000 [39]. If the plant were to be displacing carbon

dioxide emissions from fossil fuel energy generation at 0.33 kg/kWh [40], the

annual difference in emissions would be 990 tonnes in one year1.

The availability of solar irradiance is one of the most obvious considerations

in all PV performance models [41, 42, 43], but the spectral distribution of the

available irradiance is a more subtle yet also critical parameter that must be

considered when evaluating how a PV system will perform [44, 45, 46]. Ne-

glecting the spectrum can lead to significant errors in PV performance fore-

casts. The magnitude of these errors is strongly correlated with the type of PV

technology under investigation since the spectral response (SR) of a PV device

11500 kWh/kW/year * 100 MW * 0.33 kg/kWh * 2% = 990,000 kg, or 990 tonnes
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is determined by the cell construction and semiconductor material.

In terms of semiconductor material, for example, amorphous silicon (aSi) tech-

nologies have a particularly wide band gap, and therefore narrow SR. Under

realistic operating conditions (ROCs), the fraction of the spectrum that lies

within the useful range of aSi modules can vary by +10% to -15% with respect

to standard test conditions, which translates into deviations in performance of

up to 20% [47, 48, 49]. In terms of cell construction, a higher level of sensitiv-

ity to spectral variations has also been found for double junction technologies

[50], such as GaAs/Ge devices. On the other hand, the output from some PV

technologies, such as multicrystalline-Si (mSi), is less sensitive to the spectral

distribution of incident solar radiation [51] due to their flatter and broader

spectral response. However, even these technologies can exhibit performance

variation due to the spectrum, with weekly spectral-induced performance vari-

ation reaching up to 14% having been reported in Edmonton, Canada [52]. The

spectral influence on PV performance is accounted for in the overall modelling

pipeline through the use of a spectral correction function (SCF). An SCF de-

scribes how PV performance changes relative to its performance at standard

test conditions (STC); the four key characteristics of which are 1000W m−2

irradiance, 25◦C cell temperature, normal angle of incidence, and AM1.5 spec-

trum.

The theory behind PVPM, as well as a range of the different PV performance

models published to date, is reviewed in Section 2.2. These models typically

consider the effect of environmental parameters such as device temperature, in-

cident irradiance, angle of incidence, and the spectrum on PV performance.

However, the methods by which the spectral influence is incorporated into

PVPM are limited, as explained in Chapter 2.7. Therefore, the focus of this

research project is to investigate the spectral influence on solar panel perfor-

mance, and develop a new model to account for these effects in PVPM. This
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Figure 1.1: Structure of Chapter 1.

research focus and the precise objectives of this project are explained in the

following subsection. A summary of the structure of this chapter is presented

in Figure 1.1.

1.2 Research focus

The aim of this PhD project is to improve PV performance modelling accuracy

by improving the accuracy with which the influence of the solar spectrum is

accounted for in the overall performance modelling procedure. The following

objectives have been set to achieve this aim:

• Critically analyse previous research on:

– Photovoltaic performance modelling

– The spectral influence on photovoltaic device performance

– Existing spectral correction functions — their method, accuracy, and

limitations

• Build a PV and meteorological monitoring and data acquisition system

for the measurement and recording of:

– PV performance and associated metrics, such as module temperature
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– Prevailing meteorological and spectral irradiance conditions

• Validate the reliability of the system and use it to determine the perfor-

mance characteristics of several PV devices

• Develop a new SCF and validate its performance through a comparison

with existing SCFs

• Explore possibilities to improve the model and extend the validation to

multiple PV technologies

• Extend the validation further through assessing the generalisability of the

model in a second climate.

Achieving the stated research objectives will allow this project to answer funda-

mental questions in the field of photovoltaic performance modelling, including:

what is the motivation for using spectral proxy variables in spectral correction

functions? Can metric(s) derived directly from measured spectral irradiance

data offer an alternative basis for a spectral correction function? How do proxy

and direct variable spectral correction functions compare in terms of accuracy?

Is there value in collecting spectral irradiance data to facilitate the use of direct

spectral correction functions in PV performance modelling?

1.2.1 Thesis outline

Following this introduction, Chapter 2 is a literature review in which, first, an

overview of the different photovoltaic performance models and their evolution

over time is presented. The key theory related to the solar energy and the spec-

trum, and photovoltaics, is then introduced. This is followed by an extensive

review and discussion of how exactly PV performance models account for the

influence of the solar spectrum in the modelling pipeline. Based on this review,
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several clear gaps in the existing body of research are highlighted, discussed,

and used to guide the remainder of this project.

The review in Chapter 2 finds that the applicability of spectral correction func-

tions in environments that experience a range of non-ideal atmospheric con-

ditions, such as variable cloud cover, aerosol optical depth, humidity, etc. is

limited. However, improvements in this area through the use of measured

spectral distributions have been reported in recent years. Chapter 3 describes

the methodology proposed in this work through which measured spectra can

be used in PV performance models to improve their accuracy. This chapter

includes a description of the construction and operation of a new PV and me-

teorological monitoring station in the United Kingdom, methods of data acqui-

sition, processing, and analysis, and the use of an additional PV measurement

site in the USA. The methods to validate the new UK test site’s reliability, and

determine the electrical, optical, and thermal characteristics of the PV samples,

is covered in Chapter 4

The proposed spectral correction method is first tested using data from the

USA site in Chapter 5. A significant improvement in the accuracy of PV

performance predictions is achieved through the proposed spectral correction

model compared with existing models. However, some limitations are identified

in the proposed model, which are subsequently addressed in Chapter 6 using

data from the same test site.

In order to test the geographic generalisability of the proposed approach, data

from the new UK test site are used to test the models that were developed and

validated in Chapters 5 and 6. The results of this analysis are presented in

Chapter 7.

A conclusion along with a discussion of the limitations of this project is pre-

sented in Chapter 8.
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A flow chart summarising the overall structure of this thesis and the contents

of each chapter is shown in Figure 1.2.
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Figure 1.2: Summary of the thesis structure and contents of each chapter.
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Chapter 2

Literature Review

2.1 Introduction

Traditionally, solar cell technologies has been categorised into four categories

based on their performance, cost, and material construction [53]. These four

categories are as follows:

1. Crystalline silicon-based PV, which have over 95% market share [54] ow-

ing in part to their low cost and relatively high power conversion efficiency

(PCE) of up to 25% [55].

2. Thin film devices, the most common of which are amorphous silicon (aSi),

cadmium telluride (CdTe), and copper indium selenide (CIGS). Although

the production cost of this type of device is lower, the PCE of such devices

is generally lower than that of the first-generation devices [56, 57].

3. Mixed polymer and semiconductors devices, including dye-sensitised or-

ganic solar PV cells (DSSC), multijunction (MJ) solar cells, and organic

polymer-based solar cells [58, 59, 60]. These devices can be fabricated on

flexible electrode substrates, which increases the application potential.
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4. Hybrid inorganic solar cells [61], which combine the low cost and flexibility

of polymer thin films with the durability of inorganic nanostructures [62].

The major factors that affect instantaneous performance of all of these types

of cells are the availability of solar irradiance, operating temperature, surface

reflection properties, and the solar spectrum [63, 64, 65, 66]. Over the lifetime

of a PV module, degradation is the primary factor influencing performance [67].

Accounting for the effects of all of these parameters on the performance of a

solar cell to make predictions of its performance is known as PV performance

modelling (PVPM).

There exist several studies evaluating the different performance models that

have been developed to date. For example, de la Parra et al. [68] review

models in the context of providing recommendations for quality assurance and

financial management. Williams et al. [69] review performance models more

generally, evaluating the state of the art in Europe as of 2005.

Although there do exist some reviews of specific stages or conditions within

PVPM, such as the review of 18 broadband radiative models presented in Ref.

[70], there is less focus in the review literature on the spectral distribution con-

ditions in the context of PVPM. This absence is noted in Ref. [69] in 2005

and remains the case to this day. One particular study by Duck and Fell [71]

does review a selection of three prominent spectral correction methods. Their

analysis of the Sandia Array Performance Model (SAPM)’s absolute air mass

(AMa) function [72], CREST model [47], and modified CREST model [73] finds

the presence of site-specific errors in the AMa approach, but also finds signifi-

cant improvements relative to the AMa and CREST approaches by using the

modified CREST model. The clear focus on three models and rigorous em-

pirical analysis makes a significant contribution to researchers’ understanding

of these models. What is lacking, however, is the inclusion of any methods
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that use direct spectral characterisation parameters rather than only proxies,

such as air mass. In addition, the scope of analysis is primarily based on the

empirical work of the authors, with less of a focus on reviewing the extensive

contributions of other authors’ theoretical and empirical work.

In the current literature, there still lacks a wider overview of a broader set of

spectral correction methods in PVPM, including a review of associated studies

that critically investigate specific aspects of said models in greater detail in

order to apply modifications, or investigate aspects such as applicability in

different locations or climates. The main focus of this chapter is, therefore, to

review a broader scope of PVPM spectral correction methods. A greater depth

of analysis is presented through the review of not only the original proposals of

different methods, but also further investigations and more recent developments

to each of the discussed methods. Based on a comprehensive evaluation of the

current state of the art, this study goes on to propose suggestions for the

future development of novel spectral correction functions and their integration

into PV performance models. Prior to the main review of SCFs, first, an

overview of PV performance modelling is presented, which includes background

information, a review of existing models, and the evolution of these models over

time. The third and fourth sections of this chapter present the key theory of

solar energy and photovoltaics, respectively, required to understand the topics

discussed in the main review. The latter includes an explanation of how the

spectrum distribution can be characterised mathematically, following which

there is an explanation of how the change in PV performance due to changes in

the spectrum can be characterised mathematically. The main review of spectral

correction functions, which combine these two characterisation techniques, is

presented across Sections 2.6 and 2.7. Finally, a summary and conclusion of the

review, in addition to recommendations for further work in the area of SCFs,

are presented in Section 2.8. The structure of this chapter is summarised in

Figure 2.1.
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Figure 2.1: Structure of Chapter 2.

2.2 Photovoltaic performance modelling

PV performance models are used to estimate the power output of a PV system,

which can consist of PV panels, inverters, charge controllers, and potentially

other components such as energy storage devices. Generally speaking, there

are two types of PVPM strategies — parametric modelling and non-parametric

modelling. Parametric models conceive the PV system as a conglomeration of

multiple sub-systems, each of which can be modelled in terms of a specified set

of parameters. On the other hand, a non-parametric model does not assume

any knowledge of the internal system or sub-systems, instead taking a data-

driven approach by relying on a historical time series of inputs and outputs

of a specific system to predict the power output of that same system. The

focus of this research is on the parametric models, but a brief explanation and

comparison of the two methods is presented in Section 2.2.1 for completeness.

Section 2.2.2 goes on to explain the evolution of parametric performance models

over the past fifty years.
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2.2.1 Parametric and non-Parametric PVPM

Parametric models are the conventional model type that have been developed

over the past few decades, whereas non-parametric models have undergone

intensive research in more recent years.

Figure 2.2 illustrates the system conceptualisation of each method. The box in

each portion of the diagram represents the PV system. This system is defined

in terms of a series of sub-systems and models in the parametric method, but

is blacked out in the non-parametric method as no information is known about

the internal characteristics of the system, although each sub-system component

does still exist. In recent years, some researchers have taken a new approach

to PV performance modelling by developing non-parametric methods involving

statistical models that use machine learning algorithms to predict performance

based on historical data. There are a variety of forecasting methods, including

neural networks, support vector regression, regression tree, random forest, gra-

dient boosting, amongst others. As the key input to machine learning-based

PV performance models, the accurate forecasting of solar irradiance is essential

for accurate performance predictions [38]. There are ample studies exploring

machine learning techniques for solar radiation forecasting. For example, Voy-

ant et al. [74] and Li et al. [75] provide an extensive review of machine learning

methods for solar radiation forecasting, with a specific focus on both neural

networks and support vector regression. In addition, Lauret et al. [76] go on

to propose a benchmarking of supervised machine learning methods for solar

radiation forecasting. Each of these different machine learning methods are

adopted into performance models in different ways by researchers [77, 78, 79].

The implications of these different approaches mean that parametric models

provide a means by which performance may be predicted prior to or after the

installation of the system, whereas non-parametric models require the system
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Figure 2.2: (Non-)parametric PV system conceptualisation.
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Figure 2.3: PV performance modelling process, reproduced from Ref. [8].

to have been operating for some time already in order for there to exist a

sufficiently large input and output dataset.

The drawback of parametric models is that, due to the complexity of the multi-

ple different sub-systems, it is often necessary to make assumptions and approx-

imations about their characteristics, thus introducing significant uncertainties

into the final predictions. This complexity is illustrated in Figure 2.3, which

summarises the entire parametric performance modelling process. The poten-

tial variation caused by the complexity and model assumptions when different

modellers attempt to model the same system is shown in Figure 2.4. It fol-

lows that the advantage of non-parametric models is that by avoiding such

assumptions, the dependence of the uncertainties is shifted to the quality of

the data [78]. Nevertheless, being able to predict the performance of a PV

system before installation can help with key decision making processes. For
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Figure 2.4: Predicted energy production of a single system by different mod-
ellers using different PV performance models [9].

example, it enables optimisation modifications to the system design to improve

performance before the large financial and technical investments are made. Per-

formance predictions in advance of system installation can also advise policy

makers governing the development of PV infrastructure.

The focus of this project is on parametric PVPM as the goal is to develop a

function that can account for the effect of one specific variable — the spectral

distribution of solar irradiance — on PV system performance in both cloudy

and clear sky conditions. Henceforth, when referring to PVPM, it may be

assumed that the model type is parametric unless otherwise stated.

The various parameters incorporated into the calculations of parametric PV

performance models are categorised by this study as follows: meteorological,

geographic, electrical, thermal, financial, and system. It is important to empha-

sise that elements of these categories are fluid, with some parameters potentially

crossing boundaries between different categories. For example, for a PV system

with a cooling system, the chiller’s performance factor may be classed as a “sys-

tem” parameter but would also be a relevant input in the “thermal” category

for any thermal sub-model adopted in the performance calculations.

One category may consist of multiple inputs, which may be determined either

through direct measurement, indirect measurement, calculated based on other

directly or indirectly measured parameters, or may be fixed values based on

16



2.2. PHOTOVOLTAIC PERFORMANCE MODELLING

the definition of the system itself. Different performance models choose to

evaluate each of the different parameters in different ways, with more simplistic

models making general assumptions about system components and ratings,

often relying on indirect measurements and inferred values, and more complex

models considering specific manufacturer parameters and empirically derived

data specific to the system in question.

Over the past half-a-century or so, different attempts have been made to model

the aforementioned parameters and their correlation to PV performance with

greater and greater accuracy. The following subsection explains the evolution

of these attempts, manifested in dozens of different performance models.

2.2.2 Evolution of PV Performance Models

This section describes the historic development of photovoltaic performance

models over the past half a century, with reference to a selection of some of

the most prominent models to have been developed. A summary of those

models discussed here is presented in Figure 2.5. A more extensive review of a

wider range of models can be found in, for example, reviews by Klise [80] and

Gueymard [70].

The Sandia National Laboratory (SNL) has long pioneered the development of

PV performance models, beginning in the late 1970s with PVSS — a simple

model to simulate PV performance based on a variety of different system con-

figurations for both on– and off-grid PV systems [81]. This model is no longer

used, updated, or supported by SNL, but was superceded in the following years

by models such as SOLCEL and PVForm.

SOLCEL uses the same equivalent circuit model as PVSS, but can model both

concentrating PV (CPV) as well as flat-plate PV incorporated onto tracker

or fixed arrays. Furthermore, unlike PVSS, SOLCEL is able to perform ba-
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sic financial analaysis using a range of costs incorporated into two economic

evaluation techniques — life-cycle costing methodology and US Department of

Energy required revenue methodology — to determine the optimal configura-

tion with the lowest life-cycle cost [82, 83]. SOLCEL is also no longer supported

by SNL and relevant accessible literature is sparse.

PVForm is largely based on SOLCEL yet was built to simplify and improve

it [84]. Despite only modelling flat-plate cSi technologies, arguably taking a

step back from recent developments at the time, PVForm demonstrated major

advances in terms of solar insolation calculations and plane of array orientations

by incorporating the newly developed Perez POA model and the calculation of

module temperature using a thermal model proposed by Fuentes (1987) [85].

Despite no longer being supported by SNL, elements of PVForm are used in

other programs such as PVWatts, which uses the same Perez POA and array

performance algorithms.

Other performance models, such as PVSYST, allow the user to adopt different

irradiance models. PVSYST uses the simpler Hay and Davies model as the

default option, although it does still offer the option of using the Perez model.

Other key features of PVSYST include its ability to model a variety of tech-

nologies, including crystalline and thin film modules [86], a 3-D shading tool to

account for potential shading impacts, air mass spectral correction for thin-film

modules, comprehensive economic analysis tools that can work with different

currencies, life cycle costs, and feed-in tariffs.

Another popular performance model is PVWatts, which is a web-based appli-

cation developed by NREL. PVWatts can model grid-connected PV systems in

a series of 239 preset locations corresponding to the 239-station Typical Mete-

orological Year (TMY2) database [87] for the United States and its territories.

The model incorporates a comprehensive range of input parameters, including

DC rating, derate factors, array type (fixed tilt, or 1– or 2-axis tracking), array
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tilt, and azimuth. However, its applicability was originally restricted to cSi

technologies only, in part due to its assumption of a -0.5%/°C [88] temperature

coefficient. Nevertheless, in recent updates [89], three generic module cate-

gories are considered and the temperature coefficient is adjusted accordingly.

PVWatts does still makes several other assumptions about the type, configura-

tion, and operation of the system, which makes it easy to use for both experts

and non-experts alike. However, consequently, the uncertainty in the annual

and monthly energy totals can reach ±10% ±30%, respectively; actual perfor-

mance in a specific year may deviate from the long-term average by as much as

±20% ±40% for the annual and monthly values, respectively [89]. Neverthe-

less, PVWatts incorporates some interesting novel features, such as the “In My

Back Yard” program that allows users to zoom in on a specific site and draw

the outline of the PV array for analysis.

Ultimately, these advances over the decades led to arguably the most compre-

hensive of performance models to be developed just after the turn of the century

— the Sandia PV Array Performance Model SAPM. Where other models at-

tempt to evaluate performance by using a mix of theoretical and semi-empirical

methods, SAPM differs from these in that it is based on empirical measurements

taken for a range of modules in conditions other than the manufacturer-provided

standard test conditions. The model is applicable not only to standard cSi

technology, but also thin films such as CdTe, CIGS, and aSi, both single and

multi-junction concentrating photovoltaics (CPV/MJ CPV), and also BIPV.

Although somewhat difficult to implement given that modules must undergo

additional testing to obtain parameters not provided by the manufacturer, the

model has demonstrated high accuracy in validation studies by the National

Institute for Standards and Technology, predicting power output to within 1%

of measured power for different geographic locations [90].

Despite the achievements of SAPM, the limitations with regards to obtaining
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all parameters with high accuracy were part of the motivation for the develop-

ment of the 5-parameter model. Originally the 4-parameter model developed by

Townsend (1989) [91], the 5-parameter model, or 5-par model, was developed

by De Soto (2006) following further validation and analysis [92]. The goal of

this model is to predict power output under non-standard test conditions, like

the Sandia Model, but to do so with only the data supplied by the manufactur-

ers. Its simplicity and relative accuracy has led to its widespread institutional

and academic use, such as in the California Energy Commission’s work to es-

timate the system performance for its New Solar Homes Partnership Program

[93]. However, it is important to note that it was found in further research by

Fanney et al. (2002) that the 5-par model cannot match the SAPM’s power

output prediction accuracy, particularly at high AOI and low incident irradi-

ance, and, generally speaking, the 5-par model is only used with amorphous PV

technologies [94]. Furthermore, the 5-parameter model was shown to exhibit a

lower reliability and precision, which was highly dependent on the user [8], as

shown in Figure 2.4. Nevertheless, it is evident from the same figure that even

comprehensive models such as the SAPM still exhibit substantial uncertainty.

Pinpointing the dominant errors and minimising the corresponding uncertainty

is the key to the future development of PV performance modelling.

Figure 2.5 provides a summary of the timeline of development of PV perfor-

mance models over the years and some of the models’ key characteristics.

The Sandia Array Performance Model (SAPM) is the most comprehensive

model developed to date. However, the required non-trivial experiment cam-

paign involving multiple days of outdoor and indoor experiments under strin-

gent testing conditions means that it is not suitable for every use case. This has

led to attempts to simplify the experimental methodology, such as by Hansen

et al. [95] and Peng et al. [96] who have developed an indoor measurement

methodology to determine the majority of parameters required in the SAPM
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Figure 2.5: Development and key aspects of PV performance models since the
1970s.

for a variety of PV technologies. Therefore, where feasible, the SAPM is still

the model of choice as it is unrivalled in its prediction accuracy and detail. Hav-

ing said that, the model still suffers severe limitations, particularly in terms of

capacity to make predictions in cloudy conditions given its simplified spectral

correction function. In this project to develop a new spectral correction func-

tion that works in cloudy conditions, the Sandia Model will be used as a guide

for the analysis. For example, when conducting tests to derive auxiliary func-

tions required for the overall PV performance modelling, such as the angle of

incidence modifier. The new spectral correction functions that result from this

work will, therefore, be directly compatible with the Sandia Model and others.

2.3 Solar energy theory

This section introduces some of the key theory related to solar energy, including

definitions of key terms, explanation of principles, and discussion of environ-
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mental and meteorological phenomena.

2.3.1 Broadband irradiance

Irradiance is defined as the energy per unit time (power) incident on a horizontal

unit area per unit wavelength, in W m−2 nm−1 [97]. A helpful explanation

of the difference between irradiance, irradiation, insolation, and other such

terms is presented in Ref. [98]. Broadband irradiance is the irradiance over

all wavelengths, typically 280–4000 nm, which is calculated as the integral of

irradiance with respect to wavelength. Broadband irradiance originates from

the sun as what is termed global extraterrestrial radiation (GEI), which is

calculated based on the Earth’s position relative to the sun as follows [62, 99]:

GEI =
S

R2 × cosZ, (2.1)

where the S is the solar constant, equal to 1367 W m−2, R is the Earth radius

vector, and Z is the solar zenith angle.

Whereas irradiance from space (the GEI) is a function of distance from sun,

the solar cycle, and cross-cycle changes [100], irradiance on the Earth depends

on the tilt of the measuring surface, height of the sun above the horizon, and

atmospheric conditions [101]. Radiation incident on the Earth’s surface has

three components: beam (or direct), diffuse, and reflected. Figure 2.6 illustrates

the definitions of these three components, which are explained in more detail

in the following subsections. The Plane of Array (POA) irradiance, or Global

Tilted Irradiance (GTI) is used for PV performance calculations; this is the

irradiance incident on a tilted plane, such as a PV module. The POA irradiance

can be determined from analysis of measured irradiance component data using

one of a variety of available irradiance models, or measured directly using a
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pyranometer or reference module. A discussion of the differences between the

latter two methods is presented in Ref. [102].

Figure 2.6: Beam, diffuse, and reflected components of solar irradiance.

Plane of Array Irradiance

The POA irradiance, or Global Tilted Irradiance (GTI) is defined as the sum of

the beam (Gb), reflected (GR), and diffuse (Gd) radiations incident on a tilted

surface:

Gpoa = Gb + Gd + GR, (2.2)

In this context, the tilted surface in question would be a solar module. To

calculate the POA irradiance, it is necessary to resolve each component of the

total irradiance incident onto the tilted surface. The resolution process for

each component — beam, reflected, and diffuse — is explained in each of their

respective sub-sections. For the beam and reflected components, this process

is relatively simple. However, there exist numerous models for determine the

diffuse radiation incident on a tilted surface, which are examined in 2.3.1.

Beam radiation

Beam radiation (Eb), or Direct Normal Irradiance (DNI), refers to the flux den-

sity of non-scattered solar radiation incident on a flat plane perpendicular to the
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sun’s rays [103]. The earliest technologies for measuring beam radiation were

the Angstrom pyrheliometer and the Abbot water flow calorimeter [104]. Both

of these technologies relied on the principle that an internal element would be

heated by an amount proportional to the incident radiation. Pyranometers are

another instrument, more commonly used today, which measure global radia-

tion indirectly through measurements of the short-circuit current in the device,

which is approximately linearly related to incident solar radiation.

The beam irradiance incident on a horizontal surface, Eb,h, is given by:

Eb,h = Eb sin(α), (2.3)

and on a tilted surface:

Eb,t = Eb sin(α + β), (2.4)

where α and β are the angles between the incident beam and horizontal, and

horizontal and tilted plane, respectively. The relationship between the different

beam irradiance components and these angles is illustrated in Figure 2.7.

Figure 2.7: Irradiance on a tilted surface.

A generalised equation for the beam irradiance incident on any surface can

hence be established as follows:

Gb = EbRB, (2.5)
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where RB is known as the beam radiation tilt factor, defined as the ratio of Eb,t

to Eb,h.

Reflected radiation

The reflected radiation, ER, accounts for the light reflected from non-atmospheric

surfaces, such as the ground. PV systems are usually directed away from re-

flected radiation, hence this forms a small, if not negligible, part of the light

striking their surface [105]. The reflected radiation is dependent on the albedo,

ρ, of the surface from which it is reflecting [106]. Values of ρ can vary from

around 0.04 for fresh asphalt [107] to 0.80 for fresh snow [108].

When determining the component of ER incident on a tilted surface, such as

a PV module, most models assume isotropic reflection from the ground, which

has a diffuse reflectance given by its albedo. The tilted surface has a view factor

to the ground of Rr = 1−cos(ϕ)
2

, where ϕ is the tilt angle of the module. Hence,

the reflected radiation incident on a tilted surface is given by:

GR = ERρ
1 − cos(ϕ)

2
(2.6)

Diffuse radiation

Diffuse radiation (Ed) is the component of global irradiance that has had its

direction changed following scattering by the atmosphere. Since the global

irradiance is the sum of the beam and diffuse components, if shaded from

the beam component, then a pyranometer can be used to measure the diffuse

component.

There are many models available to calculate Gd, which tend to be categorised

as either isotropic or anisotropic based on how they consider the distribution
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Reference Type Note

LJ [109] Isotropic Simple isotropic
HD [110] Isotropic +circumsolar radiation
R [111] Anisotropic +horizon brightening

P [112, 113] Anisotropic Combined HDKR (K= [114])

Table 2.1: Four of the most prominent models for calculating the diffuse com-
ponent of solar irradiation incident on a tilted surface

of irradiance across the sky. Four of the most prominent models are detailed in

Table 2.1.

The first isotropic model was proposed by Liu and Jordan (LJ) [109], which

was followed by Hay and Davies’s (HD) improved isotropic model that also

accounted for circumsolar radiation [110]. In later years, the anisotropic Perez

Model [112, 113] and the combined Hay and Davies, Klucher [114], and Reindl

et al. [111] model (HDKR) were developed. These are four of the main models

used in the literature. A comprehensive, quantitative analysis of a broader

selection of POA irradiance models is widely available in the literature (for

example, see: [115, 116]).

2.3.2 Spectral irradiance

In this section, an explanation of what the solar spectrum is and the infor-

mation it contains is presented. In addition, the key factors that affect the

solar spectrum, and how these may be used as proxies to characterise it math-

ematically, are introduced. Figure 2.8 is a simple illustration of the effect of

some of these environmental variables on the solar spectrum as measured on the

Earth’s surface. Other parameters of characterising the solar spectrum that are

not based on proxies are also discussed. These variables are a key component

of SCFs as they are used as the dependent variable in these functions.

Spectral irradiance (SI) is defined as in the previous subsection — energy
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Figure 2.8: Illustration of the effects of some environmental variables on spectral
irradiance incident on the Earth’s surface.

incident on a horizontal unit area per unit time per unit wavelength — in

W m−2 nm−1. The solar spectrum contains information on the distribution

of irradiance across different wavelengths. Terrestrial spectral irradiance differs

from that which is emitted by the sun due to two phenomena: 1) Scattering by

air molecules, water, and dust; 2) Absorption by ozone (shorter wavelengths)

and water vapour and carbon dioxide (longer wavelengths) [117, 62, 118]. The

effects of atmospheric scattering and absorption are illustrated in Figure 2.9,

which shows the extraterrestrial solar spectrum and the reference air mass (AM)

1.5 spectrum [10].

Models to forecast the solar spectral irradiance distribution exist, but are less

well established that those for broadband irradiance. Historically, models based

on different meteorological inputs were used, such as SMARTS and ASPIRE

[119, 120], but now AI and deep learning models dominate the literature [121].

In order to analyse the effect of any particular spectral distribution on, for

example, PV device performance, it is necessary to characterise the distribution

numerically. There are two ways in which this is typically done. The first is to

use one or a combination of environmental variables that themselves affect the
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Figure 2.9: Effects of atmospheric absorption and scattering on the extraterres-
trial solar spectrum. The plotted data are extracted from the ASTM standard
publication [10].
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Figure 2.10: Solar geometry: Angle of Incidence (AOI), Zenith Angle (z), and
air mass (SO:ZO)

solar spectrum. These variables can be used as proxies to represent the solar

spectral distribution because their variation is assumed to be the primary of

driver of variation in the spectrum. The second is a more direct representation

through parameters derived directly from the spectral distribution. Prominent

examples of both proxies and direct variables are introduced in the following

subsections.

Air mass

The path length of direct radiation through air is described by air mass. This

path length is calculated as the ratio of direct optical path length to the path

length at the zenith (vertically upwards) [122]. This geometry is illustrated in

Figure 2.10.

A first order approximation of air mass is:

AM = secZ. (2.7)

Equation 2.7 assumes that the atmosphere is a flat horizontal layer, ignoring
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its finite height, and hence predicts infinite air mass at the horizon. Therefore,

Equation 2.7 hold for angles of z up to around 70°(AM=2.92) [104]. Kasten

and Young propose a refined model that accounts for the curvature of the Earth

[123]:

AM = (cos z + 0.50572(96.07995 − Z)−1.6364)−1. (2.8)

As the direct optical path length increases, greater scattering of shorter wave-

length (higher frequency) light occurs, resulting in a greater proportion of longer

wavelength light reaching the observer [124]. As a result, changes in air mass

are strongly correlated with changes in the solar spectrum [125, 126, 127]. This

relationship is shown in Figure 2.11, in which the normalised spectral distri-

butions of different air masses are plotted. The spectral irradiance curves are

simulated using the SMARTS software [119, 128] The normalisation is carried

out by dividing the spectral irradiance value for each wavelength by the to-

tal irradiance, which is calculated by the integral of of the spectral irradiance

curve with respect to wavelength. The spectral shift associated with changing

air mass has led to investigations of how air mass variation is correlated with

PV performance. Passow et al. find that variation in air mass between 1.0

and 5.0 results in performance fluctuations of up to 5% in cSi modules and

over 5% for CdTe modules [129]. Marion et al. (2012) report that, for several

aSi-based technologies, changes in air mass alone can result in deviations from

RTC performance of over 10% [130].

In certain clear sky conditions, air mass may be the dominant factor influencing

the solar spectral distribution [131]. Therefore, air mass has been used in the

literature to characterise the solar spectrum, since changes in AM are strongly

correlated with changes in the solar spectrum [125, 126, 127]. This correlation

has been used as the basis to derive air mass-based SCFs, which are discussed
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Figure 2.11: Simulated effect of air mass on the solar spectrum. Here, Eλ has
been normalised by the total irradiance.

in Sections 2.6 and 2.7.

Diffuse solar radiation ratio

A more direct measure of the level of scattering is the diffuse solar radiation

ratio, Rd, which is dependent on the initially available solar irradiance, atmo-

spheric and ground conditions, and topography [132]. It is calculated simply

as the ratio of horizontal diffuse irradiance to the global horizontal irradiance:

Rd =
DHI

GHI
, (2.9)

where DHI is the diffuse horizontal irradiance and GHI is the total global hor-

izontal irradiance. More information on the relationship between the different

components of irradiance can be found in Ref. [109]. Albeit not widely used in
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spectral characterisation, Rd has been used previously in combination with air

mass to characterise the solar spectrum for PV-spectral research [133].

Clearness index

The clearness index, Kt, is an indicator of cloud cover. Kt is calculated as

the ratio of the global extraterrestrial radiation (GEI) to the terrestrial global

horizontal irradiance (GHI):

Kt =
GHI

GEI
, (2.10)

where GEI and GHI are defined in Section 2.3.1.

Understanding the level of cloud cover is important when analysing the spec-

trum since longer wavelength irradiance tends to be scattered as it passes

through clouds, resulting in a higher prevalence of shorter-wavelength irra-

diance reaching the Earth’s surface [134, 135, 136]. The clearness index, Kt,

therefore, offers an opportunity to characterise the spectrum of solar irradiance.

An extensive review of the cloud effects on solar irradiance is provided by Calbó

et al. [137].

Although clouds result in a drop in overall irradiance, and therefore lower PV

output [138], cloud-induced spectral shifts can result in certain PV technolo-

gies operating more or less efficiently in cloudy conditions [139]. For example,

aSi-based PV technologies have been found to operate approximately 2% more

efficiently in overcast conditions (Kt=0.2) compared to clear sky (Kt=0.8) con-

ditions [140]. This is due to aSi having a higher spectral response at shorter

wavelengths. On the other hand, CdTe, mSi, and cSi PV technologies were

all found to operate less efficiently in overcast conditions, in the same study.

Ishii et al. (2013) attribute ±10% performance fluctuations in hydrogenated
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aSi (aSi:H) PV to cloud cover [141]. Other studies also affirm the importance

of clouds on the spectrum, and hence the output of aSi [47] and cSi [73] devices

in particular.

Atmospheric precipitable water content

As discussed in Section 2.4.2 and illustrated in Figure 2.9, water vapour content

in the atmosphere is responsible for significant scattering of solar irradiance in

specific wavebands. One measure of water vapour content in the atmosphere

is the atmospheric precipitable water vapour (W ). W , usually measured in

centimetres, is the height that would be reached if all of the water vapour in

a column from the Earth’s surface to the troposphere were to condense. A

comprehensive discussion of W characteristics around the world is presented in

Ref. [142] and real-time measured precipitable water data are publicly available

for many locations around the world [143].

In the absence of measured data, W [cm] may easily be estimated from relative

humidity and temperature using the following relationship [144]:

W = 0.1Hνρν , (2.11)

where Hν [km] is the apparent water vapour scale height, ρν [g m−3] is the surface

water vapour density, and the coefficient 0.1 is necessary to reconcile units. Hν

is a function of temperature and is calculated as follows:

Hν = 0.4976 + 1.5265β + exp(13.6897β − 14.9188β3), (2.12)

where β = T/T0 and T0 = 273.15K. Meanwhile, ρν is a function of relative hu-

midity (RH), temperature, T [K], and saturated water vapour pressure, es[mb],
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which is a function of temperature [145]:

ρν = 216.7 · RHes
T

, (2.13)

where:

es = exp a0 + a1T
−1
0 + a2T

−1
0 + a3T

−1
0 . (2.14)

There exist many other models to estimate es, for example Refs. [146, 147,

148, 149, 150]. The cited models, among others, are analysed extensively in

Ref. [145]. The approach reported here for reference is used in Ref. [151].

Given the significant W -induced spectral irradiance absorption around the peak

response of CdTe devices, a notable correlation between variation in W and

CdTe performance has been highlighted in the literature. Nelson et al. [152] find

a ±6% variation in CdTe performance due to variation between in W between

0.1 cm and 10 cm, when other variables (e.g. pressure, ozone, irradiance, etc.)

are held constant.

Aerosol optical depth

Atmospheric aerosols are are suspensions of liquid, solid, or mixed particles with

highly variable chemical composition and size distribution [153]. Aerosol optical

depth (AOD) is the dimensionless measure of extinction of beam irradiance

caused by these aerosols. Global aerosol data is available from a variety of

sources [154, 155].

The impact of AOD on spectral irradiance can be estimated using the Ångstrom

turbidity formula [156]:

AOD = AOD500

(
λ

0.5

)−α

. (2.15)
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AOD500 accounts for the quantity of aerosols in a column of the atmosphere

at 500 nm, and λ and α are the wavelength and the Angstrom exponent, re-

spectively. AOD scattering primarily affects the UV-visible range of the solar

spectrum [157, 158], hence the impact of its variability is particularly significant

for wide bandgap PV technologies such as CdTe and Perovskite [159]. AOD-

induced spectral shifts have also been found to be responsible for performance

changes of around 4% for concentrating triple junction PV devices [160].

Besides the impact of aerosols on the spectrum, absorption and enhanced levels

of diffuse irradiance due to aerosols have also been studied more broadly in

terms of their effects on PV power generation. During extreme weather events

such as wildfires and smog, PV power generation has been found to be reduced

by up to 40% as a result of increased AOD [161, 162].

Average photon energy and an absorption band

Unlike the other parameters discussed thus far, the average photon energy

(APE, φ) is not an environmental variable that affects the spectrum. Rather,

the average photon energy is a value extracted directly from a solar spectral

distribution that can be used to characterise it. The APE has been used widely

in the Physics literature since the 1900s [163, 164, 165, 166], but its application

to characterising spectral irradiance measured on the Earth’s surface, in par-

ticular for PV applications, was proposed in Ref. [167]. The APE originates

from considering the inverse relationship between photon wavelength (λ) and

energy (E):

E =
hc

λ
, (2.16)

where h is Planck’s constant, c is the speed of light in a vacuum, and E is
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the photon energy. If one considers the mean energy of all photons in a solar

spectral distribution, this value gives an indication of the overall shape of the

distribution. This mean value is calculated by dividing the total energy in the

spectrum by the number of photons it contains [167]:

φ[eV] =
1

q

(∫ b

a
Eλ dλ∫ b

a
Φλ dλ

)
. (2.17)

Here, E(λ) [W m−2 nm−1] is the spectral irradiance, Φ(λ) [m−2 nm−1] is the

spectral photon flux density, q [C] is the electron charge, and a [nm] and b

[nm] are the upper and lower wavelength limits, respectively, of the considered

waveband.

When the mean is calculated between limits a and b, theoretically there exists

the possibility that increases in spectral irradiance at one wavelength may be

countered by a decreases at another another wavelength, thus leading to the

same average photon energy but a different shape of the spectrum. If this were

the case, two spectral distributions would have the same average photon en-

ergy but different shapes, and hence different effects on PV performance. In

order to validate the reliability of the APE parameter to represent solar spec-

tral distributions, Minemoto et al. [168] find that a single APE value yields

a spectral irradiance distribution with a relatively small standard deviation.

They conclude that the APE is a bijective index that can uniquely represent

different solar spectral distributions. The APE parameter has been used exten-

sively in subsequent research to characterise the spectral irradiance distribution

[169, 170, 171, 172]. Unlike the proxy variable methods, rather than taking one

variable that affects the spectrum to represent it, the APE is extracted directly

from the spectrum after all possible factors have already influenced it. There-

fore, it is argued widely in the literature that the APE contains information

on the dominant environmental conditions influencing PV performance and is
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therefore capable of effectively characterising the shape of the incident spectral

distribution [51, 173, 174].

Adopting the same methodology as Minemoto et al., but analysing the spectra

using the coefficient of variation rather than the standard deviation, Nofuentes

et al. [175] argue that the APE is in fact not a unique characteristic of the spec-

tral distribution. They find that in the 450–900 nm waveband, the CV remains

below 3.3%, which is acceptable, but outside of this waveband the CV reaches

values of up to 5–11%. Between 350–450 nm, the CV lies around 5–6%, and

reaches 6–11% for the 900–1050 nm waveband. They conclude that the APE

may only be considered approximately unique within this mid-range waveband

of 450–900 nm for the climate considered in their study, but otherwise the APE

is not a unique characteristic of the spectrum. They attribute the spread about

the mean predominantly to experimental uncertainty for wavelengths below 450

nm, which could be mitigated in future work, but attribute it to a mixture of

experimental uncertainty and the direct effects of aerosols and water vapour

for wavelengths longer than 900 nm.

Much of the existing PV-APE research [176, 177, 178, 179] tends to focus on

thin-film PV devices, in particular aSi technologies. Given that the spectral

response of thin-film devices is narrow, with aSi cutting off at around 750 nm

to 800 nm, the issues raised by Nofuentes et al. [175] for spectral effects beyond

900 nm may not have been a problem.

Ishii et al. [11] find that the primary driver for changes in the shape of spectra

that maintain the same APE are the negatively correlated depths of water

absorption bands and atmospheric windows. This principle is illustrated in

Figure 2.12. They show that a solar spectral distribution may therefore be

characterised uniquely for all wavelengths with both the APE and an additional

index, namely the depth of a water absorption band or an atmospheric window,

ε. The use of ε as part of spectral distribution characterisation methods does

37



2.3. SOLAR ENERGY THEORY

Figure 2.12: (Colour) Atmospheric window (Band A, 1000–1050 nm) and water
absorption band (Band B, 1110–1160 nm) as highlighted in [11]. The red and
blue arrows indicate a higher and lower SI in bands A and B, respectively. SI
data were measured at the University of Nottingham.

not appear to have been adopted in the literature, but it forms a significant

part of this project and has led to a publication as of 2023 [1].

The depth of one of these spectral bands, ε, can be calculated by integrating

the spectral irradiance with respect to wavelength within the wavelength limits

of the band in question:

ε =

∫ d

c

Eλ dλ. (2.18)

Summary of spectral characterisation indices

The spectral characterisation indices discussed in this section are summarised

in Table 2.2. One of the main differences between the parameters is the bal-

ance they strike between simplicity and accuracy, which is determined primarily

by the data requirements for their calculation. In Table 2.2, the data “level”
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refers to how complex and/or affordable the required data acquisition is for

the direct measurement or calculation of the parameter in question. Overall,

it appears as though the characterisation of spectral effects on the PV perfor-

mance through the use of proxy variables is simpler but less accurate, while the

direct characterisation through the use of spectral data requires a more com-

plex measurement but is more accurate. The simulation of spectral irradiance

data to calculate parameters such as the average photon energy could mitigate

the measurement issue but validation of such methods in conjunction with PV

performance forecasting is not currently presented in the existing literature.
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Index Eqns. Type + − Refs.

AMa 2.7,
2.8

Proxy Simple calculation, low-level data No diffuse irradiance [123]

Rd 2.9 Proxy Simple calculation, medium-level data, diffuse
effects included

Diffuse irradiance only best used with other
parameters

[109,
133]

Kt 2.10 Proxy Cloud effects included, medium-level data Limited information on complex scattering [118]
W 2.11 Proxy Accurate measure of a specific atmospheric

phenomenon, simple estimation
High-level data (unless estimated), best used with

other parameters
[145,
151]

AOD 2.15 Proxy Accurate measure of a specific atmospheric
phenomenon

High-level data [156]

φ 2.17 Direct Single number with info on multiple Eλ features
and atmospheric phenomena

High-level data [140,
180]

ε 2.18 Direct Accurate measure of a specific atmospheric
phenomenon

High-level data [11,
1]

Table 2.2: Summary of the indices used to characterise the prevailing spectral irradiance conditions. The data “level” refers to the
requirement for data of different levels of accessibility or complexity. For example, irradiance data would be considered medium level
due to the need for non-trivial, but still relatively simple and common measurements at any established PV or meteorological monitoring
station.
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2.4 Photovoltaic theory

In this section, the physics underpinning the photovoltaic effect and how these

principles relate to the spectral response of a PV device is explained.

2.4.1 Photovoltaic effect

Some materials, such as Silicon and Germanium, are intrinsic semiconductors.

The addition of an impurity into one of these bulk (host) materials, known

as doping, that has more valence electrons than the host results in an n-type

semiconductor. A dopant with fewer electrons than the host results in a p-type

semiconductor. When p– and n-type semiconductor layers are brought into

contact, an electric potential is created between the p– and n-type layers. In

this construct, an electron can move from an energy level in the valence band

to the conduction band, which are the energy bands closest to the Fermi level,

leaving a hole in its place. The separation of these charges creates an electric

field across the depletion zone (between the layers), which provides the force to

drive the current through an external circuit. Whether the device has a single

p-n junction, or an insulating layer is introduced to form a p-i-n junction, or

there are multiple junctions, the electrical behaviour is similar. The relationship

between the current, I, and voltage, V , is as follows [181]:

I = I0

[
exp

(
qV

nkT

)
− 1

]
− IL. (2.19)

Equation 2.19 is the standard diode equation. IL is the light-generated current,

n is a diode factor, which is related to the recombination mechanisms in the

cell, I0 is the reverse saturation current, T is the temperature in Kelvin, B

is Boltzmann’s constant, and q is the electron charge. For a real (non-ideal)

device, it is necessary to include the effects of resistance (shunt, Rsh, and series
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Figure 2.13: Example I-V curves for a CdTe device used in this project.

Rs) resulting from aspects such as the front and rear contacts, carrier transport

within the semiconductor, etc.:

I = IL − I0

[
exp

(
q(V + IRs

nkT

)
− 1

]
− V + IRs

Rsh

. (2.20)

The resulting I-V characteristics of a PV cell operating at arbitrary operat-

ing conditions are shown in Figure 2.13. The effect of cell temperature is also

shown as an example of how certain environmental variables can influence the

I-V characteristics. These data were measured at the University of Notting-

ham using the CdTe module introduced in Chapter 3. The following parame-

ters, which can all be extracted directly or calculated from the I-V curve, are

typically used to describe the electrical performance of a solar cell [182]:

• Isc — short-circuit current; this is the current at V = 0 when there is zero

resistance between the terminals. It is the maximum possible current for

the specific operating conditions of the device.
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Figure 2.14: Illustration of the photovoltaic effect.

• Voc — open-circuit voltage; voltage across the device terminals in open

circuit when I = 0. It is the maximum voltage for the specific operating

conditions.

• MPP — maximum power point; the point along the I-V curve at which

maximum power (I × V ) is obtained.

• IMPP — Current at MPP; the current value for which I×V is maximum.

• VMPP — Voltage at MPP; the voltage value for which I×V is maximum.

• FF — Fill Factor; the ratio of the product of IMPP and VMPP to the

product of Isc and Voc.

In a photovoltaic device, it is an incident photon that provides the energy

required to excite an electron from the valence to the conduction band, leaving

a hole in its place, and generate a current. This entire process is known as the

photovoltaic effect and is illustrated in Figure 2.14. The size of the gap between

the valence and conduction bands is known as the band gap, Eg, and a photon

(γ) must transfer an energy (E) of Eγ ≥ Eg to generate an electron-hole (e-h)

pair. Any excess energy is converted into a thermalisation loss, Ethermal. How

the size of the band gap relates to the performance of a PV device is described

in the following subsection.
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Figure 2.15: Ideal spectral response of a PV device.

2.4.2 Spectral response

The spectral response of a PV device describes how efficiently the device con-

verts incident photons of different wavelengths into electron-hole (e-h) pairs.

The wavelength, λ[nm] of a photon is inversely proportional to its energy,

Eγ[eV], where the constant of proportionality is the product of Plank’s con-

stant, h, and the speed of light in a vacuum, c:

Eγ =
hc

λ
.

This equation is the same as Equation 2.16 but is repeated here for clarity. If

the spectral response (SR) is defined as the current generated by a PV device

per incident watt of power, one would expect the SR to increase linearly with

decreasing photon energy (increasing photon wavelength) as the photon energy

tends towards the band gap energy and thermalisation losses are reduced. Be-

yond the cut off energy, equal to the band gap, Eγ < Eg and PV device SR

drops to zero. This yields the theoretical ideal spectral response curve for a PV

device shown in Figure 2.15. Given that the size of the semiconductor band gap

determines the photon energy required to generate a photocurrent, the different
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Figure 2.16: Band gaps of several common PV devices. Image reproduced from
Ref. [12].

Eg values of different PV devices means that they each respond differently to

different wavelengths of light. Typical Eg values of several common PV devices

are summarised in Figure 2.16. In reality, SR curves are more complex, owing to

the interplay of various material parameters of the PV device. In a PV device,

electron and holes can recombine prematurely to generate heat or light, which

leads to inefficiency in the power generation of the PV device. There are differ-

ent types of recombination that occur in different locations of the PV material,

such as the surface layer, emitter layer, etc., and are driven by different factors

such as diffusion length, defect density, etc. [183]. A brief overview of the factors

affecting the SR of a PV device is presented in Figure 2.17. Front surface re-

combination will typically affect short-wavelength light more, while rear-surface

recombination will typically affect long-wavelength light more, which all con-

tributes to the response of a PV device to different wavelengths of light. The

spectral responses of some common PV technologies are shown in Figure 2.18.

In the background of the SR curves, the STC AM1.5G spectrum, normalised

between 300 nm and 1200 nm, is plotted between for reference.
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Figure 2.17: Summary of the factors influencing the PV device spectral re-
sponse.

Figure 2.18: Spectral responses of several common PV technologies, namely
amorphous silicon (aSi), Cadmium Telluride (CdTe), crystalline silicon (cSi),
and Copper Indium Gallium Selenide (CIGS). The SR curves are plotted using
data published in Ref. [13] (mSi and CdTe) and Ref. [14] (aSi-T). The AM1.5
reference spectrum, normalised between 300 nm and 1200 nm, is plotted in the
background for comparison.

46



2.4. PHOTOVOLTAIC THEORY

2.4.3 Developments in SR optimisation

There have been many developments in the field of photovoltaics related to

optimising device spectral response and, therefore, improving overall device

efficiency. These methods include combining cells with different SRs into one

device [184], applying coatings to devices to reshape the incident spectrum [185],

and directly tuning the band gaps of PV devices [186]. These developments are

reviewed briefly in this section to provide the reader with a broad contextual

background to the research field of photovoltaics and the spectral response.

In a multijunction (MJ) device, multiple p-n junctions made of different semi-

conductor materials are combined into a single solar cell. Combining materials

of different band gaps in this way reduces thermalisation losses and thus in-

creases efficiency [187]. As of 2022, the highest recorded efficiency of an MJ

device is 47.6% [188, 189], which far exceeds that of single-junction devices.

Although the SR of an MJ device is wider, since the SRs of each device are

combined, the construction of multijunction devices is such that the junctions

may be considered as cells connected in series. Therefore, the current flowing

through each junction must be equal, which limits the overall device current

to that of the least productive junction. Therefore, multijunction devices still

exhibit a strong spectral dependence [174, 190] due to the particular spectral

response characteristics of the individual subcells (junctions). A detailed dis-

cussion of how this mismatch can be mitigated through power and current

matching in MJ devices is presented in Ref. [191].

Another way to increase the efficiency of a PV device through consideration of

the module spectral response is through spectral shaping, whereby the energy

of incident photons is changed to improve their utilisation rate and efficiency by

the solar cell [192]. A layer can be added to rear surface of a solar to increase

the energy of sub-Eg energy photons (up conversion) [193] to maximise the
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solar cell’s use of the incident irradiance. A front surface layer can also be

used to split high energy photons into multiple lower energy photons, thus

reducing thermalisation losses and increasing efficiency. Efficiencies of up to

around 63% and 39% have been calculated as limits for solar cells with up and

down converters, respectively, depending on the precise device construction and

converter layer properties [194]. A review of the materials developed for down

shifting over thirty years until 2009 is presented in Ref. [195], while more recent

developments in the field of down shifting are reported in Ref. [196]. However,

minimising degradation of up– and down-conversion layers in the field is still

an area under research [197, 198]

Up and down conversion focus on shifting the energy of the incident photons,

band gap tuning is a method of adjusting the solar cell receiving those photons.

Another approach is to modify the solar cell spectral response itself through

band gap tuning, or band gap engineering. Band gap tuning is a powerful tech-

nique that can create new semiconductor materials with variations in band gap

that are best suited to optimise electron and hole transportation for the desired

application [199]. An overview of recent advances in band gap engineering to

improve efficiency, with a particular focus on perovskite solar cells, is presented

in Ref. [186, 200]. This technique is particularly useful for adjusting materials

such as Cu2ZnSn(S,Se)4 that have desirable characteristics such as high absorp-

tivity, but a sub-optimal band gap for photocurrent generation [201]. Relative

improvements in efficiency of over 90% have been reported in the literature as

a result of band gap engineering applied to thin film PV technologies [202].

In summary, as the importance of the solar spectrum for PV performance has

been recognised, a significant amount of academic and industrial effort has

been made to optimise solar cell design to maximise efficiency with respect to

utilisation of the incident irradiance. It is evident that there are not only various

parameters related to the environment that influence the solar spectrum, but
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also those related to the PV cell design and construction that influence the

cell’s response to the incident spectrum. In order to understand the behaviour

of different PV cells in response to different spectra, it is necessary to isolate

the effects of the spectrum on PV performance by removing the influence of

other parameters such as irradiance, temperature, etc. There exist various

mathematical characterisations of the variation in PV performance solely due

to variation in the spectrum, which can be used for such analysis. The most

commonly used of these parameters are introduced in the following subsection.

2.5 Characterising spectrum-induced variation

in PV performance

Several methods of characterising the solar spectral distribution were discussed

in Section 2.3.2. In order to analyse the relationship between the spectrum and

PV performance, it is also necessary to characterise variation in PV performance

as a result of variation in the solar spectrum. Several different approaches

extracted from the existing literature are presented in this section.

2.5.1 Useful and Weighted Useful Fraction

The useful fraction (UF) is the ratio of irradiance that falls within the spectral

response of a PV device to the total available irradiance. It was originally

termed “available spectrum” by Hirata and Tani (1995) who first proposed it

[49], but has since become known as the Useful Fraction. The UF is calculated

as follows [49, 203]:

UF =
1

G

∫ λ(Eg)

0

E(λ) dλ, (2.21)
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where G is the total irradiance and the interval of integration is from zero

to the band gap, Eg, expressed as a wavelength (λ). Although the UF (di-

mensionless) has been used in previous publications [204, 205, 206], one of its

significant limitations is that it assumes a constant (100%) spectral response

across all wavelengths. An alternative is the weighted useful fraction (WUF),

which weights the fraction calculated at each wavelength by the module spec-

tral response at that wavelength [207]. The WUF (dimensionless) is calculated

as follows:

WUF =

∫ cell−max

cell−min
EλSRλ dλ∫ G−max

G−min
Eλ dλ

. (2.22)

Since the true module SR is never 100% at any wavelength, the UF is always

greater than the WUF. The overestimate of useful irradiance by the UF would

lead to an overestimate of PV power output. One mutual limitation of the UF

and WUF is that they both require knowledge of the module spectral response,

which can only be acquired through a non-trivial measurement. Another limi-

tation is that these parameters are device dependent.

2.5.2 Normalised short-circuit current

The solar spectral influence on PV performance may also be characterised

through the direct use of performance measurements. The short-circuit cur-

rent of a PV device, Isc, is subject to the effects of many different variables,

including the spectrum. However, the dominant of these are the broadband

irradiance and PV cell temperature. By isolating the non-spectral effects from

the measured short-circuit current, any remaining deviation from an RTC per-

formance can be attributed to variation in the incident solar spectrum from the

reference spectrum. Other effects considered dominant for the DUT may also
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be taken into account, such as the angle of incidence.

The normalisation process is as follows. Isc, which is measured at arbitrary

irradiance and temperature, is translated to a reference temperature, Tr, and

reference irradiance, G0, to give and intermediary current value, I ′sc:

I ′sc =
Isc

1 + α̂Isc(Tc − Tr)

[
G0

Gpoa

]
. (2.23)

α̂Isc [◦C−1] is the short-circuit current temperature coefficient, Tc [◦C] is the

measured (or modelled) cell temperature, and Gpoa [W m−2] is the measured

(or modelled) plane of array irradiance.

The normalised short-circuit current, Iscn, is then found by dividing I ′sc by

the reference short-circuit current, Isc0, which is the current measured at the

reference test conditions (Tr, G0, and Eλ,0):

Iscn =
I ′sc
Isc0

. (2.24)

The normalisation principle here is a standard mathematical technique and is

widely known for its use in the Sandia model [131, 208], and has also been

adopted in other SCF literature [1, 133, 3, 180].

Iscn is a device-independent parameter, thus making it easier to understand and

use to compare the spectral effects on different devices. Iscn > 1 indicates higher

performance under the prevailing spectrum with respect to the performance

under the reference conditions, Iscn < 1 indicates decreased performance, while

Iscn = 1 indicates there is no difference between the performance under the

prevailing spectrum and under reference conditions.
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2.5.3 Spectral or mismatch factor

The spectral mismatch factor (SF ), also known as the mismatch factor (M), is

calculated based on the differences between the responses of the PV device un-

der test (DUT) and a reference device, to both the incident spectral irradiance

and a reference spectrum. It is calculated as follows [209]:

M =

∫
Eλ,0SRλ,0dλ

∫
Eλ,measSRλ,sampledλ∫

Eλ,measSRλ,0dλ
∫
Eλ,0SRλ,sampledλ

, (2.25)

where the first subscript, λ, denotes the functional dependence, and the second,

ref , meas, or sample, indicates the reference value, measured value, or sample

(DUT) value, respectively.

The calculation of M requires knowledge of the module spectral response,

which, as highlighted in the discussion on UF, is a non-trivial measurement.

However, the M is in fact analogous to Iscn [210, 211]. The final output is also a

ratio with values greater than, less than, or equal to unity indicating increased,

decreased, and the same performance under the prevailing spectrum relative to

performance under the reference spectrum. Both M and Iscn are ratios of per-

formance under prevailing conditions to reference conditions, albeit calculated

in different ways.

M has been used widely in the literature to understand differences between

measured spectra and reference spectra, for example when calibrating solar

simulators [212], testing new PV materials [213], and for PV performance anal-

ysis under varying spectral irradiance conditions [214, 215, 216].

Variants of the spectral factor exist, with some studies using its inverse for PV-

spectral analysis [173, 217]. Another variant used in the literature [218, 219]

is the weighted average spectral factor, which is calculated by weighting the
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instantaneous Mi values with the broadband irradiance Gi over a period of

time:

⟨M⟩ =

∑
iGiMi∑
iGi

. (2.26)

However, the issue regarding the requirement for knowledge of the module

spectral response, and the complexity of solving the integral at multiple time

steps, persists.

2.5.4 Summary

Table 2.3 summarises the indices used to characterise the shift in PV perfor-

mance resulting from shifts in the prevailing spectral irradiance conditions.

There is less variety in these methods compared with the methods of charac-

terising the solar spectral distribution. Iscn appears to be the best approach

given that it is a device-independent parameter, unlike the UF and WUF,

and it offers a similar accuracy to M without the need for spectral irradiance

and spectral response (SR) measurements. However, where such measurements

are available, M may be a better choice. Furthermore, Iscn does still require

module-level performance measurements.
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Index Eqn. + − Refs.

Useful fraction (UF) 2.21 Simple calculation Device dependent, high-level data [49,
204]

Weighted UF 2.22 Accounts for variable SR High-level data [207]
Normalised Isc (Iscn) 2.24 Device-independent, simple calculation,

intuitive representation
Multiple measurements (various levels) [208]

Mismatch factor (M) 2.25 High accuracy, intuitive representation Complex calculation, high-level data (SR) [209]
M variants 2.26 As above, some extra information included Complex calculation, high-level data (SR) [218,

219]

Table 2.3: Summary of parameters used to characterise the shift in PV performance due to spectral variation. The data “level” refers to
the requirement for data of different levels of accessibility or complexity. For example, spectral response (SR) data would be considered
high level due to the need for complex measurements.
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2.6 Review of spectral correction functions

To account for the influence of the spectrum in photovoltaic performance mod-

elling (PVPM), a spectral correction function (SCF) is used to translate the PV

output known at a set of reference spectral irradiance conditions to the perfor-

mance under arbitrary spectral irradiance conditions. Such functions consist, in

principle, of two components — one component is the mathematical character-

isation of the solar spectrum, while the second is the characterisation of the PV

performance under the influence of variable spectral irradiance conditions. Sec-

tions 2.3.2 and 2.4 have explained the parameters that can be used to represent

the solar spectrum, as well as its effect on PV performance, respectively. By

understanding the relationship between the two, a spectral correction function

can be derived. In this section, ten such spectral correction functions (arising

from combinations of eight unique spectral characterisation parameters) are in-

troduced and explained. In section 2.7, the following section, these SCFs are

compared and their respective merits and drawbacks, in isolation and relative

to one another, are critically analysed.

2.6.1 Air mass function

The air mass spectral correction function was first proposed by King et al.

(1997) [220], and later integrated into many photovoltaic performance mod-

els such as the Sandia Array Performance Model (SAPM) [221] and the five-

parameter model [92].

The air mass function uses air mass to characterise the incident solar spectrum.

As an example, in the SAPM, Iscn is analysed as a function of a pressure-

corrected value for the air mass, commonly referred to as the “absolute air

mass”, AMa. The pressure correction is required to account for the decreased

density of air molecules at different elevations [222]. The air mass is calculated
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using the Kasten and Young (1989) model [123] (Equation 2.8), and a linear

pressure correction is applied by the ratio of the site pressure, P , to the pressure

at sea level, P0. The correction can be calculated based on measurements of

on-site pressure, or estimated using:

P

P0

≈ e−0.0001184·h, (2.27)

where h is the altitude in metres.

The functional form of Iscn = f(AMa) is a fourth order polynomial, the coeffi-

cients of which are dependent on the PV technology being used. The model is

as follows:

Iscn = f(AMa) =
4∑

n=0

an · φn, (2.28)

where a0−4 are the PV technology-dependent coefficients. An open-access

database of all of the SAPM coefficients for a variety of common PV technolo-

gies has been developed by the Sandia National Laboratory and can be found

in the PVLIB Python library [223]. A comprehensive guide to determining the

coefficients empirically is presented in Ref. [208].

2.6.2 Precipitable water content function

Due to the specific susceptibility of CdTe module performance to changes in

atmospheric precipitable water content, W , Nelson et al. (2012) proposed an

alternative to f(AMa) based on W [152]. The function was primarily targeted

at, and hence validated only for, CdTe PV technology.

Using the simple model of the atmospheric radiative transfer for sunshine
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(SMARTS) [119], in combination with Typical Meteorological Year 3 (TMY3)

files for specific locations [224] as an input, the authors first show that W is a

dominant parameter when determining M for CdTe PV systems. Furthermore,

a model to predict M is derived, and validated in eleven locations. The final

predictive model for M is as follows:

MCdTe ≈ 0.632 + 0.134 · exp(0.976(W + 0.05)0.079) (2.29)

Although the results reported in Ref. [152] have been used to guide further work

in the field of CdTe spectral modelling [218, 225], the proposed SCF has not

been widely adopted. Instead, a modified version of the model to include the

effects of air mass, which is discussed in the following section, has superceded

the single-variable precipitable water approach.

2.6.3 Air mass, precipitable water function

Although W is the primary driver for changes in M for CdTe PV modules,

improvements in predictive accuracy of M = f(W ) have been achieved through

the inclusion of an additional index. Lee and Panchula (2016) proposed a two-

parameter spectral correction function based on both W and AMa [2]. Their

model, which is commonly referred to as the First Solar (spectral correction)

model, is validated for both CdTe and cSi PV technologies, and shows an

improvement when compared to both the W and AMa single-variable SCFs.

The derivation of f(AMa,W ) follows a similar procedure to that which is used

to derive f(W ). The SMARTS model is used to correlate spectral variation,

characterised using the spectral shift (M), with W and AMa. The 3D surface

plot is parameterised, resulting in the following predictive equation for M :
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b0 b1 b2 b3 b4 b5

CdTe 0.7946 -0.05423 -0.01319 0.1724 0.08372 -0.004376
mSi 0.8409 -0.02754 -0.00792 0.1357 0.03802 -0.002122

aSi-T 0.928 -0.103 -0.0597 0.0939 0.166 0.00656

Table 2.4: f(AM,W ) model coefficients for an aSi-T [1], CdTe, and mSi module
[2]

M = b0 + b1 · AMa + b2 ·W + b3 ·
√

AMa+

b4 ·
√
W + b5 ·

AMa√
W

(2.30)

The module-specific coefficients, b0−5, for the CdTe and mSi devices investigated

by Lee et al. [2] are presented in Table 2.4. As part of a comparison with another

SCF discussed later (Section 2.3.2), Daxini et al. [1] publish the f(AMa,W )

model coefficients for a triple junction amorphous silicon device. These are also

included in Table 2.4, however, the data source and filtering conditions used

to derive the coefficients are different. Unlike Ref. [2] in which a mixture of

simulated and measured spectra are used, Ref. [1] uses a full year of measured

spectral irradiance data for the model development and validation.

2.6.4 Air mass, clearness index function

One issue with the SCFs presented so far is that they do not explicitly consider

the effects of cloud cover on the solar spectrum. As highlighted in the discussion

in Section 2.3.2, clouds have a significant impact on the efficiency of photovoltaic

devices. Gottschalg et al. (2004) present a correlation between the air mass,

clearness index, and the UF [47], hereinafter referred to as the CREST model.

In later work, Huld et al. (2009) from the European Joint Research Centre

(JRC) present a model based on AMa and Kt to estimate the spectral influence

58



2.6. REVIEW OF SPECTRAL CORRECTION FUNCTIONS

Module mSi CdTe

k1 0.00172 6.43 × 10−4

k2 5.08 × 10−4 1.30 × 10−4

k3 3.57 × 10−6 1.08 × 10−5

Table 2.5: Fitted coefficients for the Huld et al. [3] spectral correction model.

on photovoltaic device performance [3]:

Iscn = k1(e
−Kt − e1) + k2(Kt − 1) + k3(AM − 1.5). (2.31)

The JRC model coefficients, k1−3, are determined through fitting to measured

data. The measurement campaign took place in Ispra, Italy. The multicrys-

talline module data were measured over a one-year period during 2003, while

the CdTe data were measured from November 2008 to June 2009. The resultant

model coefficients for each module are listed in Table 2.5.

Another model based on air mass and clearness index is the PVSPEC model,

which correlates these two variables with the spectral mismatch factor, M [15]:

M = a1K
a2
t AMa3 . (2.32)

In their analysis, they use the ESRA clear sky model [226] with monthly Linke

turbidity values from [227] as inputs, while air mass is calculated using the

Kasten and Young model presented in Equation 2.8 in Section 2.3.2 [123]. The

PVSPEC model coefficients for a range of PV technologies are summarised in

Table 2.6:

The f(AMa, Kt) approach is a popular method that has been explored widely

in the literature through the examination of different parameterisations and

application in different locations and for different PV technologies [118, 228,

229].
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Table 2.6: Summary of the PVSPEC model coefficients

PV Technology a1 a2 a3

mSi 0.9847 -0.05237 0.03034
mono-Si 0.9845 -0.05169 0.03034
FS4-2 1.002 -0.07108 0.02465
FS4-1 0.9981 -0.05776 0.02336

aSi 1.051 -0.1033 0.009838
CIGS 0.9791 -0.03904 0.03096

Correction for:

AMa AOD W
SF1 ax4 + bx3 + cx2 + dx + e a lnx + b a lnx + b
SF2 ax4 + bx3 + cx2 + dx + e ax2 + bx + c ax + b
SF3 ax4 + bx3 + cx2 + dx + e a lnx + b a lnx + b

Table 2.7: Spectral correction model for a 3T GaInP/GaInAs/Ge CPV device
based on AMa, AOD, and W .

2.6.5 Air mass, aerosol, precipitable water function

The SCFs introduced thus far are either single– or double-variable functions.

The dependent variables in these models are environmental proxies for the

spectrum. Given the many environmental variables that affect the spectrum,

naturally these functions are likely to exclude the effects of certain environmen-

tal parameters. This can be problematic when applying such SCFs to different

climate regions around the world. In different climate regions, the relative sig-

nificance of the impact of different environmental parameters on the spectrum

may vary.

Theristis et al. (2016) incorporate a broader scope of spectral variables by

building an SCF based on air mass, aerosol optical depth, and atmospheric

precipitable water content [230]. They propose a set of analytical equations to

account for the spectral influence on each sub-cell of a triple-junction GaInP/-

GaInAs/Ge concentrating photovoltaic (CPV) system. The proposed spectral

corrections for each subcell are presented in Table 2.7.
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Correction for:

AMa AOD W
aSi ax4 + bx3 + cx2 + dx + e ax2 + ax + a a lnx + b
Perovskite ax4 + bx3 + cx2 + dx + e ax2 + ax + a a lnx + b
CdTe ax4 + bx3 + cx2 + dx + e a lnx + b a lnx + b
mSi ax4 + bx3 + cx2 + dx + e ax + b a lnx + b
Mono-Si ax4 + bx3 + cx2 + dx + e ax + b a lnx + b
CIGS ax4 + bx3 + cx2 + dx + e ax + b a lnx + b

Table 2.8: Spectral correction model for six PV materials based on AMa, AOD,
and W .

Caballero et al. (2018) expand on the CPV spectral correction model by de-

veloping a similar SCF, based on the same dependent variables of AOD, W ,

and AMa, for six single-junction PV devices [231]. By expressing the effects of

AOD and W on PV performance as different functions of AMa, a set of spectral

corrects are proposed for the six PV material types (Table 2.8).

For each of the six PV materials, the R2 values for f(AOD) and f(W ) are

greater than 0.97 and 0.98, respectively. The model was validated through an

outdoor experiment campaign in Jaén, Spain, from March 2016 to February

2017, inclusive. Correlations between the predicted and modelled mismatch

factor yielded R2 values from 0.87 (mSi) to 0.92 (aSi), indicating a high pre-

diction accuracy.

2.6.6 Air mass cumulative distribution function

Although the triple-variable method introduced in Section 2.6.5 is capable of

including the spectral effects of more environmental factors in PV performance

modelling, the method is relatively complex. In order to maintain a high level of

inclusion of factors, but reduce the number of variables to retain the simplicity

of the other methods, Peng et al. (2019) propose a modified air mass function

[133]. They argue that the effects of aerosol, precipitable water vapour content,

cloud cover, etc. cannot be ignored, but their effects can be summarised in
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a single parameter. Aerosol is known to increase the diffuse fraction of total

irradiance [232, 233, 234], as do W [235] and cloud cover [236]. Therefore, Peng

et al. combine an “air mass cumulative distribution function” (AMCDF) with

the diffuse solar radiation ratio (Rd) to form a new method of accounting for

the spectral influence on the performance of PV devices. Around one week of

data were extracted from a four month measurement campaign for the final

analysis. The resultant model is a piecewise function dependent on the value

of Rd:



f(AM) = y = 1697 · AM−1.987 + 1836 Rd ≤ 0.7

f2(AM) = −8.76e− 016y5 + 3.745e− 0.12y4 − 5.942e

−009y3 + 4.254e− 006y2 − 0.001341y + 1.137

Isc = Isc0·f2(AM)
1+αIsc(Tc−T0)

· G
G0

f(Rd) = 0.8381Rd + 0.1244 Rd > 0.7

Isc = Isc0·f(Rd)
1+αIsc(Tc−T0)

· G
G0

(2.33)

This model does not appear to have been adopted for spectral correction pur-

poses by industry or other researchers in their analysis of PV performance under

the influence of the solar spectrum. In addition, the proposed model is not val-

idated through an analysis of its predictive accuracy. As a result, the AMCDF

model is not included in the comparison of SCFs in the next subsection as no

suitable data are available to enable a meaningful comparison. However, the

model description is still presented here for completeness of the review.
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2.6.7 Average photon energy

As explained in Section 2.3.2, the average photon energy is a useful way of

characterising the solar spectrum and has been used as such in the existing

literature. Takei et al. use the APE and module temperature to predict the

energy output of three PV modules and compare these values to the measured

output and those predicted using air mass and clearness index [4]. However,

they do not go on to establish a validated spectral correction function that can

be integrated into broader PV performance models. In the development of a

new PV performance model, Williams et al. [174] propose a spectral loss factor

based on the APE that is analogous to a spectral correction function. The loss

factor, rφ, is a dimensionless spectral correction that is calculated as follows:

rφ =
1

ηSTC

(B0 + B1 · φeff + B2 · φ2
eff ). (2.34)

The terms φeff and φ2
eff are calculated on the basis of a time series as follows:

φeff =
C0 · SG1φ + C1 · SG2φ + C2 · SG3φ

C0 · SG1 + C1 · SG2 + C2 · SG3

(2.35)

and

φ2
eff =

C0 · SG1AP2 + C1 · SG2φ2 + C2 · SG3φ2

C0 · SG1 + C1 · SG2 + C2 · SG3

. (2.36)

The underlying sums are:

SGφ =
∑

G · φ;SG2φ =
∑

G2 · φ;

SG3φ =
∑

G3 · φ;SGUφ2 =
∑

G · φ2;

SG2Uφ2 =
∑

G2 · φ2;SG3φ2 =
∑

G3 · φ2. (2.37)

It is not possible to determine the reported spectral loss factors for each PV
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device due to the low resolution of the presented bar chart (Figure 5 in [174])

but the overall power prediction model is reported to be accurate to within 7%

of the measured performance values.

Overall, the use of the APE as a basis for a spectral correction function as part

of a PV performance model is limited. A spectral correction function using

the APE has not been developed and validated in the literature with publicly

available model coefficients for different PV technology types. Therefore, this

is one of the main areas of investigation for this project.

2.7 Comparison of SCFs

The previous sections show the high level of diversity in methodologies used to

model the spectral influence on PV performance and incorporate this influence

into forecasts of PV performance. In this section, a critical comparison is made

between the different methods in terms of their underlying principles, such as

which parameters are used to characterise the spectrum, and the differences in

their predictive performance.

Starting with f(AMa), this is the most widely-known SCF and the model

coefficients have been published for dozens of PV technologies from a range

of manufacturers. The free and ready availability of model coefficients make

f(AMa) and obvious choice for PV performance modellers. The ease with which

AMa can be calculated accurately in the field, without the need for specialist

equipment and measurements, also makes deriving new coefficients for novel

technologies relatively easy. However, air mass is defined by the path length

of direct irradiance only, hence spectral effects linked to diffuse irradiance are

omitted. Zanesco and Krenzinger (1993) highlight that spectral variations are

due not only to air mass, but also atmospheric precipitable water, Angstrom’s

turbidity coefficient, and aerosol particle size distribution [237]. In environ-
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Site: module f(W ), f(AMa) f(AMa,W )

Cocoa: CdTe MAEW = 0.0169 R2 = 0.494 MAE = 0.0157 R2 = 0.705
Cocoa: mSi MAEA = 0.0130 R2 = 0.428 MAE = 0.00749 R2 = 0.724

Eugene: CdTe MAEW = 0.0188 R2 = 0.445 MAE = 0.638 R2 = 0.598
Eugene: mSi MAEA = 0.00406 R2 = 0.696 MAE = 0.767 R2 = 0.817

Golden: CdTe MAEW = 0.00827 R2 = 0.712 MAE = 0.7266 R2 = 0.706
Golden: mSi MAEA = 0.00955 R2 = 0.001 MAE = 0.561 R2 = 0.356

Table 2.9: Linear regression of outdoor testing data measured for a CdTe and
mSi panel in Cocoa (Florida), Eugene (Oregon), and Golden (Colorado) [2].
Subscript W indicates the use of f(W ), while subscript A indicates the use of
f(AMa).

ments where only the effects of air mass dominate, f(AMa) may sufficiently

capture the majority of the spectral effects on PV performance [220]. However,

Hansen et al. (2014) find a systematic error in the air mass function where,

at the same air mass, the spectral effects on Isc vary depending on the time

of day [238]. Klise et al. (2015) attribute uncertainty in Sandia Model PV

performance predictions, which use f(AMa), in different geographic locations,

to the effect water vapour content and atmospheric turbidity on the spectral

distribution [239].

With all SCFs, quantification of their uncertainties for comparison is difficult

due to the differences in the methodologies and datasets used to derive them.

Elements of comparison using standardised methods exist in some publications,

typically when new models are compared to existing models. In addition, some

indication of relative performance may be gleaned from analysing model fitting

statistics in the context of the methods through which they were derived. In

their proposal of f(AMa,W ), Lee and Panchula (2016) compare linear regres-

sion results of outdoor testing data for f(AMa), f(W ), and f(AMa,W ). These

results are summarised in Table 2.9.

The absolute values of fitting statistics and errors in Table 2.9 are not com-

parable with those of other publications that process their data differently, for

example by using different irradiance filtering conditions. However, the rela-
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tive performance f(AMa), f(W ), and f(AMa,W ) is a meaningful result from

Ref. [2]. The combined AMa,W model decreases the MAE in two of the three

locations studied, namely Cocoa (Florida), and Eugene (Oregon). Consider-

ing their relative proximity to the sea, in contrast to the continental location

of Golden, increased humidity may result in the marked benefit of including

W in the SCF. On the other hand, in Golden, the R2 for f(AMa,W )mSi is

an order of magnitude greater than for the single-variable SCF, yet the MAE

value is still higher. This could suggest that the proposed parameterisation for

this model is prone to overfitting. Since a mixture of simulated and measured

spectra are used, the model development dataset may not be representative of

the model validation dataset [52]. Another possibility is that the model-specific

coefficients may in fact have a location-specific element to them [71].

None of the three models discussed thus far consider the effects of clouds on the

spectrum, and therefore PV performance. f(AMa) is only defined in clear sky

conditions and previous research has shown that it results in high PV perfor-

mance prediction uncertainty in cloudy conditions. f(W ) and f(AMa,W ) are

derived using the Simple Model of the Atmospheric Radiative Transfer of Sun-

shine (SMARTS), which is well-renowned and widely used model [119, 240, 241],

but SMARTS does not account for the influence of cloud cover on the solar spec-

trum. Furthermore, the field data used for model validation omit cloud cover

through the data filtering conditions of 0.7 ≤ Kt ≤ 1.0. In environments where

air mass and water vapour are the dominant drivers of spectral changes, the

omission of clouds may not be significant. However, in countries such as the

United Kingdom, the effects of cloud cover and non-negligible, as discussed

quantitatively in Section 2.3.2.

f(AMa, Kt) is an alternative method that explicitly includes the effects of cloud

cover in the spectral correction. Previous work has shown the benefit of includ-

ing the Kt variable in spectral corrections, compared with the single-variable air
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mass approach, due to its ability to improve predictions of Iscn values greater

than unity for amorphous silicon devices [180]. Despite this SCF now omit-

ting the explicit inclusion of atmospheric precipitable water content effects, the

PVSPEC parameterisation of f(AMa, Kt) (Equation 2.32) is shown to exceed

the accuracy of the f(AMa,W ) SCF (Equation 2.30) by reducing the root

mean square error (RMSE) for all six of the PV technologies tested, which are

listed in Table 2.6. The results of this comparison are presented in Figure 2.19.

The absolute error of each model is presented in Figure 2.19(a), which shows

that the PVSPEC model outperforms the f(AMa,W ) model for all technolo-

gies save for CIGS. The fact that the RMSE for the JRC model is still lower

despite the slightly higher absolute error suggests that f(AMa,W ) may model

M with a larger errors, but less frequently, since the RMSE is weighted by the

square of the error hence there is a greater penalty for larger errors. Figure

2.19 also show that the PVSPEC model is more accurate than the JRC param-

eterisation of f(AMa, Kt) (Equation 2.31), which suggests that the PVSPEC

parameterisation is a better choice for the PV technologies studied.

The question of choosing between W and Kt as a secondary variable in the AMa

SCF is addressed by Duck and Fell [242], who show that applying a correction

for precipitable water to f(AMa, Kt) can improve the accuracy with which M

values are predicted. However, the scale of this improvement is not quantified

in their study. In addition, as the PVSPEC model was released later than the

analysis by Duck and Fell, whether a precipitable water content correction can

improve the PVSPEC model has not been investigated.

The f(AOD,W,AMa) model attempts to maximise the inclusion of spectral

proxies in the correction function. The regression statistics for the correla-

tions between modelled and measured M values are greater than 0.8 for all PV

devices [231]. Using the same dataset and data processing, Caballero (2018)

show that the root mean squared errors (RMSE) for predictions of M is lower
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(a)

(b)

Figure 2.19: Absolute error (a) and root-mean-squared error (b) values for the
spectral mismatch prediction of six different PV panels using three different
models. Images reproduced from [15].
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using f(AOD,W,AMa) than when using f(AMa) for all PV devices investi-

gated. However, no comparison is drawn between f(AOD,W,AMa) and other

multivariable functions, such as f(AMa,W ) and f(AMa, Kt). Therefore, the

increased complexity of including a third variable is not evaluated against any

improvement in accuracy, if any is observed. The existing literature has es-

tablished the geographic dependence of the prevalence of of atmospheric pre-

cipitable water [243, 244], aerosols [245], and other atmospheric components

that influence the solar spectrum. Therefore, the worldwide generalisability of

proxy-based SCFs is not certain. Duck and Fell (2015) suggest that it is this

geographic variation in spectral irradiating conditions that leads to the dif-

ference they observe between predicted and measured values of M , where the

predictions are computed from an SCF derived a site different to that where

the measurements are made [71].

The average photon energy spectral correction function offers a simpler single-

variable approach to modelling the spectral influence on PV performance. As it

is derived directly from the solar spectrum, the APE is also thought to contain

information on all relevant spectrum-influencing variables, including air mass,

clearness index, aerosols, atmospheric precipitable water. However, a spectral

correction function based on the APE has not yet been published. Although

Takei et al. [4] focus on overall PV system output estimation rather than

a specific spectral correction function, their work offers a helpful comparison

between the strength of the correlations between PV output and both spectral

proxies and a spectrum-derived parameter. The results of their analysis using

APE and module temperature to predict the energy output of three PV modules

and compare these values to the measured output and values predicted by air

mass and clearness index are summarised in Table 2.10.

The accuracy of the spectral loss factor based on the APE, proposed by Williams

et al. [174], cannot be compared to other SCFs due to the absence of specific
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Year Module Kt and AMa φand Tmod

Error (%) Error (%)

2006
mSi 0.9 0.6

Tandem 0.9 1.3
Triple 0.1 -0.8

2007
mSi 2.4 2.9

Tandem 2.0 3.1
Triple 1.8 1.4

Table 2.10: Output energy prediction errors for microcrystalline (mcSi), tan-
dem, and triple-junction modules in 2006 and 2007 using 1) AMa and Kt, and
2) APE and Tmod [4].

analysis of the loss factor in isolation from the other components of the proposed

PV performance model. However, the use of the APE parameter is encouraged

in this study and their PV performance model is reported to be accurate to

within 7% of the measured performance. One limitation of the study, besides

the absence of model coefficients for the spectral loss factor function, is the data

collection period, which spans only the winter period from October 2002 to

April 2003. This relatively short data collection period may limit the seasonal

generalisability of the model. Finally, it may be argued that the time series

analysis used is somewhat more complex than some of the simpler approaches,

for example the polynomial parameterisation of f(AMa) or even two-variable

surface parameterisation of f(AMa,W ), without the accuracy being reported

to justify it.

2.8 Summary and scope for further work

The solar spectrum is an environmental variable that has a non-negligible im-

pact on the performance of all PV devices, including those with a broader and

flatter spectral response range, such as mSi. The SCFs discussed in this chap-

ter all use proxy variables to characterise the spectrum, primarily due the ease

with which they can be calculated from measurements that are widespread in
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the field or can easily be calculated. A summary of these SCFs and their key

attributes is presented in Table 2.11.

The proxy-based SCF approach is based on the idea that in locations where

one or two particular variables are responsible for the majority of variation in

the solar spectrum, these variables can be used as proxy indicators of the pre-

vailing spectrum. However, it will be shown in Chapters 5 and 6.5 that this

simplification results in a significantly increased uncertainty in PV performance

forecasts. Furthermore, the narrow selection of proxy variables hinders general-

isability of such functions in environments where the relative dominance of the

influences of different atmospheric or meteorological parameters on different PV

technologies or on the spectrum in different locations may vary. An ideal SCF

would be one with as few variables as possible containing the maximum amount

of information on the dominant factors affecting the spectrum, whatever they

may be.

One candidate parameter on which such an SCF could be based is the Average

Photon Energy (APE). The APE provides a direct quantitative characterisation

of the final spectral distribution once it has already been influenced by all of the

relevant environmental parameters in the region under investigation, whether

it be air mass, clouds, precipitable water content, or anything else. This is in

contrast to the traditional approaches that take one or two factors that can

influence the spectrum and then use them as proxies for the total spectral

influence on PV output. By definition, the APE should contain information

on all parameters affecting the spectrum as it is a numerical representation of

a measured spectral distribution after the photons in that distribution have

already been affected by all environmental phenomena. Although the APE

has been used previously in analysis of the spectral effect on PV performance,

a spectral correction function with publicly available model coefficients for a

range of PV types has not yet been developed and validated.
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One of the primary objectives of this project is to develop a new SCF based

on the APE parameter and validate the proposed model using empirical data

from two distinct climate regions and multiple PV panel technologies. Part of

this validation procedure also includes a comparative analysis of the proposed

SCF performance against that of other published SCFs. Chapter 3 presents

the methodology behind this work to derive an APE SCF, f(φ). Chapter 5

demonstrates and validates one APE-based approach using the APE param-

eter alone for a single location and PV technology. Chapter 6 builds on the

work in Chapter 5 by exploring the application of f(φ) for additional PV tech-

nologies and, based on an analysis of the uncertainty in the SCF, presents a

modified approach that offers a significant improvement in accuracy and reli-

ability. Throughout chapters 5 and 6, the accuracy of any approach proposed

is compared with that of existing SCFs that have been published previously in

the literature.

72



Refs. PV
index

Spectral
index

Type Model form Data type Coefficient
availability

[220] Iscn AMa Single proxy 4th polynomial Field Multiple
[152] M W Single proxy Exp1D SMARTS+TMY

simulation, field data
CdTe

[2,
1]

M AMa, W Double proxy Poly2D SMARTS+TMY
simulation, field data

CdTe, mSi, aSi-T

[3] Iscn AMa, Kt Double proxy NL Poly2D Field mSi, CdTe
[47] UF AMa, Kt Double proxy n/a Field n/a
[15] M AMa, Kt Double proxy Power Field Multiple
[231,
230]

M AMa, W ,
AOD

Triple proxy 4th polynomial+log SMARTS, measured Multiple

[133] Iscn AMa, Rd Double proxy Piecewise One week field aSi
[180] Iscn φ Single direct 4th polynomial One year field aSi
[1] Iscn φ, ε Double direct Poly2D One year field CdTe, mSi, aSi-T

Table 2.11: Summary of the SCFs reviewed in this study.



Chapter 3

Methodology

3.1 Introduction

This chapter gives a description of the methods used to execute the project and

the two test sites at which the meteorological stations and PV systems were

deployed for the experiment. Grid-connected PV systems accounted for 99%

of the worldwide installed PV capacity in 2015 [246], but stand-alone systems

exist where the power generated from the module(s) is used directly to meet a

specified load, for example water pumping, refrigeration systems, etc. In this

study, the focus is the performance of a module under various meteorological

conditions, and therefore a stand-alone system is adopted. In this case, the

module performance can be measured in isolation from the grid and analysed

with respect to the prevailing weather conditions. In this way, complex variables

such as inverter performance are removed from the modelling analysis.

There are two test locations in this study. The first of these is Golden, which

is in Colorado, USA. The data from this site are part of a publicly available

dataset published by the National Renewable Energy Laboratory. The second

location is at the University of Nottingham in Nottingham, United Kingdom,
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Figure 3.1: Structure of Chapter 3.

where a new test site has been built as part of this project. Conducting the in-

vestigations of this project at two locations with distinct climate characteristics

enables a more rigorous investigation of the spectral influence on PV perfor-

mance and how different models, including those which are developed in this

project, perform in different climates.

The standard test conditions (STC) at which PV module performance is typi-

cally characterised by manufacturers (1000 W m−2, AM1.5G, 25◦C) rarely oc-

curs in field. At the Notts test site, the STC combination did not occur once. In

fact, only around 5% of the entire one-year dataset had at least one of the three

parameters to within 1% of its STC value. Therefore, characterisation in the

field is an essential way to understand and analyse PV performance for practi-

cal applications. Nevertheless, STC performance metrics offer a useful way in

which PV devices can be compared and their field performances contextualised

against a baseline.

The following section in this chapter describes the equipment and data acquisi-

tion protocols used in the experiment to measure the prevailing environmental

conditions and resultant PV performance. The data processing and analysis

methods, including the uncertainty analysis, are then explained. Finally, the

climatic conditions at each of the two test sites are analysed and compared to

provide an environmental context through which the results of the main SCF

analysis in this project may be analysed. Figure 3.1 summarises the structure

of this chapter.
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Figure 3.2: OTF at NREL in Golden, Colorado, USA [16].

3.2 Equipment and DAQ

In this section, the equipment set up and data acquisition (DAQ) protocols at

each of the test sites ups are described. The site maintenance procedures un-

dertaken to ensure reliability of the long-term measurements are also described.

3.2.1 Golden, Colorado, USA

The data used for the model development and validation in Chapters 5 and 6 are

sourced from the National Renewable Energy Laboratory (NREL) in Golden,

Colorado, USA. The PV performance and meteorological data are sourced from

the NREL Outdoor Test Facility (OTF) [6], while the spectral irradiance (SI)

data are sourced from the Measurement Instrumentation Data Centre at NREL

[5]. Full descriptions of the test sites, measurement protocols, etc. are provided

in the cited publications and, therefore, these details are only summarised here

for completeness. An aeriel view of the OTF is presented in Figure 3.2.

A summary of the PV module specifications used in the investigations of this
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Parameter DUT

aSi aSi-T CdTe mSi

Database identifier aSi03038 aSiTriple28325 CdTe75669 mSi0251
Isc (A) 0.7683 4.386 1.144 2.668
Voc (V) 223.7 23.22 85.15 21.90

Pmpp (W) 101.45 58.67 65.77 43.88
αIsc (%◦C−1) 0.001096 0.000981 0.00051 0.00057

Table 3.1: Technical specification and database identifier of the three DUTs as
detailed in the NREL database [5, 6, 7].

Figure 3.3: PV panels being measured at the NREL OTF [17].

project are summarised in Table 3.1. The initial investigation to develop the

APE SCF, f(φ), focuses on an amorphous silicon PV device only as an example

to demonstrate the method. Despite exhibiting a waning mainstream market

share compared to crystalline silicon devices, aSi silicon devices are still par-

ticularly relevant for applications with a large future growth potential such as

building integrated photovoltaics [247, 248, 249].

Table 3.2 summarises the parameters measured and the devices used to measure

them at the Go test site. Figure 3.3 shows the physical set up of the PV panels

at the OTF.
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Parameter Instrument

Wind speed/direction,
precipitation, temperature,
relative humidity, pressure

Vaisala WCT529 sensor

Plan-of-array irradiance Kipp & Zonen CMP22 pyranometer
Datalogger Campbell Scientific CR1000

Data Logger Communications RAVEN XE-EVDO
PV module IV curve Daystar MT5 multi-tracer

Module back surface temperature Omega CO1-T Style I thermocouple

Table 3.2: Equipment at the Go test site.

3.2.2 Nottingham, United Kingdom

The test site based at the University of Nottingham in Nottingham, United

Kingdom, was built for the purposes of this study and hence is described in

more detail. First, the physical test rig is introduced. Second, the specific

equipment used for the different measurements is introduced, followed by a

summary of the measurement protocols.

Test rig

The test rig was built on the roof of the Energy Technologies Building, which

is a research facility on the Jubilee Campus of the University of Nottingham.

The elevation above sea level of the test rig is approximately 42 metres and

the latitude and longitude coordinates are 52.9523, -1.1838. The high elevation

of the roof with respect to its surroundings helps minimise shading by trees

and surrounding buildings, especially during winter when the solar elevation is

low. Such obstructions not only reduce irradiance levels, but can also change

shift the solar spectrum due to their colour, façade construction, etc. as shown

in Figure 3.4. Not all obstructions are avoided, for example, the 60-metre

tall Aspire Sculpture on Jubilee Campus. Figure 3.4 shows the variation in

broadband irradiance and APE on 22nd November 2021, which was a clear sky

day. As the sun passes behind the sculpture, between an azimuth angle (γs)
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Figure 3.4: Effect of the Aspire sculpture on spectral and broadband irradiance
measurements.

of 202◦ and 206◦, the global plane-of-array irradiance drops, while the APE

spikes.

For reference, the aspire sculpture is shown in Figure 3.5a. This image also

shows the bare red frame that was present at the test site prior to this project.

This frame was moved to the East side of the roof (rightwards in the image)

into the vicinity of mains power supplies.

Another aspect of the test rig is the mounting for the PV devices and other

meteorological sensors. PV modules in are typically tilted to maximise the

collection of solar irradiance throughout the day [250] and minimise obstruc-

tion from buildings [251]. Many studies have investigated optimum tilt angles

[252, 253, 254, 255, 256] for improving PV output. The key criteria for this

investigation is that the measurements are consistent so, for example, the irra-

diance measurements are either made at or translated to the plane of the PV

panel. A typical tilt angle for the United Kingdom is around 35◦ [257, 258]

and this is the angle used for all PV panels and irradiance sensors. This is also
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roughly in line with some simple rule of thumb calculations based on latitude-

tilt relations [259, 260, 261].

Figure 3.5b is a photograph of the test rig. The tilt angle of the inclined plane

is 35◦. The silver enclosure contained within the red frame is use as ventilated

housing for the IV-loads that form part of the EKO PV blocks system described

in Section 3.2.2.

The final aspect of the test rig is a separate device used to control the AOI

of affixed sensors and PV panels — a two-axis sun tracker. This sun tracker

was assembled at the test site and was used in the IAM investigation described

in Chapter 4. A mounting frame and mounting plates for the devices were

designed in Rhinoceros 5 [262], the CAD model of which is shown in Figure

3.6a. The PV devices were mounted onto the frame using custom 3D printed

brackets, an example of which for the mSi module is pictured in Figure 3.6b.

The same design as that which is shown in Figure 3.6a is used for the fixed-

plane test rig frame but with different dimensions. The centres of both frames

(Figures 3.6a and 3.5b) are filled with aluminium struts that can easily be

moved from left to right to accommodate different device sizes and mounting

requirements.

PV performance measurement

The initial set up featured a Keithley 2420 source-measure unit (SMU) with

two channels shared among the three PV devices (aSi, CdTe, and mSi) from

November 2021 to May 2022. The system was upgraded after around eight

months to an EKO PV blocks measurement system with six channels. Whereas

the Keithley device operates on the basis of a four-quadrant power supply

system, the EKO system is based on a set of variable resistors. A comprehensive

review of the different types of IV measurement systems is presented in Ref.
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(a) Bare frame on top of which the fixed-plane test rig was con-
structed. The Aspire sculpture is in the background.

(b) Test rig for the PV devices and irradiance sensors on the inclined plane,
and the PT100 Tamb sensor at the rear of the frame.

Figure 3.5
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(a)

(b)

Figure 3.6: CAD models for the sun tracker frame (a) and the 3D-printed mSi
PV device mounting bracket (b).
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(a)

(b)

Figure 3.7: Outdoor testing arrangement. The EKO equipment shown in panel
(b) replaced the Keithley PV measurement system shown in panel (a). All
other devices and connections remained the same.

[263]. The layout of both systems is shown in Figure 3.7.

The Keithley 2420 SMU measures an IV curve by sourcing a programmed series

of voltages at predefined time intervals to the PV device, and measuring the

resultant current. On the other hand, the EKO equipment measures the de-

vice current at different voltages by dissipating the power output of the device

through variable resistors within the “load” component of the set up. The main

reason for changing the equipment was to increase the number of channels of

the measurement system. Whereas the Keithley SMU only had two channels

through which only sequential measurements were supported, the EKO sys-

tem was set up with six channels capable of simultaneous measurements across
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the different channels. Another benefit of the new system is its capacity to

include non-PV measurement devices (such as pyranometers, spectrometers,

temperature sensors, etc.) to the system via additional blocks (channels). All

measurements can then be controlled, monitored, and recorded through one

streamlined data acquisition system. Two disadvantages of the EKO measure-

ment system are that the highest measurement frequency is one IV curve per

minute; the load ratings are also relatively high compared to the PV device

ratings, hence the sensitivity of the measurements is reduced. These aspects of

the system are discussed in greater detail in Section 7.7 in the context of the

data analysis and limitations of the test site.

All PV measurements were made using four-wire measurements to isolate the

cable resistance from the measurement. 24 solar cables in total for the two

PV measurement systems were cut to length, fitted with solar connectors, and

trailed underground through conduit for protection against UV radiation, wa-

terproofing, and electrical insulation. Solar connectors are used as they offer a

low-resistance, waterproof, and safe method of connecting the PV panels to the

measurement system. The Keithley system required the cables to lead to the

SMU inside the building, so the eight cables (two channels each protected by

separate conduit) were merged in a custom-made waterproof junction box and

fed through a hole in the exterior building wall to reach the SMU. The EKO

system required the cables to connect the panels to the load component, and

then these loads were each connected to a measurement channel, and finally

all channels were connected and controlled by the “PV Link” computer. The

computer is powered by a power supply unit (PSU) connected to an outdoor

mains power supply. A local area network connection was set up between the

PV Link computer and a Windows PC located indoors in order to transfer

data, which was done hourly under the control of a Python script. Although

the loads are kept outside, mounted on a metal mounting plate, the PV Link

computer and block channels were installed inside an enclosure and mounted
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Figure 3.8: Set up of the PV Link computer, PSU, base, and IV/MPP mea-
surement channels.

on DIN rails. The final component of the EKO system is a PSU for the cooling

fans on the loads. This PSU is connected in chain to all of the loads and is used

to power the fans contained in the loads, which operate only when overheating

is detected. The enclosure is pictured in Figure 3.8. A schematic of the EKO

equipment set up and wiring configuration is shown in Figure 3.7b.

Meteorological measurement and DAQ

A wide range of meteorological variables are measured at the test site. These

are listed, along with their respective measurement device(s), in Table 3.3. The

CMP10 pyranometer (serial number 211490) was mounted on an aluminium

plate and levelled horizontally prior to affixing the mounting plate to the tilted

frame. ISO 17025 device calibration was carried out by Kipp and Zonen in

August 2021 and is valid for two years. The white sun screen on the device pre-

vents external heating of the pyranometer housing, which could interfere with

the measurement. The pyranometer operates on the principle of the Seebeck

effect [264] whereby a voltage is induced by the temperature gradient within

the thermopile inside the pyranometer.

The PT100 used for ambient air temperature measurement was mounted within

a 3D printed Stevenson screen, pictured in Figure 3.9. The Stevenson screen
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Figure 3.9: 3D printed Stevenson screen used to shield the PT100 sensor for
the ambient air temperature measurement.

shades the sensor from sunlight and rainfall whilst still allowing air flow over

the sensor so that the ambient air temperature can be measured. The PT100s

used to measure the module back surface (MBS) temperature were attached to

the module surface using lightly-adhesive reflective tape. The reflective tape

prevents irradiance incident on the sensor from heating it and ensures that the

temperature measurement is of the module back surface only. These sensors

were checked regularly as it is not uncommon for such sensors to come loose or

detach entirely from the module back surface [208]. All PT100s were calibrated

by the manufacturer (Alphatemp Tech) at the time of order (2021).

The data acquisition system was set up to enable collection, sorting, and cloud

synchronisation of the data. Remote access to the cloud storage was secured

with Microsoft’s two-factor authentication and only devices that had been man-

ually authorised by the system administrator (the author) could access the re-

mote network. The PT100 temperature sensors and CMP10 pyranometer were

connected to a DataTaker DT85 Series 4 datalogger. The DT85 datalogger

converts a voltage signal from the pyranometer, and a resistance signal from

the PT100, to a reading in W m−2 and ◦C based on predefined conversion val-

ues. The timing of all measurements was synchronised to the University of

Nottingham time server via the PC, which was connected to the university

network.

The spectrometer was supplied with a Combox that serves the same purpose

as the datalogger, powering the device and converting the measured channel
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currents into a usable .csv data file. A total of nine channels measure the

spectral irradiance at nine wavelengths, and a software package uses a model

to estimate the full spectral irradiance measurement [265]. The spectrometer

provides measurements of global plane-of-array spectral irradiance between 280

nm and 1100 nm, relative humidity, air pressure, and ambient air temperature.

The measurement frequency for all measurements made by the spectrometer

was also five seconds.
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Parameter Sensor Measurement uncertainty

Ambient air temperature PT100, Spectrafy SolarSIM-G -
Module back surface temperature PT100 1.9 ◦C
Global plane-of-array broadband

irradiance
Kipp and Zonen CMP10 1.44

Global plane-of-array spectral
irradiance

Spectrafy SolarSIM-G 5% per wavelength

Air pressure Spectrafy SolarSIM-G -
Relative humidity Spectrafy SolarSIM-G -

Table 3.3: Summary of the meteorological and MBS temperature measurements, and their respective sensors. The datalogger’s voltage
measurement uncertainty is 0.28% was added in the final calculations to measurements made using the datalogger to account for the
voltage reading uncertainty.
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Device Parameter Acquisition interval

Spectrafy SolarSIM-G P, RH, Eλ,poa, Tamb 5s
Kipp and Zonen CMP10 Gpoa 5s

PT100 Tmbs, Tamb 5s
Keithley 2420 SMU Isc 30s

Table 3.4: Summary of the measurements made at the outdoor test site.

Device Function

DT-85 datalogger Data acquisition
Conduit UV, water, etc. protection

MC4 connectors PV↔cable and cable↔DAQ connections
Class 5 tinned copper cable All PV↔ system cabling

Table 3.5: Additional summary of key equipment at the outdoor test site.

Summary of equipment and protocols

Table 3.4 presents a full summary of all measurement devices used in the out-

door experiment campaign, the parameters they measure, the measurement fre-

quency, and any additional notes about the devices or measurement. Table 3.5

is an extended summary of the equipment used that includes non-measurement

devices such as the DAQ equipment, such as the datalogger, and system pe-

ripherals such as cables.

Site maintenance

An online spreadsheet was created to to log the access to the roof by any per-

son. The PV devices and irradiance sensors were cleaned daily to mitigate

the effects of soiling and increase the reliability of the long-term measurements

[266, 267]. Soiling is known to decrease performance by up to 40% in extreme

cases [268, 269] and cleaning protocols are therefore an essential part of long-

term site maintenance [270]. Another benefit of regular cleaning is to remove

dew and water droplets, which can shade the devices, shift the incident spec-

trum, as well as lead to the cementation of dust soiling [271]. During the winter,
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Figure 3.10: Example dust soiling on the measurement devices.

periods of snow also resulted in full coverage of the measurement devices. Dur-

ing periods of severe icing, the ice was left to melt naturally so as to protect

the fragile surface of the modules from potentially abrasive deicing methods.

Measurements during these periods of extreme weather were discarded from the

dataset due to the near-zero irradiance measurements. Figures 3.10, 3.11, and

3.12 show examples of water, dust and snow deposits covering the irradiance

sensor glass domes and the PV panel surfaces.

3.3 Data processing and analysis

The NREL data used in Chapters 5 and 6 are published in a processed format.

A few small data processing measures were applied to the NREL data. A

more rigorous processing procedure is applied to the raw data measured in
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Figure 3.11: Example water droplet coverage on the measurement devices.

Figure 3.12: Example snow coverage of the measurement devices.
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Filter action Explanation

Irradiance >200 W m−2 Reduce noise but retain overcast conditions
Time 0800h–1600h Retain daylight hours only
Manual Iscn Example: Iscn,CdTe = 0.17, all other Iscn > 0.8

Table 3.6: Additional data processing measures undertaken for the NREL data
measured in Golden, Colorado, USA. The Iscn = 0.17 example point occurred
on 2013-01-02 at 1045h.

the UK to bring it to the level of the NREL data and ensure consistency in

the analysis. A full description of the data processing and analysis methods

applied to both datasets is presented in this section. In addition, some of the

algorithms developed in Python for the data analysis, as well as the surface

fitting and uncertainty analysis calculations, are introduced and explained.

3.3.1 Data processing

All details of the Golden (Go) site, including data measurement and processing,

are explained in the database’s associated publications [5, 6, 7]. The Go Eλ

data have a one-minute resolution between the hours of approximately 0600h

and 1800h, while the PV and meteorological (PVM) data have a fifteen-minute

resolution between similar hours. A subset of these data between the hours of

0800h and 1600h was extracted to ensure a focus on daylight hours only. In to-

tal, around 200,000 spectral distributions and 11,000 PVM measurements were

obtained. Measurements obtained under conditions with less than 200 W m−2

were omitted to reduce noise whilst still retaining measurements made in heav-

ily overcast conditions [141, 73]. Some measurements were missing from the

different datasets due to external factors such as instrument downtime. There-

fore, only measurements of one parameter for which there existed a concurrent

measurement of all other required parameters were retained. After processing,

a final dataset of approximately 6,300 measurements of each parameter was

used. These data processing actions are summarised in Table 3.6.
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For the Notts test site data, a simpler data processing methodology was adopted.

The goal was to achieve in one procedure the same combined effect the steps

adopted by the authors of the NREL dataset and those taken in this thesis. The

approach adopted is an irradiance regression threshold filter. The relationship

between irradiance and current is known to be linear, hence this can be used

to identify anomalous data [272, 273, 274]. Isc is normalised for the effects of

temperature and angle of incidence to give I∗sc, which is plotted against Gpoa.

A linear function is fitted to the data and a tolerance of 30% either side of the

regression curve is used to filter out anomalous data. This tolerance level is

consistent with previous studies [275] and the expected magnitude of spectral

variations unaccounted for in the normalisation of Isc, which is addressed in

this study through the development of an SCF. The filtering analysis is pre-

sented in Figure 3.13 for the aSi, CdTe, and mSi modules. This single process

achieves the same effect as the other steps whereby Isc measurements under

very low irradiance conditions, rapidly changing irradiance conditions, or other

non-physical readings, are filtered out. The normalisation procedure to calcu-

late I∗sc is as follows:

I∗sc =
Isc

1 + α̂Isc(Tc − Tr)
· f(θ), (3.1)

where f(θ) is a fifth order polynomial angular of incidence correction function,

the coefficients of which were determined following the procedure described in

the following Chapter. The temperature coefficient, αIsc , for the aSi and CdTe

devices was determined following the procedure described in Chapter 4. For

the mSi device, the commonly reported value of 0.005◦C−1 was used [223].

Just as with the NREL data, some manual filtering is used with the UK data.

For example, unrealistic values of Isc, such as those that exceeded Isc0 under low

levels of irradiance, or near-zero measurements under sunny conditions, were
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(a)

(b)

(c)

Figure 3.13: Data filtering process using the linear regression method for the
aSi (a), CdTe (b), and mSi (c) devices deployed at the Notts test site.
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filtered from the dataset manually. The causes of some of these readings are not

related to the investigation, hence the removal of these points is justified. For

example, excessive reflection, directed only at certain devices, from surrounding

metallic objects under specific irradiance and AOI conditions could lead to the

aforementioned type of unrealistic measurement. Another potential cause is

partial shading [276], which could result from atmospheric debris, soiling, and

the site-specific issue of bird flyovers. Birds that had made nests around the

ventilation units on the building roof would frequently fly over, circle, and

sometimes land on the test rig.

Resampling the data is the final data processing operation. The UK data were

resampled to a fifteen-minute time interval to match that of the NREL data

and enable a comparison between the results from the two test sites. The

resampling improves the reliability of the data by smoothing out uncertainty

that can arise from the different response times of the devices to rapid changes

in meteorological conditions.

3.3.2 Splitting the dataset

In Chapters 5, 6, and 7 the dataset is divided into two parts — a model de-

velopment subset and a model validation subset. In doing so, it is essential to

maintain sufficient data in both sets to ensure they are representative of real

operating conditions [277, 278, 279]. In this project, two methods are adopted.

In the first, the data in Chapter 5 are divided based on a time series variation

in average photon energy throughout the year, whereby it is ensured that the

full range of APE that occurs during the year is present in both datasets. This

is a fast and simple approach made possible by the symmetrical nature of the

annual APE variation. The method is validated through a statistical compari-

son of regression coefficients derived for the full-year dataset and subset is made

to ensure the former is representative of the latter and is not likely to result in
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over– or under-fitting of the data. This was the first approach developed and

published in Ref. [180]. An alternative approach was adopted in Chapters 6 and

7. Due to the asymmetrical and noisier nature of the annual climatic conditions

at the Nottingham test site, the one-year dataset was sorted chronologically and

sliced at a ratio of 2:1 to form the model development and validation datasets.

This means that for every three measurements of the required parameters (SI,

Gpoa, Isc, etc.), one was extracted to form the model validation dataset while

the remaining two were retained for the model development. The advantage of

this method is that data from every month of the full year are used in each of

the two datasets, but a suitable split between the model development (larger)

and validation (smaller) datasets is still achieved. This method was backtested

on the data used in Ref. [180] and the same conclusions regarding the benefits

of the proposed APE-based SCF were found.

3.3.3 Python library

The data processing protocols were implemented in Python. Two Python func-

tion libraries were developed, one of which contains functions for specific test

site-related operations, while the other was for general data analysis opera-

tions. An example of the former is the function to read the spectral irradiance

files, which are stored as a single .csv file per measurement, contained within

a subfolder for the day of the year. Reading these data requires Python to

import every .csv file from every subfolder, concatenate all of the Eλ data into

a single dataframe, and append the measurement date and time (contained in

the filename) to the series header of the respective Eλ measurement. It is also

necessary to append the wavelength data to the final dataframe as these data

are not included in the measured data because doing so would unnecessarily

increase the size of the data files with repeated wavelength information. An

example of a general data processing function is the calculation of the average
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photon energy. This is a more generalised function that can work with any

spectral irradiance file provided certain criteria, not specific to the UK test

site datasets, are met. For example, wavelengths must be specified alongside

their irradiances. The function includes a range of conditional IF statements to

ensure that these requirements are met and, if not, messages to the user that

describe the issue are printed. These two function libraries work together and,

as an example, a flow chart illustrating the calculation of APE values following

the import of the Eλ files measured at the test site is presented in Figure 3.14.

The blue squares represent functions, within which multiple operations take

place. The square on the left is the UK site-specific function to read the Eλ

files as generated by the SolarSIM-G on the UK test site, while the two blue

squares on the right are general functions to calculate the APE values (upper

blue square) and resample the data (lower blue square).

Figure 3.14: Steps to import and process Eλ files measured at the UK test site
and their respective APE values. These steps were implemented in Python.
hclambda, int si, int pfd, etc. refer to different variables associated with the
APE calculation process. isin, concat, etc. refer to various functions used in
the calculation process.
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3.4 Uncertainty analysis and fitting

The methodology for determining the uncertainties on all of the measured pa-

rameters for the NREL dataset is explained in detail in Appendix B of the

NREL database’s associated user’s manual [6]. At the UK test site, similar

procedures are adopted but with some differences due to the different levels of

information availability and differences in the device set up.

For the Notts test site, the dominant measurement uncertainties arise from

those of the temperature, irradiance, and angle (for the AOI testing), and short-

circuit current. For the temperature, the 1.9◦C error is adopted from [6]. The

irradiance uncertainty is based a combination of the pyranometer sensitivity

(1.44%) and the voltage measurement sensitivity of the datalogger (0.28%).

The angle of incidence uncertainty is set as 1◦ based on the resolution with

which the sun tracker could be controlled. Finally, the uncertainty in the Isc

measurements are set as 0.28% based on the Keithley SMU. It was assumed the

sensitivity of the EKO IV tracer would be lower due to its inability to set the

current range automatically based on the DUT, but this 0.28% value was not

increased for the EKO data analysis because any increase would have had to

have been determined arbitrarily. This is likely to have led to an underestimate

in the overall uncertainty of Isc.

The uncertainty values on each variable are propagated through to the calcu-

lated variables using either a simple calculus-based approximation or a func-

tional approach, depending on the complexity of the function, as described in

Ref. [280]. The general equations for each of these approaches are set out as

follows:

Calculus-based approach:

α2
Z =

(
∂Z

∂A

)
(α2

A) +

(
∂Z

∂B

)
(α2

B) +

(
∂Z

∂C

)
(α2

C) + ... (3.2)
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Functional approach:

α2
Z = (αA

Z)2 + (αB
Z )2 + (αC

Z )2 + ..., (3.3)

where:

α2
Z =

[
f
(
Ā + αA, B̄, C̄, ...

)
− f

(
Ā, B̄, C̄, ...

)]2
+
[
f
(
Ā, B̄ + αB, C̄, ...

)
− f

(
Ā, B̄, C̄, ...

)]2
+
[
f
(
Ā, B̄ + C̄ + αC , ...

)
− f

(
Ā, B̄, C̄, ...

)]2
(3.4)

where αZ is the uncertainty in the variable Z, and Z is a function of variables

A, B, C, etc. The best estimate of Z is Z̄ = f(Ā, B̄, C̄...).

The final error bars generated are used to apply an instrumental weighting to

each data point in the fitting procedure for all graphs. For the non-linear curve

fits, the Levenberg-Marquardt iteration algorithm is used [281].

3.5 Climate conditions at the test sites

In this section, the climates of the OTF at NREL in Golden (Go), and the test

site at the University of Nottingham in Nottingham (Notts), are introduced.

This provides some context for the analysis in the remainder of this thesis. In

Chapters 5 and 6, data from the Go site are used for analysis. In Chapter 7,

the application of the proposed SCFs is investigated at the Notts test site, and

the results are compared with those of the Go site. A range of environmental

variables are used here to describe the climate conditions at the test site. In

terms of the spectrum, parameters such as APE indicate changes in the spectral

irradiance, with higher values representing blue-shifted spectra and lower values

representing red-shifted spectra [167]. Parameters such as AMa, Kt, and W are
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measures of environmental variables that influence the spectrum by changing

how and by how much the incident spectral irradiance is scattered [47, 152,

220]. Meteorological parameters such as temperature and irradiance are simple

representations of the prevailing climate conditions that are also responsible for

changes in PV performance [42].

3.5.1 Golden, Colorado, USA

The test site is at an elevation above sea level of approximately 1800 m. The

monthly variation in irradiance and ambient temperature at the site are shown

in Figure 3.16. The climate is a typical mild-to-cold winter (mean temperature

10 ◦C) and warm–hot summer (mean temperature 30 ◦C). The monthly mean

irradiance on the plane of the PV test array varies between approximately 600

W m−2 and 700 W m−2 throughout the year between 0800h and 1600h.

Figure 3.15 presents the variation in the monthly mean values of several me-

teorological parameters related to the spectrum, namely AMa (a), APE (b),

W (c), and AOD at 500 nm (d). Meanwhile, Figure 3.16 presents the annual

variation in Gpoa and the ambient air temperature, Tamb. The air mass follows

a seasonal sinusoidal trend that is dictated by the change in solar elevation over

the course of one year, which is as expected. Atmospheric water vapour follows

a similar but inverted sinusoidal pattern, which is similar to that of the annual

ambient air temperature variation. Increased temperatures in the summer lead

to increased surface water evaporation and the greater capacity of warmer air

to hold moisture [282, 283] The range of these parameters is between around

1.0–2.5 and 0.5–2.0 cm, which are typical of this region. The AOD levels break

the sinusoidal trend with an atypical spike in April. Historical weather data

from a variety of meteorological stations and airports, compiled in Ref. [284],

report unstable conditions during April of 2013. Most days during this period

featured one or a combination of rainfall, haze, and dust. The latter two in
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Figure 3.15: Annual variation in four spectral parameters at the OTF in Golden,
Colorado. In order from a–d these are AMa, φ, W , and AOD at 500nm. Each
black cross represents the daily mean value for each parameter, while the red
line-cross trend indicates the monthly mean value.
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Figure 3.16: Annual variation in the global POA irradiance and the ambient air
temperature at the OTF in Golden, Colorado. Each black cross represents the
daily mean value for each parameter, while the red line-cross trend indicates
the monthly mean value.
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particular may have contributed to the increase in aerosol optical depth during

the month of April 2013.

Figure 3.16b shows the annual variation in APE at the OTF. The variation in

APE also exhibits a sinusoidal pattern with a decrease in the winter months rel-

ative to the summer months. For reference, between 350–1050 nm, φ = 1.88eV

for AM1.5 [285]. Relative to the AM1.5 reference spectrum, the summer months

tend to experience slightly blue-shifted spectra, on average, while the winter

months tend to experience red-shifted spectra. This red shift in winter results

from shorter-wavelength radiation being more strongly affected by Raleigh scat-

tering when the solar elevation is lower. This pattern is in line with the trends

observed in Figure 3.15 where atmospheric variables that result in greater scat-

tering of longer-wavelength light, resulting in a blue-shifted spectrum, are more

prevalent in summer months, during which time the solar elevation (air mass)

is also higher (lower).

3.5.2 Nottingham, UK

The overall climatic conditions at the Nottingham test site are described in this

section. The meteorological data plotted in Figure 3.17 are broadly indicative

of a warm summer and cold winter climate. The atmospheric precipitable water

content levels are relatively low in comparison to the global average (2.16 cm

[286]) and USA average (1.75 cm [287]). The air mass and APE plots in Figures

3.17a and 3.17b follow a parabolic trend with a peak in the winter for the former

and in the summer for the latter. In terms of air mass, the lower solar elevation

in the winter increases the path length of light, and therefore the air mass.

This increase in path length typically leads to an increase in the scattering of

shorter-wavelength radiation, known as Raleigh scattering, thus decreasing the

average APE value at this time of the year. Although less distinct, the trend

in Kt over the year appears to follow that of the average photon energy, which
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(a) (b)

(c) (d)

(e) (f)

Figure 3.17: Annual variation in several key meteorological parameters in Not-
tingham, UK. Scatter points show the daily median for each day of the month
while the line shows the monthly median. For the month of November in all
Figures except 3.17b, a mean of November 2021 and November 2022 is plotted.
The daily averages for both years are plotted for the month of November in
these figures. In figure 3.17b, only data from 2021 are available for November,
hence only data from this year are plotted.
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could indicate that cloud cover is one of the dominant factors influencing the

solar spectrum throughout the year. Another characteristic of the Kt data is

that the daily average Kt rarely exceeds 0.6. This is not to say that there

were never clear skies at the test site during the measurement period, but that

such days are few and far between. Furthermore, the high frequency of daily

mean Kt values between 0.2 and 0.4 suggests that partially overcast skies are

a cloud cover pattern that are a frequent occurrence at the test site. The daily

and monthly average Kt values in Figure 3.17e are therefore biased by low Kt

values on partially cloudy days, which brings down the overall Kt average even

on days where there are periods of high irradiance.

3.5.3 Climate comparison

Weather data from multiple weather stations around each of the two locations

investigated in this study — Golden (Colorado) and Nottingham (UK) — are

presented in this section. This section provides a broad comparison between

the two areas where the test sites are located.

Figures 3.16 and 3.17 show that the temperature and irradiance conditions are

lower at the Notts site than at the Go site. In terms of the spectral irradiance

conditions, there is a notable shift towards not only higher average photon

energy values, but also a greater range of APE values, at the Notts site. This

could have implications for the thin film PV devices considering their relatively

narrow spectral response that is concentrated at shorter wavelengths. The

cause of these spectral irradiance conditions is investigated in more detail in

Chapter 7, but the annual variation in Kt at each of the test sites suggests that

cloud cover may be responsible. At the Go site, there is a high frequency of

days with Kt>0.6, and the mean clearness level is relatively stable throughout

the year residing at just over 0.6. On the other hand, at the Notts site the

monthly mean Kt only exceeds 0.4 in one month of the year — August —
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3.5. CLIMATE CONDITIONS AT THE TEST SITES

Figure 3.18: Annual climate data comparison between Golden and Nottingham
[18]. Panels A, B, and C, show the average monthly minimum and maximum
temperature, daily chance of precipitation, and the chance of clear skies, re-
spectively.

while remaining below 0.4 in all other months. The annual variation in Kt also

exhibits a strong seasonal trend, with clearer days in the summer, which is in

contrast to the relatively stable cloud cover conditions throughout the year at

the Go test site.

Data from Ref. [18] also support the discussion so far. The three panels, A,

B, and C in Figure 3.18 show the average monthly minimum and maximum

temperatures, daily chance of precipitation, and the chance of clear skies, re-

spectively. The average temperatures are for two metres above the ground; the

chance of clear skies is defined as the percentage of time the sky is clear, mostly

clear, or partly cloudy (<60% of the sky is covered by clouds); and the daily

chance of precipitation is defined as the percentage of days in which precipita-

tion is observed, excluding trace quantities. Figure 3.18 shows that the climate

in Golden is generally warmer in the summer and colder in the winter, drier all

year round, and has a greater prevalence of clear skies.

The difference in cloud cover is the most important distinction between these

two test sites and its relevance to the spectrum has been reported in the lit-

erature for several decades [288, 289]. As clouds are formed of water droplets
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3.5. CLIMATE CONDITIONS AT THE TEST SITES

or ice crystals, radiation is scattered when passing through them. This has a

particular effect on UV radiation at the shorter-wavelength end of the solar

spectrum. Increased scattering can lead to an enhancement in ground-level

UV radiation [290, 291, 292, 293]. However, cloud cover can also lead to the

attenuation of global UV reaching the ground, with a 25–30% reduction in the

annual mean UV dose relative to the dose received in clear-sky conditions being

reported in New Zealand [294, 295]. The attenuation (or enhancement) result-

ing from clouds is related to their physical properties such as cloud amount,

thickness, type, height, position relative to the sun, etc. [137]. The relation-

ship between cloud cover and the solar spectrum has implications for PV device

performance in the field [296], with technologies such as hydrogenated amor-

phous silicon (aSi:H) exhibiting performance fluctuations of ±10% as a result of

cloud-induced spectral variation [141]. Other studies have also reported on the

importance of the effect of clouds on the spectrum, and hence the performance

of aSi [47] and cSi [73] PV devices.

The effects of cloud cover on the spectrum are visualised in Figure 3.19, where

panel 3.19b shows the clear sky spectrum while panel 3.19a shows the cloudy

sky spectrum. These data are sourced from the NREL spectral solar radia-

tion database [297]. Each spectral distribution is divided into 13 40 nm wave-

bands of spectral irradiance. The percentage contribution to the total irradiance

(PCTTI) for each waveband is calculated as follows:

PCTTI(%) =

∫ b

a
Eλdλ∫ d

c
Eλdλ

· 100%, (3.5)

An example (band 4) is highlighted on Figure 3.19b; the percentage contribu-

tion of band 4 to the total irradiance for the clear sky day is:
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PCTTIBand4(%) =

∫ 560

480
Eλdλ∫ 1080

300
Eλdλ

· 100% = 12.61%. (3.6)

The PCTTIs for each waveband on each day are summarised in Tables 3.7 and

3.8. These percentags are plotted in Figure 3.19c. This analysis shows that,

on cloudy days, the shorter wavelength irradiance contributes more to the total

irradiance than the longer wavelength irradiance. The level of blue shift in the

spectrum can be quantified by the APE, which is 0.06 eV higher on the cloudy

day compared with the clear day.

(a) (b)

(c)

Figure 3.19: Spectral distributions on clear and cloudy days. The percentage
contributions of the 13 spectral bands are shown in Tables 3.7 and 3.8.
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Spectral Band (nm) Irradiance (W m−2) PCTTI (%)

1. 300-360 6.439 4.55
2. 360-420 12.010 8.48
3. 420-480 17.857 12.61
4. 480-540 17.849 12.61
5. 540-600 16.36 11.55
6. 600-660 14.919 10.54
7. 660-720 12.196 8.61
8. 720-780 11.353 8.02
9. 780-840 9.546 6.74
10. 840-900 8.973 6.34
11. 900-960 2.658 1.88
12. 960-1020 5.901 4.17
13. 1020-1080 5.528 3.90

Table 3.7: Irradiance in each of 13 spectral bands and their respective per-
centage contribution to the total irradiance of the single measured spectral
distribution on a cloudy sky day.

Spectral Band (nm) Irradiance (W m−2) PCTTI (%)

1. 300-360 24.526 2.998
2. 360-420 57.553 7.036
3. 420-480 95.643 11.692
4. 480-540 100.725 12.313
5. 540-600 96.372 11.781
6. 600-660 89.853 10.984
7. 660-720 75.995 9.290
8. 720-780 67.438 8.244
9. 780-840 58.659 7.170
10. 840-900 53.202 6.503
11. 900-960 20.466 2.501
12. 960-1020 39.546 4.834
13. 1020-1080 38.031 4.649

Table 3.8: Irradiance in each of 13 spectral bands and their respective per-
centage contribution to the total irradiance of the single measured spectral
distribution on a clear sky day.

108



3.6. SUMMARY

3.6 Summary

The equipment and data acquisition processes at two test sites — Golden (USA)

and Nottingham (UK) — have been introduced in this section. The former is

part of an external project that has generated publicly available data while the

latter was built at the University of Nottingham for this investigation and will

remain in operation for future research. One year of meteorological and PV

performance data from each of the two test sites has been measured for the

purpose of developing and validating a new spectral correction methodology

that is based on the use of the average photon energy and the depth of a spectral

band to characterise the prevailing spectral irradiance conditions. The climates

at the two test sites have been shown to be substantially different, primarily

in terms of the levels of cloud cover, which provides an opportunity for more

rigorous validation of the proposed method. The data analysis methods used to

achieve the aforementioned goal of developing and validating a new SCF have

also been introduced.

In the following chapter, the STC performance characteristics of the PV devices

deployed at the Notts test site are derived using the outdoor measurements.

This includes, mainly, the IAM function and the reference short-circuit cur-

rent. Chapters 5, 6, and 7 then use the Go data to demonstrate the proposed

APE method, advance the single-variable method through the inclusion of an

additional parameter in the model, and then investigate the applicability of the

method in a secondary climate — Notts, UK.
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Chapter 4

UK PV device characterisation

4.1 Introduction

In this chapter, some of the results from the test site are used to determine

the STC performance characteristics of the UK PV devices. These character-

istics are used in the analysis in Chapter 7. In addition, the results of simple

validation test of the EKO equipment is presented. For all three devices, Isc0

was determined outdoors. For the aSi and CdTe devices, αIsc was determined

indoors. Figure 4.1 summarises the content of this chapter.

Figure 4.1: Structure of Chapter 1.
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Figure 4.2: Set up to determine the STC performance of the aSi device.

4.2 Indoor characterisation

Prior to deployment in the field, the CdTe and aSi devices were tested indoors

to determine the short-circuit current temperature coefficients. These tests also

provided an opportunity to test the custom-made cables, connectors, brackets,

etc. to ensure all are working correctly. The mSi device was not tested due to

the illumination area of the solar simulator being too small.

The aSi PV device was mounted as shown in Figure 4.2. One PT100 sensor was

attached to the rear surface to measure the module back surface temperature,

Tm, which was converted into the cell temperature, Tc, using a one-dimensional

thermal conduction model as follows [221]:

Tc = Tm +
Gpoa

G0

∆T. (4.1)
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(a)

0 5 1 0 1 5 2 0 2 5 3 0 3 5
0 . 2 2 5 0

0 . 2 2 6 5

0 . 2 2 8 0

0 . 2 2 9 5

0 . 2 3 1 0

0 . 2 3 2 5

I sc 
(A)

T C d T e − 2 5  ( C )

I s c  =  1 . 2 2 3  x 1 0 - 4 ( T C d T e − 2 5 )  +  0 . 2 2 7 5

(b)

Figure 4.3: Linear regression of the temperature-current relationship as mea-
sured indoors for the aSi and CdTe PV devices.

∆T is the temperature difference between the module and cell and is deter-

mined based on the structure of the DUT. ∆T is set as 3◦C in this study

based on the structure of the three modules tested [131]. Measurements of the

module short-circuit current were made every five seconds while temperature

measurements were made every two seconds. No temperature control function

was available in this set up, but the solar simulator provides a constant illumi-

nation of 1000 W m−2 of the shape of the standard AM1.5 reference spectrum.

Under illumination, the cell temperature increases. If a linear equation of the

form y = mx + c is fit to a plot of the short-circuit current measured at G0

against Tc − T0, it can be seen from rearranging Equation 2.23 as follows:

Isc = I ′sc + I ′sc · α̂Isc(Tc − T0) (4.2)

that the short-circuit temperature coefficient can be determined by the ratio of

m/c, which is the gradient divided by the intercept.

Figure 4.3 shows the regression resulting from the measurements described in

this section. From this regression, α̂Isc is equal to 0.000817◦C−1 for the aSi

module and 0.000538◦C−1 for the CdTe device. The former is in agreement with

the manufacturer’s datasheet, which is the only datasheet that was available.
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4.3 Outdoor characterisation and system vali-

dation

This section consists of two components — one is an investigation of the new

test site to validate its reliability and accuracy, while the second is the use of

the new test site to use outdoor field data to determine the STC performance

characteristics of the aSi, CdTe, and mSi devices.

4.3.1 System validation

The results from the indoor tests in Section 4.2 showed that the short-circuit

current values of the two aSi devices were statistically similar. One feature of

the EKO measurement system is its ability to measure PV devices connected

to multiple channels simultaneously. As a simple test to check the reliability of

the measurements from different channels, two aSi devices were monitored over

a period of two days. Figure 4.4a shows the measured short-circuit currents

of both aSi devices as a function of time across the 25th and 26th July 2022,

while Figure 4.4b shows a linear regression between the measured currents for

each device over the same period. The relatively high frequency changes in

(a) (b)

Figure 4.4: Simultaneous Isc measurements of two identical aSi devices using
the EKO IV tracer system.
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the current, visible in Figure 4.4a, result from fast-changing cloud cover (and

thus irradiance) patterns over these two days. Such conditions are ideal for

this investigation as they enable a test of the responsivity and sensitivity of

the measurement system and PV panels. It is evident from inspection that the

two measurements are closely matched, although aSi2 does appear to produce a

slightly higher current for each measurement. This small difference is quantified

by the regression in Figure 4.4b as about 1%. This difference comprises a

random error and a systematic error, but the systematic error is an order of

magnitude lower than the random error cited in Section 3.4. The Pearson’s r,

and coefficient of determination (R2) values for the linear regression are 0.9999

and 0.9997, respectively, which are indicative of an extremely strong positive

correlation between the two measured currents.

4.3.2 Outdoor STC characterisation

Isc0 is the main STC performance parameter required in this work. The method

adopted to determine Isc0 is based on a modified version of the Sandia model

method described in Ref. [208]. The Sandia model requires a two-axis tracking

system to be used for all measurements during the Isc0 determination process

to eliminate the effect of the angle of incidence. To minimise disruption to the

fixed-plane long-term testing, which is collecting data for the main analysis,

the fixed-plane data are used in conjunction with an incident angle modifier to

correct for the AOI effects. The first step in determining Isc0 is translate the

measured Isc values to 25◦C, 1000W m−2, and 90◦ AOI. The equation for the

translated current follows Equation 2.23 but with the inclusion of f(θ):

I ′sc =
Isc

1 + α̂Isc(Tc − 25)

1000

Gpoa

· f(θ), (4.3)

where f(θ) is a fifth order polynomial IAM. I ′sc is then correlated with AMa
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and a fourth order polynomial function, f(AMa), is fitted to the data. Isc0 is

then determined by evaluating f(AMa = 1.5) = 1. The process and results of

the IAM testing are described in the following section, after which the results

of the Isc0 analysis are presented in Section 4.5.

4.4 Incident angle modifier

This section presents the method and the results for the test used to determine

the incident angle modifier (IAM) for the aSi device. As with other corrections

such as the spectral correction used to translate measurements to their equiva-

lent under the reference spectrum, the IAM, or angle of incidence correction, is

used to translate measurements to their equivalent under a reference AOI. The

reference is defined as 0◦, where the irradiance is normal to the surface of the

device.

Different models exist to account for AOI losses. Arguably the simplest of these

is the Souka and Safwat model [298]:

IAM(θ) = 1 − b0

(
1

cos θ
− 1

)
. (4.4)

In Equation 4.4, b0 is a PV module-specific empirical parameter, but a default

value of 0.07 is typically used [299]. This model has been adopted by the Ameri-

can Society of Heating, Refrigeration, and Air Conditioning [300], although not

specifically for PV applications. However, the model suffers a discontinuity

at 90◦ and is inaccurate for high angles of incidence (θ ≥ 80◦) [301]. While

many other models exist, such as the Physical IAM model [92], and Martin

and Ruiz [302], there is no uniformly accepted standard [303]. Nevertheless, a

widely known and relatively simple model is the Sandia IAM presented as part

of the Sandia PV Array Performance Model (SAPM) [221]. Other components
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of this PV performance model have underpinned the fundamentals behind this

research project and, therefore, in part for continuity and simplicity in the

overall modelling procedure and principles, it is this IAM model that has been

adopted. Furthermore, a database of model coefficients for a range of PV de-

vices is available for all coefficients in the sub-models of the SAPM (including

the IAM). This allows for consistency in the analysis in this project where the

coefficients are determined empirically for some PV devices but are sourced

from the literature for others. The Sandia National Laboratories (SNL) have

suggested in their work to use a fifth order polynomial function to represent

the angular losses on Isc:

IAM = f(θ) = b0 + b1θ + b2θ
2 + b3θ

3 + b4θ
4 + b5θ

5. (4.5)

The method used to determine the IAM coefficients b0–5 is presented in the

following section.

4.4.1 Method to determine the IAM

The SNL has published a full guide to determining the coefficients of the SAPM,

including b0–5 [208]. The exact procedure was not followed due to limitations

of the equipment and prevailing meteorological conditions. For example, only

around 400 minutes of clear-sky weather occurred during the experiment cam-

paign, which is lower than the 600 minutes (required) and 1200 minutes (pre-

ferred) values for the test. These limitations affect the reliability of the results

but, as the IAM only forms a small part of the subsequent spectral correction

analysis, and the results are consistent with expectations according to the liter-

ature, the prevailing conditions and available equipment are deemed acceptable

for the purposes of this investigation.
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Figure 4.5: Set up for the AOI testing on a clear-sky day in August 2022.

An aSi module and Kipp and Zonen CMP11 pyranometer were installed on the

sun tracker on 10th August 2022, which was a completely clear-sky day. This

set up is shown in Figure 4.5.

There are three key stages to each measurement at each angle. These are as

follows:

1. Measurement normal to the sun (θ = 0) as reference measurement 1

(RM1).

2. Measurement some angle θ away from the sun as the main measurement.

3. Measurement normal to the sun (θ = 0) as a reference measurement 2

(RM2).

In all three steps, the “measurement” is of Isc, Gpoa, and Tmbs. The first mea-

surement establishes the reference performance and conditions (RM1), the sec-

ond provides the performance and conditions at a new value of θ, and finally the

third enables a comparison of the test-end reference conditions (RM2) to the

test-beginning conditions to verify these have been stable throughout the test.
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Figure 4.6: Change in irradiance during the AOI testing.

If the difference between RM1 and RM2 is greater than 3% [208], the entire

three-step measurement is discarded. At each of the three stages, five repeat

measurements are made over the course of around 70–80 seconds. In addition,

there is a delay of approximately 30 seconds between each of the three stages

to allow for thermal stabilisation of the PV cell as the irradiance incident on

the device changes significantly, especially for large values of θ. This change

in irradiance that occurs at different angles is shown in Figure 4.6. All mea-

surements of Isc are normalised for irradiance and temperature following the

procedure described in equation 2.23. This normalisation enables an isolation

of the AOI effects on the PV device.

In this investigation, θ was increased in increments of approximately 5◦ [208].

The angular sweep was conducted in both directions to verify that the sur-

rounding features of the test site (e.g. buildings) were not interfering with the

measurements. The results for both tests yielded the same results and therefore

the results of only one sweep are presented in the following section.
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Coefficient Value

b0 0.9993
b1 -0.004180
b2 2.978 × 10−4

b3 −1.433 × 10−5

b4 2.251 × 10−7

b5 −1.186 × 10−9

Table 4.1: Sandia IAM coefficients for the aSi module

4.4.2 Results

Figure 4.7 shows the fifth order polynomial regression curve derived from the

results of the AOI test described in the previous section. The R2 value for

the fit is 0.99651, indicating an extremely high goodness of fit for the IAM.

The model coefficients for the fifth order polynomial IAM (Equation 4.5) are

presented in Table 4.1.

Figure 4.7: Fifth order polynomial IAM regressed between angle of incidence
and the normalised short-circuit current of an aSi module.

The IAM model summarised in Equation 4.5 and Table 4.1 is used to apply a

correction to the short-circuit current in the subsequent analysis of the UK test

site data.
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4.5 Reference current

Following the steps outlined in Section 4.3.2, Figure 4.8 presents the results of

the analysis to determine Isc0 for the aSi (Figure 4.5a), CdTe (Figure 4.5b),

and mSi (Figure 4.5c) PV devices. For the thin film modules, two distinct

trends in the data are observed in Figure 4.8. These two trends correspond

to different times of the year, namely the autumn–winter period (black) and

the spring–summer period (red). The latter appears to be caused by a restric-

tion in the AMa variation corresponding to a similar I ′sc variation across the

seasons, meaning that multiple unique I ′sc values are being attributed to the

same AMa values. In terms of PV device behaviour, the existence of different

reference current values for the thin film modules in different seasons may be

attributed to the effects of light soaking and temperature on the bond struc-

ture and degradation of the module [304, 305, 306, 307, 308, 309]. For the

purpose of determining Iscn, two polynomial functions have been fit to each of

the aSi and CdTe performance curves. In the main analysis, a different value

of Isc0 is applied in the calculation of Iscn depending on the time of year in

which the measurement was made. The final Isc0 values for each PV device are

summarised in Table 4.2.

Isc0

W S
aSi 0.2095 0.1808

CdTe 0.1826 0.1962
mSi 1.26

Table 4.2: Isc0 values for the three PV modules, including separate values for
the autumn-winter (W) period and spring-summer (S) period for the thin film
devices.
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(a) (b)

(c)

Figure 4.8: Determination of Isc0 for the three PV devices. Separate Isc0 values
for the thin film devices are calculated for the autumn–winter and spring–
summer periods due to the distinct behaviour of the devices in each of these
periods.

4.6 Summary

The measurement equipment has undergone some simple testing procedures

to ensure its reliability, and preliminary data from the outdoor test site as

well as an indoor setup have been used to determine the STC performance

characteristics of the PV devices. The short-circuit temperature coefficients

of the thin film have been determined indoors and the reference short-circuit

currents of all three devices have been determined outdoors. For the thin film

devices, two values for the reference short-circuit have been derived for use

at the different stages of the experiment. For the mSi module, only a single

value is required. Furthermore, IAM coefficients based on the Sandia angle of
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incidence correction function has been derived for the aSi device using outdoor

measurements. For the CdTe and mSi devices, typical values from the Sandia

coefficient database are been used.

In the next chapter, Chapter 5, the proposed APE-based SCF is tested using

data from the first test site in Golden, Colorado. Following further development

of the model in Chapter 6, data from the three PV devices tested in this chapter

are analysed.
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Chapter 5

APE spectral correction

5.1 Introduction

Parameters derived from the measured spectral distribution, such as APE,

are being used more in recent years [310, 311] as outdoor spectrometer de-

vices are becoming more widely available, in particular due to technological

developments leading to decreasing costs [312, 313]. The APE in particu-

lar has been used extensively to characterise spectral irradiance distributions

[169, 170, 171, 172, 314] and has been shown to be correlated with other spectral

characterisation parameters such as the Useful Fraction (UF) [167]. However,

the APE possesses certain advantages over other indicators. Compared to AMa

for example, the APE can represent spectral conditions in both clear and cloudy

skies.

The relationship between the APE parameter and PV performance has been

discussed in the existing literature. Cornaro and Andreotti [169] present a de-

tailed characterisation of their test site using the APE, but the data sample

used for PV analysis spans only two summer months — June and July — thus

restricting the applicability of the findings to other times of the year. A similar
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limitation is faced by the work of Williams et al. [174], which only presents

results for the winter months. The analysis in Section 3.5 shows the impor-

tance of considering the seasonal variation in the spectrum across the year, in

particular for the UK climate. Other work has shown the strong correlation

between the APE and various PV (spectral) performance indicators, and thus

the benefit of using the APE parameter to understand PV spectral efficiency

[177, 178, 179]. However, the analysis of the relationship between the spectrum

and PV performance is not extended to the development and validation of a

predictive model of performance that incorporates into it the spectral effects

discussed in these studies.

In summary, existing spectral correction functions are based on proxy variables

and suffer from various limitations, the most significant of which is their in-

ability to model spectral influences accurately in situations where the relative

influences of different parameters on the spectrum may vary. Several studies

have attempted to use measurements of the spectral distribution to understand

the spectral effects on PV performance, in particular through use of the APE

parameter. However, these studies are often limited in terms of data sample

size, extension to a predictive model, and validation.

In the remainder of this chapter, a new spectral correction function based on

the average photon energy is derived and validated using using 12 months of

outdoor performance data for an amorphous silicon PV device. The proposed

SCF is validated in all sky conditions and its performance is compared to that

of two commonly used spectral correction methods from the existing literature.

The potential limitations of the model are also discussed, which forms the

basis of the analysis in the following chapters. A summary of the structure is

presented in Figure 5.1.
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Figure 5.1: Structure of Chapter 5.

5.2 Derivation of the APE SCF

The model development and validation datasets have been defined as January–

August 2013 and August–December 2012, respectively, based on the goal of

including in each dataset the full range of possible PVM and SI values. As

a secondary check of the representability of the model development data, the

model derived from these data is compared to one derived from a full year of

data.

The correlation between the APE and normalised short-circuit current, Iscn, for

August 2012–August 2013 is presented in Figure 5.2. Several parameterisations

were tested and the optimal form was found to be a fourth order polynomial

function:

Iscn = f(φ) =
4∑

n=0

an · φn, (5.1)

The same correlation is presented for the sub-sample of data between January

and August of 2013 in Figure 5.3. The R-square coefficient of determination

(R2) for the proposed spectral function derived from the January–August data

is 0.870. This value of R2 is close to that of the function derived from the
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Figure 5.2: Fourth order polynomial APE spectral correction function based
on one year of data from August 2012 to August 2013 measured at Golden,
Colorado.

full year of data, 0.886, indicating a high similarity between the sub-sample

and the full sample. For comparison, the same order polynomial plotted for

September 2012–February 2013 yielded an R2 value of 0.925, which suggests

that this sample is not representative of the overall population data (the full-

year dataset), which may be a result of over fitting.

From considering the annual range of APE values and this comparison of R2

values, it may be concluded that the January-August sub-sample is representa-

tive of a typical annual dataset and may therefore be used to derive a general

model for forecasting at any point during the year.

For the January–August sample plotted in Figure 5.3, there is still a high

goodness of fit of f(φ) to the data, with almost 90% (R2 = 0.886) of the

variability in Iscn being described by the dependent variable, APE. The majority

of the uncertainty in the fit appears to be around the 1.88 eV–1.90 eV where

there is a higher variability in Iscn for the same APE values. Beyond 1.88 eV,

the trajectory of increase in Iscn changes as Iscn plateaus off. This plateau
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Figure 5.3: Fourth order polynomial APE spectral correction function based
on data from January 2013 to August 2013 measured at Golden, Colorado.

a0 a1 a2 a3 a4

Value −2500.0015 5552.1598 −4626.8451 1714.6741 −238.3416

Table 5.1: Polynomial coefficients for the APE spectral correction function
derived from January 2013–August 2013 data (Figure 5.3, Equation 5.1).

may be a result of the finite spectral response range of the aSi module. The

coefficients for the January–August 2013 model are presented in Table 5.1.

5.3 Model validation and discussion

The proposed model is validated using new data from August–December 2012.

The normalised measured current from this period, hereinafter denoted “mea-

sured current” (Iscn,meas) for simplicity, is compared to the normalised current

calculated using the proposed f(φ) model, denoted Iscn,φ. In addition, the

prediction accuracy of f(φ) is compared to that of the absolute air mass func-

tion, f(AMa), which is the traditional spectral correction approach used in the

Sandia Array Performance Model [221]. A comparison is also made with a

127



5.3. MODEL VALIDATION AND DISCUSSION

modified version of the AMa function, originally published in [47], which adds

the spectral effects of cloud cover into f(AMa) by means of the clearness index,

Kt.

The predictive accuracy is analysed in two ways. One is by directly comparing

the predicted values with the measured values to analyse the error in the pre-

diction at different APE ranges. Another involves plotting the data as a time

series to identify any temporal phenomena underlying the deviations between

the measured and predicted values, and to evaluate the temporal resolution at

which accurate predictions of Iscn are possible.

5.3.1 Predictive accuracy of the APE SCF

Figure 5.4 shows the predicted and measured normalised current values as a

function of time, for the period from August to December 2012. The predicted

values are calculated by substituting only the APE values for this period into

the model presented in Figure 5.3. There is a high degree of matching between

the predicted and measured values of PV performance, both for values of Iscn

greater than and less than unity, throughout the year. There appear to be two

main types of temporal fluctuations in the data. One is the high frequency

(15-minute) fluctuations happening throughout each day, while another is the

overall drop in Iscn,meas as the seasons progress from summer to winter. The

APE function is able to forecast accurately both the high frequency (15-minute)

fluctuations and the long-term seasonal shift in PV performance.

Figure 5.5 presents the correlation between Iscn,meas and Iscn,φ. The regression

in Figure 5.5 indicates that f(φ) is an accurate and reliable predictor of Iscn.

Firstly, the Pearson’s r value of 0.969 indicates a very strong positive relation

between the predicted and measured values of Iscn. Secondly, the R2 of 0.940

substantiates the positive correlation between the two, and affirms the high
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Figure 5.4: Time series validation of f(φ) for August 2012–December 2012

degree to which the modelled current matches the measured current. As a

measure of the variability between the measured values and those predicted

by the proposed model, the Mean Absolute Error (MAE) is found to be only

0.014, which indicates a high degree of matching between the measured and

predicted values. Finally, the regression equation in Figure 5.5 also indicates a

low random and systematic error present in the data from the low uncertainty

in the intercept and gradient.

There appears to be a slight drift in the data away from the line of best fit

in Figure 5.5 at Iscn values less than 0.65. This drift may be a result of less

data in the low APE value range used to derive the model. When comparing

the data subset (Figure 5.3) with the annual dataset (Figure 5.2), in the data

subset there are less data at low APE values in particular. The reduction may

not only be responsible for the slightly lower R2 value for the subset f(φ) fit,

but also increased uncertainty and therefore more likely natural fluctuation in

the spread of data in Figure 5.5 at lower APE values.
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Figure 5.5: Validation of f(φ) for August 2012–December 2012

5.3.2 Comparison with existing functions

This section of the analysis compares the predictive accuracy of the derived

APE function to that of f(AMa) and f(AMa, Kt). The same methods of anal-

ysis are used — absolute predictive accuracy and time series analysis.

Existing functions: Air mass and clearness index

Model coefficients for the AMa and AMa-Kt spectral correction functions, which

were introduced in Chapter 2, have been derived from the same NREL data

used to derive f(φ). Figure 5.6 shows the plots for each of these functions.

Comparison between the SCFs

The R2 values show that the correlation is strongest for the f(φ) SCF compared

with the f(AMa) and f(AMa, Kt) SCFs. In terms of the predictions of Iscn

made by these models, the correlations between the predicted and calculated
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(a)

(b)

Figure 5.6: f(AMa) and f(AMa, Kt) for January 2013–August 2013.

131



5.3. MODEL VALIDATION AND DISCUSSION

(a)

(b)

Figure 5.7: Validation of f(AMa) and f(AMa, Kt) for August 2012–December
2012.

values of Iscn using both f(AMa) and f(AMa, Kt) are plotted in Figures 5.7a

and 5.7b, respectively. The weakness of the AMa-Iscn correlation in Figure 5.6a

translates into a weaker predictive power of the AMa function in Figure 5.7a.

The AMa-Kt function offers a more reliable prediction of Iscn than the AMa

function, evident from the reduced spread in data, but there is still significant

variability in the prediction when compared to the spread of data in the APE

function in Figure 5.3. Although the proportion of explained variation in Iscn

increases by around 5% (82% to 87%) for f(φ) compared with f(AMa, Kt),
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Correlation Statistic
r R2 MAE

Iscn,meas(AMa) 0.874 0.765 0.024
Iscn,meas(AMa, Kt) 0.898 0.806 0.022

Iscn,meas(φ) 0.969 0.940 0.014

Table 5.2: Fit statistics for the AMa, Kt, and φ spectral correction functions
absolute predictive accuracy test.

SCF

f(AMa) f(AMa, Kt) f(φ)
Matching (%) 77 81 94

Table 5.3: Degree of matching, as indicated by the R2 value, between the
measured and predicted values of Iscn for each of the proposed APE function
and two traditional functions, f(AMa) and f(AMa, Kt).

this improvement translates into a larger improvement in prediction accuracy

of almost 15% as indicated by the MAE. This highlights the importance of using

multiple metrics in the model validation as improvements in model fitting (R2)

do not always linearly translate to better predictive accuracy on individual data

points (MAE). Nevertheless, the overall improvements in both R2 and MAE

show the ability of f(φ) to incorporate not only the effects of cloud cover and air

mass on the spectrum, and therefore PV performance, but also additional effects

from other atmospheric parameters. A comparison of all of the fit statistics for

each of the functions is presented in Table 5.2.

In terms of the time series analysis, the measured and calculated normalised

short-circuit currents are plotted against time for f(AMa) and f(AMa, Kt)

in Figures 5.8 and 5.9, respectively. The time series analysis shows that all

three functions are capable of capturing the overall seasonal trend in Iscn from

August to December, where Iscn exhibits a continual decrease in magnitude

and increase in variability. However, f(φ) has a significantly greater predictive

accuracy, compared to f(AMa) and f(AMa, Kt), across the full duration of

the investigation. The degree of matching between each of the three SCFs is

summarised quantitatively in Table 5.3.
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Figure 5.8: Time series validation of f(AMa) for August 2012–December 2012

Figure 5.9: Time series validation of f(AMa, Kt) for August 2012–December
2012
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Deviations of the predicted from the measured values for all three functions tend

to be underestimates, which was expected following the gradients generated in

the absolute predictive accuracy analysis being > 1. However, the deviations

in the case of f(AMa) are visibly greater than those for f(φ). Furthermore,

the temporal resolution at which f(φ) is able to capture the variations in Iscn

is far beyond that of f(AMa). The ability of f(φ) to model fluctuations at

a 15-minute time resolution, which is the limit of the measured data in this

study, means that the applicability of the function is greatly enhanced. The

reason for this improved modelling at shorter time intervals is down to the

APE’s higher sensitivity to changes in the spectrum. Changes in air mass are

driven only by the sun’s position in the sky, which changes slowly, therefore

high frequency changes in the spectrum resulting from high frequency changes

in the sky conditions and atmospheric composition cannot be captured by using

changes in the air mass as a proxy. Furthermore, an APE value can be derived

from a spectrum, measured at any time, almost instantaneously.

This point regarding the temporal resolution at which the different functions

can capture changes in the spectrum also relates to the fact that although

f(AMa) and f(AMa, Kt) are able to capture situations where Iscn < 1 in the

winter months, they are incapable of doing so in the summer months. This is

in contrast to f(φ) , which captures both Iscn < 1 and Iscn > 1 throughout

the year. The reason for this difference lies in the factors affecting the spec-

trum in different months. The shift in Iscn to lower values over the course of

the year is primarily a result of the changing solar elevation, which is lower in

winter months. Therefore, air mass exhibits a dominant role in the long-term

seasonal variation in the spectrum, hence AMa-based models are capable of

accurately modelling this variation. On the other hand, high frequency dips in

Iscn in the summer months are not driven by changes in air mass, but rather

atmospheric composition. For example, changes in atmospheric turbidities and

the distributions of different gases such as ozone and sulphur dioxide. There-
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fore, instantaneous characterisation of the spectrum to determine the spectral

influence on PV performance using f(φ) is more accurate both in the short and

long term.

In terms of how each individual function compares to the others for different

ranges of Iscn, it can be seen that f(AMa, Kt) offers an improved prediction

compared to f(AMa), in particular in terms of its ability to predict Iscn values

greater than 1. This is as expected for aSi modules since such modules tend to

operate more efficiently in cloudier conditions, the effects of which are modelled

more accurately in f(AMa, Kt) than f(AMa) due to the inclusion of the clear-

ness index parameter. However, f(φ) still outperforms f(AMa, Kt), generating

either a similar or better forecast of Iscn. The most notable improvements that

are achieved by f(φ) over f(AMa, Kt) are for Iscn values less than 1. This

indicates that although Kt can improve the prediction accuracy of f(AMa) by

incorporating the effects of cloud cover, hence for Iscn > 1, the APE function

is able to account not only for the effects of air mass and cloud cover, but also

the effects of other parameters omitted by the AMa-Kt function, which also

impact the spectrum.

Finally, whether the high predictive accuracy of f(φ) is maintained for other

PV technologies is yet to be tested. Questions have been raised in the literature

about the uncertainty in the φ as an index of the spectrum due to the absence

of a bijective relationship between the two [175]. Therefore, it is necessary

to validate the proposed methodology for other PV technologies, in particular

those with a wider spectral response range than aSi. Crystalline silicon (c-Si)

PV would be a good starting point as this technology maintains a response at

longer wavelengths than aSi. In addition, c-Si has dominated the PV market

in recent years, in particular for residential rooftop applications [315, 316].
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5.4 Analysis summary

The proposed methodology for analysing the spectral influence on PV perfor-

mance has been used to derive an APE spectral correction function from eight

months of empirical data measured in Golden, Colorado. The derived function

has been validated using the remaining four months of data from the year to

compare the predicted and calculated values of Iscn, and to compare its per-

formance to that of the traditional air mass model and a modified air mass

model that includes the effects of cloud cover. Up to 30% absolute percent-

age improvement in predictive accuracy can be achieved through the use of

the derived APE function, which improves on traditional models both in terms

of absolute prediction accuracy and the temporal resolution at which accurate

predictions are achieved. These improvements have been quantified using a

range of statistical parameters, namely the Pearson’s correlation coefficient (r),

coefficient of determination (R2), and the mean absolute error (MAE). In all

statistical tests, the APE function outperforms the air mass-based functions by

a significant margin.

5.5 Conclusion

PV performance modelling is essential for the success of PV systems. Tra-

ditional approaches to account for the spectral influence on PV performance

and predictions thereof have been dominated by the use of proxy variables, in

particular the air mass parameter. The majority of such functions suffer from

increased uncertainty due to their limited scope of inclusion of factors that

affect the solar spectral distribution.

The APE is shown in this work to be a single parameter capable of accurately

characterising spectral distributions for effective use in computing the effect
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of the spectrum on PV performance. The spectral correction methodology

presented in this chapter, which is validated using an aSi PV module deployed

in Golden, Colorado, shows significant improvements in prediction accuracy and

forecasting time resolution when compared to two air mass-based approaches.

The greatest improvement is found with respect to f(AMa), but even after the

inclusion of the clearness index in f(AMa) to account for the spectral effects of

cloud cover, f(φ) still more accurately models Iscn for values both greater than

and less than unity.

Although aSi performance is most susceptible to spectral changes, further work

is still required to validate the proposed methodology for a range of PV tech-

nologies. Finally, validation of the model in different climatic regions is neces-

sary to test the worldwide generalisability of the proposed methodology. These

aspects of the project are investigated in the forthcoming chapters.
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Chapter 6

Combined APE and spectral

band SCF

6.1 Introduction

The f(φ) model is shown in Chapter 5 to reduce the mean absolute prediction

error by almost 50% with respect to f(AMa) and almost 40% with respect

to f(AMa, Kt). However, the proposed model is only validated for a single

amorphous silicon PV device and therefore it is necessary for future work to

validate the model with different types of PV technology.

Another limitation of f(φ) presented in Chapter 5, as well as previous APE-

PV studies [169, 170, 171, 172, 203, 310, 317], centres on the uniqueness of the

APE parameter in terms of its ability to represent solar spectra. It is explained

in Chapter 2 how dips in spectral irradiance in one particular waveband may

be countered by increases in irradiance in another waveband, leading to two

differently shaped spectra but the same average photon energy. Although some

studies argue that the APE is a unique representation of the solar spectrum

based on statistical analysis [168] and outdoor field measurements, for example
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across multiple sitesin Japan [318], other research has argued otherwise [319,

320, 175]. For example, Nofuentes et al. [175] analyse the coefficient of variation

of the APE parameter, rather than the standard deviation as used in Ref. [168],

and find that APE values used to represent the spectrum have an uncertainty of

over 3% between 450–900 nm, and 5–11% outside of this range. They conclude

that the APE is not a bijective index and cannot be used reliably for spectral

analysis. Since the model presented in the previous chapter only demonstrates

the proposed methodology for aSi PV devices, which have a spectral response

range below 900 nm, the bijectivity issue highlighted in [175] may not have

been a problem. Two research gaps in the existing literature are clear:

1. The use of the APE parameter to derive an SCF for PV devices with

wider spectral responses.

2. Uncertainty in the APE parameter when analysing spectral effects on PV

devices, in particular those with wider spectral responses.

Ishii et al. [11] show that the primary driver for changes in the shape of spectra

that maintain the same APE are negatively correlated depths of water absorp-

tion bands (εw) and atmospheric windows (εa), hereinafter collectively referred

to as “spectral bands”, or ε. It is suggested that a solar spectral distribution

may therefore be characterised uniquely for all wavelengths with both the APE

and an additional index, namely the depth of one such spectral band.

In this chapter, an SCF based on the APE parameter is derived and validated

for a range of different PV technologies, including those with a spectral response

beyond 900 nm. Based on an analysis of the uncertainty in the single-variable

APE SCF, an advanced model based on both the APE and the depth of a

spectral band is proposed to address the uncertainty in f(φ) caused by the

uncertainty in the φ. The new model is developed and validated using em-

pirical data for three PV technologies — multicrystalline, cadmium telluride,
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Figure 6.1: Structure of Chapter 6.

and triple-junction amorphous silicon. The combined φ-ε model addresses the

bijectivity issue of the APE parameter whilst still retaining the higher accuracy

achieved through the use of direct representation of the spectrum rather than

the traditional proxy representation. As part of the model validation, the pre-

dictive accuracy of the proposed model is compared to that of the APE spectral

correction and a proxy-variable function. New model coefficients are derived

for the latter, which represent an additional contribution of this work to the

literature. The overall structure of this chapter is summarised in Figure 6.1.

6.2 Analysis framework

Figure 6.2 is a flow chart illustrating the research framework and overall pro-

cesses undertaken to achieve the main aims of this study, which are to validate

the f(φ) SCF for different PV technologies, and develop and validate a new

SCF based on two spectral indices — the average photon energy (φ) and the

depth of a water absorption band (ε).

The first stage of the work is to derive the f(φ) model coefficients for three

PV technologies not previously examined in the literature. Then, based on an

analysis of the uncertainty in the f(φ) correlation for these technologies, and

published spectral irradiance analysis, four spectral bands are determined as
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potential candidates for ε in the proposed f(φ, ε) spectral correction model.

An iterative algorithm is used to fit different surface functions to a correlation

of Iscn=f(φ, ε), for each ε band and for each device under test (DUT). In this

stage, the optimal fitting function is determined for each ε band, for each DUT.

The best fitting function for each ε band is then used to make predictions of

Iscn, which are compared with measurement-derived values of Iscn, to deter-

mine the optimal ε band for each DUT. This leads to a final model of f(φ, ε)

with the optimal ε band and functional form. The final f(φ, ε) SCF for each

DUT is then validated through a comparison of its fitting and Iscn prediction

accuracy with those of existing SCFs, namely f(φ), and f(AMa,W ). For each

Figure 6.2: Outline of the research framework.

spectral band used in the new model, the surface functions fitted to the data

are ranked according to their Bayesion and Akaike Information Criterion (BIC,
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AIC) scores to determine the best fit function for each spectral band. The BIC

and AIC yield a rating that balances accuracy and complexity of the model

[321], although the BIC involves a greater penalty for increased complexity due

to the higher weighting of the term for the number of model parameters. The

coefficient of determination, R2, is calculated for the best fit surface function

for each spectral band to enable a comparison of fitting accuracy between the

models. A higher R2 indicates that the surface function explains more of the

variation in the dependent variable. However, a higher R2 value does not nec-

essarily mean a better prediction model as there is always a risk of overfitting

to the data used to develop the model [322, 323]. Therefore, in the validation

stage, the optimal parameterisation, according to the BIC/AIC scores, for all

four spectral bands is used to predict values of Iscn.

The prediction accuracies of the models based on different spectral bands are

then compared to determine the optimal ε band. In addition, comparing this

ε-band optimisation result to the ε band ranking according to the R2 values

will give an indication of whether any overfitting exists in the model parame-

terisation.

The prediction accuracy of f(φ, ε), using the optimal φ band and functional

form, is then compared to the accuracy of existing SCFs, namely f(φ) and

f(AMa,W ) to test whether there is any benefit of using the new model. Finally,

the sensitivity of the prediction accuracy to the functional form of f(φ, ε) is

then analysed to determine the flexibility of the model for different use cases

that could impose varying levels of computational resources or requirements.

6.3 Spectral dependence of PV performance

In this section, the spectral response and how this influences the performance

of each device under test (DUT) is discussed. The spectral response curves
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Figure 6.3: Normalised spectral response (SR) of the three PV technologies
investigated in this study. Behind the spectral response curves is the spectral
irradiance (SI) for the AM1.5 reference spectrum, normalised between 280 and
1200 nm. SR data are sourced from Ref. [13] (mSi and CdTe) and Ref. [14]
(aSi-T)

of the DUTs in this study are presented in Figure 6.3. CdTe has the narrow-

est spectral response and exhibits sharp cut off wavelength at around 900 nm,

which corresponds to its band gap of around 1.5 eV [324]. The wide band gap

(narrow spectral response range) results in a relatively strong spectral depen-

dence of CdTe performance as CdTe PV devices can only utilise a relatively

small proportion of the available spectral irradiance. The other two devices —

aSi-T and mSi — all have much broader spectral response ranges. For the mSi

device, this results in a reduced spectral dependence. However, this is not the

case with aSi-T, which is a triple-junction device. In a multijunction device,

the spectral responses of each junction are combined to provide a wider overall

spectral response range for the device. However, the construction of multijunc-

tion devices is such that the junctions may be considered as cells connected

in series. Therefore, the current flowing through each junction must be equal,

which limits the overall device current to that of the least productive junction.
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Figure 6.4: Annual variation in monthly mean Iscn for the three DUTs — aSi-
T, CdTe, and mSi.

Therefore, multijunction devices exhibit a strong spectral dependence [174, 190]

due to the particular spectral response characteristics of the individual subcells

(junctions).

To understand the spectral response behaviour of the DUTs quantitatively in

the field, Figure 6.4 shows the annual variation of Iscn for the devices. Iscn is

an indicator of the purely spectral influence on the short-circuit current of a

PV module, as defined in Section 2.5.2. Values of Iscn > 1 indicates higher

performance under the prevailing spectrum with respect to the performance

under the reference conditions, Iscn < 1 indicates decreased performance, while

Iscn = 1 indicates there is no difference between the performance under the

prevailing spectrum and under reference conditions.

As expected, the performances of the wider band gap (CdTe) and multijunction

(aSi-T) devices have a stronger spectral dependence than the narrower band

gap single-junction device (mSi). With respect to RTC (where Iscn = 1), the

monthly mean variations plotted in Figure 6.4 show variation of up to −9%,

+6% for aSi-T, −5%, +1% for CdTe, and −2%, +0% for mSi. The maximum
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observed variations on the 15-minute-averaged timescale of the original dataset

are −40% to +20% for aSi-T, −20% to +10% for CdTe, and around ±5% for

mSi. It is important to note that Iscn for the aSi-T device may be influenced

by non-spectral effects that are not accounted for in the normalisation process.

In the summer in particular, thermal annealing of the device may lead to an

increase in efficiency [325, 326], which could in part be responsible for the

significant rise in Iscn, in particular when compared with the mSi and CdTe

devices.

Variation in Iscn for all three devices follow a seasonal sinusoidal pattern over

the year. The reduction in Iscn in the winter months may be attributed to an

average drop in the solar elevation during this time of the year. The resultant

increase in solar air mass shifts the solar spectrum to longer wavelengths on

average, which results in a reduction in the efficiency, especially for the CdTe

and aSi-T devices. This change in the solar spectrum is also indicated by a

drop in the average photon energy at the same time, which is shown in Figure

3.17b.

6.4 APE spectral correction

In this section, the coefficients of f(φ) are derived for each of the three DUTs,

which expands on Ref. [180]. An analysis of the uncertainty in f(φ), in addition

to a review of existing studies, informs the selection of the spectral band used

for ε in the main analysis of this study where a new SCF based on the APE

and ε is presented.
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6.4.1 APE spectral correction

Based on the discussion in Section 6.3, the correlation between Iscn and φ for the

mSi device would be expected to be weak compared to the same correlations

for the aSi-T and CdTe devices. This estimation is borne out in the results

shown in Figure 6.5c. The coefficients of determination, R2, for each of the fits

are listed in Table 6.1.

DUT R2

aSi-T 0.90
CdTe 0.54
mSi 0.10

Table 6.1: R2 values for the fourth order polynomial fits of Iscn = f(φ) for each
DUT.

All three devices show an increase in efficiency with the average photon energy,

although the rate of increase is greatest for the aSi-T and CdTe modules. For

the CdTe module, which has a relatively wide band gap, the blue-shifted spectra

(higher APE) contain a larger proportion of photons with sufficient energy to

generate a photocurrent. For the aSi-T module, a similar principle applies but

in this case it is the top junction (wide band gap) out of the module that is

engaged more effectively in the overall current generation by the blue-shifted

spectra. Generally speaking for both the CdTe and aSi-T modules, the active

region for these thin-film technologies is typically within the first micrometer

of the cell (top-cell in the aSi-T case). This improves their spectral response to

shorter-wavelength irradiation as irradiance in the blue-visible range is typically

absorbed within 0.1–1 µm of cell depth [327]. Although the mSi data also show

an increase in Iscn with APE, the correlation is weak and the fit is unreliable

as evidenced by the extremely low R2. The increased uncertainty in the mSi fit

may be attributed in part to the wider and flatter spectral response range of the

module, which means that the device performance has a greater dependence on

APE values that have a higher uncertainty.
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(a) Iscn = f(φ) SCF for the aSi-T de-
vice. The coefficient of determination,
R2 is high, at around 0.90.

(b) Iscn = f(φ) SCF for the CdTe de-
vice. The coefficient of determination,
R2 is medium-high, at around 0.54.

(c) Iscn = f(φ) SCF for the mSi de-
vice. The R2 value is low, at around
0.1.

Figure 6.5: Comparison of measured and predicted values for the three PV
devices.

The aSi-T data show the least variability of the three PV devices, with the

tightest correlation and highest R2. However, one notable feature across all

devices is that in the range of approximately 1.85eV ≤ φ ≤ 1.90eV there is

a larger spread in Iscn relative to the variation in φ, when compared to other

values of φ. In this φ range, the same or similar values of φ yield different

values of Iscn. This means that spectra resulting in different levels of PV per-

formance possess APE values that are insufficiently different to represent the

change in Iscn to which they lead. This observation substantiates previous work

that argues the APE index is incapable of uniquely representing solar spectral
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distributions [175, 320]. Improvement in the reliability and prediction accuracy

of f(φ) is likely to be achieved through attributing the different Iscn values

to unique value(s) representing the spectrum. Previous research has identified

variation in atmospheric water vapour to be the driver of uncertainty in the

APE value [175, 11]. Several studies have also found that atmospheric water

vapour has a significant impact on the performance of solar panels, in part

through its effect on the solar spectrum [328, 65]. These studies find a high

variation in PV output due to variable atmospheric precipitable water content

levels, in particular for CdTe modules. Guechi et al. [329] find that the short-

circuit current of a CdTe module can vary by over 3% as a result of variation

in W from 0.5 to 4.0 cm, while a hydrogenated silicon device is found to vary

by less than 2.5%. Passow et al. [129] report a more significant variation in

CdTe performance of −4% to +5% when W ranges between 0.5–5.0 cm.

Four 20 nm-wide wavebands centred about 660 nm, 720 nm, 815 nm, and 940

nm, which are identified in [330, 329], are used as the positions of water absorp-

tion bands in the subsequent analysis. Through comparing the SCFs derived

from multiple wavebands, it is possible to determine whether the uncertainty

around 1.85eV ≤ φ ≤ 1.90eV can be resolved through the inclusion of a water

absorption band in the f(φ) SCF — f(φ, ε).

In this section, model coefficients for f(φ) have been derived for the three

PV technologies investigated in this study — aSi-T, CdTe, and mSi. f(φ)

coefficients for these three PV types have not previously been published in the

literature. Furthermore, analysis of the uncertainty in f(φ) for each of these

three devices, in addition to a review of existing literature, has helped identify

four spectral bands as candidates for ε in the f(φ, ε) SCF. The following section

presents the new model, f(φ, ε), which addresses the uniqueness issue of the

APE parameter that is responsible for the high degree of uncertainty in f(φ).
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Device Coefficient

a0 a1 a2 a3 a4
aSi-T -2681.4825 5873.6537 -4828.0300 1764.8774 -241.9810
CdTe -1745.5747 3752.4391 -3022.5415 1081.5722 -145.0411
mSi -1469.6501 3139.0754 -2511.0929 892.1727 -118.78122

Table 6.2: Fourth order polynomial coefficients for f(φ) for each PV device.
The fits to which these values refer are shown in Figures 6.5a, 6.5b, and 6.5c
for the aSi-T, CdTe, and mSi devices, respectively.

6.5 APE-ε spectral correction

In this section, an additional index is added to the APE spectral correction,

f(φ). The index is the depth of a water absorption band, ε, which is calculated

as the area beneath the spectral irradiance curve within the wavelength range

of the specified waveband. The purpose of this additional index is to help dis-

tinguish observations that have similar APE values but different values of Iscn,

in particular in the range of 1.85eV ≤ φ ≤ 1.90eV where this phenomenon is

prevalent. Based on the analysis in Section 6.4.1, the following four wavebands

are used: 650–670 nm, 710–730 nm, 810–830 nm, and 930–950 nm. For each

combination φ-ε, the optimal surface fitting function is determined for further

analysis.

6.5.1 Parameterisation of the Iscn-φ-ε correlation

For each waveband, the 22 default surface fitting functions available in Origin-

Lab [331] were fit to the data. Typically, around eight fits converged for each

waveband. The highest ranking fit for each waveband, according to the BIC

and AIC values, was selected for further analysis. These fits for each wave-

band are summarised in Tables 6.3, 6.4, and 6.5 for the aSi-T, CdTe, and mSi

modules, respectively. The extent to which each surface function explains the

variability in Iscn is characterised by the coefficient of determination, R2, the

150



6.5. APE-ε SPECTRAL CORRECTION

values of which are also included in the aforementioned tables.

ε R2 Function

650–670 0.915 LogNormal2D
710–730 0.913 ExtremeCum
810–830 0.912 ExtremeCum
930–950 0.913 ExtremeCum

Table 6.3: R2 values for the highest ranking surface fit to the data for each of
the four wavebands tested for the aSi-T device.

ε R2 Function

650–670 0.584 Poly2D
710–730 0.604 RationalTaylor
810–830 0.571 Parabola2D
930–950 0.596 DoseResp2D

Table 6.4: R2 values for the highest ranking surface fit to the data for each of
the four wavebands tested for the CdTe device.

ε R2 Function

650–670 0.295 RationalTaylor
710–730 0.242 ExtremeCum
810–830 0.237 LogNormal2D
930–950 0.269 LogNormal2D

Table 6.5: R2 values for the highest ranking surface fit to the data for each of
the four wavebands tested for the mSi device.

For all three devices, an improvement in fitting accuracy is achieved relative

to f(φ) model regardless of the waveband chosen for ε. The improvement in

the SCF achieved through the inclusion of ε is not only apparent in the R2

value, but also visually evident in the correlations plotted for each device in

Figures 6.6a, 6.6b, and 6.6c. In these three graphs, the correlations using the

650–670 nm spectral band are presented as an example, although the described

effect is present for all spectral bands. The grouping of observations around the

1.85eV ≤ φ ≤ 1.90eV range for all PV devices, which was discussed in Section

6.4.1, is spread out into the third dimension created by the additional index.

As a result, different values of Iscn that were originally attributed to the same
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(a) Iscn = f(φ, ε) for the aSi-T device,
where ε is set as the 650–670 nm band.

(b) Iscn = f(φ, ε) for the CdTe device,
where ε is set as the 650–670 nm band.

(c) Iscn = f(φ, ε) for the mSi device, where
ε is set as the 650–670 nm band.

Figure 6.6: f(φ, ε) SCF for the three PV devices, where ε is calculated for the
650–670 nm band.

or similar values of APE are now attributed to unique combinations of APE

and ε.

For the aSi-T device, the improvement in R2 (Table 6.1 vs. 6.3) is relatively

small (<0.02) and the fitting accuracy of all wavebands is similar. In contrast,

the differences between the R2 values for the different wavebands is more dis-

tinct for the CdTe device, as shown in Table 6.4. The range in R2 is around

0.04 (0.56 < R2 < 0.60), which is greater than the range for the aSi-T device.

This may be due to the higher susceptibility of CdTe performance to changes in

atmospheric water vapour content, hence f(φ, ε) could be more sensitive to the

water absorption band (ε) selection. Furthermore, the relative improvement of
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the spectral correction function through the inclusion of the additional index

is higher for CdTe than for the aSi-T device. Comparing f(φ) for both devices

(Figures 6.5a and 6.5b), the variation in Iscn for similar values of APE is sig-

nificantly greater for the CdTe module than for the aSi-T device, in particular

between 1.85eV ≤ φ ≤ 1.90eV. This was to be expected given the wider spec-

tral response of the CdTe module, compared with a single-junction aSi module

(discussed in [180]), and the issues discussed earlier regarding the uncertainty

in APE values for analysing spectra at longer wavelengths. Therefore, the

inclusion of an additional index that helps to distinguish between different per-

formance observations that are matched to the same APE would be expected

to benefit the CdTe model more than than the aSi-T model.

For the mSi module, the variation in Iscn about the 1.85–1.90 eV band reaches

up to around ±10%, which is even greater than that of the CdTe module.

Hence, it would be expected that the attribution of these different performance

observations to uniquely characterised spectra, as opposed to similarly char-

acterised spectra as in Figure 6.5c, would increase the model accuracy signifi-

cantly. The additional index increases the value of R2 for the spectral correction

function by around 300% (a factor of three). All R2 values for the mSi module

are significantly lower than those resulting from the fits for the other PV de-

vices, but this is to be expected given that the mSi device has a flatter spectral

response (weaker spectral dependence of performance) and a higher spectral

response within the wavelength range (longer wavelengths) where the APE has

a higher characterisation uncertainty, compared with the aSi-T and CdTe mod-

ules, as discussed earlier. What is more important than the absolute value of

the R2 coefficient is its relative increase through the inclusion of an additional

index in the spectral correction model, which shows degree to which this index

mitigates the uncertainty issue of APE.

The variation in the highest ranking spectral band for each device, according
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to the R2, means that no single spectral band can be declared optimal for all

devices at this stage of the analysis. The 650–670 nm ranks highest for the

aSi-T and mSi devices, although by only a small margin for the former. For the

CdTe module, the 650–670 nm band ranks third highest. Moreover, R2 is only

an indicator of how well the surface function fits to the plotted data points, but

provides no information on whether the resulting model is a good predictor of

the dependent variable when supplied with an arbitrary set of data as an input.

A high R2 value could result from overfitting to the model development dataset

and the derived model may not provide accurate predictions when supplied

with new data. Therefore, in the following section, the predictive accuracies of

the SCFs derived for all four ε bands are analysed.

In this section, the optimal parameterisation of the 3D correlations for each

combination of φ-Iw has been determined by ranking different models according

to their information criteria. In addition, the R2 values for each surface fit

provide a general indicator of fitting accuracy and show an improvement of

f(φ, ε) relative to f(φ). In the following section, the optimal waveband, ε, is

determined.

6.5.2 Optimisation of ε

The highest ranking parameterisations for each ε band are used to predict

Iscn values for each DUT using a new dataset, which is the validation dataset

described in Section 3.3.2. A simple calculation of the annual Mean Absolute

Error (MAE) is used here to compare the prediction accuracies of each SCF for

each PV device. First, as an overall indication of accuracy, the annual mean

MAE is examined. A more detailed analysis of the MAE on different timescales

throughout the year is presented in the Section 6.6.1, where the proposed SCF

is validated.
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Device ε MAE

aSi-T

650–670 0.0134
710–730 0.0156
810–830 0.0134
930–950 0.0134

CdTe

650–670 0.0149
710–730 0.0149
810–830 0.0152
930–950 0.0150

mSi

650–670 0.0101
710–730 0.0107
810–830 0.0107
930–950 0.0106

Table 6.6: MAE values calculated from predictions of Iscn that result from using
different spectral bands in the f(φ, ε) SCF.

Table 6.6 shows the MAE values calculated using the best fit function, as identi-

fied in Section 6.5.1, for the aSi-T, CdTe, and mSi devices. The results in Table

6.6 show that the wavebands that yielded SCFs with the highest R2 value do

not necessarily result in the lowest MAE. This may be a sign of overfitting

in some of the models. The 650–670 nm waveband consistently results in the

lowest MAE for each of the DUTs. However, for aSi-T device, the 810–830 and

930–950 wavebands result in the same MAE as the 650–670 waveband. For the

CdTe device, the 710–730 waveband results in the same MAE as the 650–670

waveband. Despite these similarities, given that the 650–670 waveband is the

most consistent across all three devices, the 650–670 band is considered to be

the best choice for further analysis.

The fact that the same waveband gives the lowest prediction error for all three

devices suggests that the optimum band selection to characterise the solar spec-

trum may depend on a fundamental property of the spectrum rather than a

device-specific response to the spectrum. None of the three panels have any

particular spectral response characteristics between 650–670 nm. Taking the

CdTe device as an example, Figure 2.18 shows that its peak spectral response
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is at around 900 nm. therefore, one may have expected that a water absorption

band closer to this peak response wavelength, such as 930–950 nm, would have

been a better choice for ε. Although the waveband 930–950 nm generates a

relatively low MAE, it ranks third highest out of the four wavebands. This

may indicate that the optimal waveband selection is a particular characteristic

of the spectral distribution rather than a device-dependent parameter.

This section has optimised the band selection for ε in the final f(φ, ε) SCF.

The 650–670 nm has been concluded to be the optimal waveband for each of

the three PV devices and will be used in the final validation of f(φ, ε) in the

following section.

6.6 Validation of the APE-ε SCF

The prediction accuracy of the highest ranking surface fits for each PV device

are tested in this section in order to validate each model. Following on from the

analysis in the previous sections, ε is set as 650–670 nm. The prediction accu-

racy of the proposed model is determined by comparing values of Iscn predicted

by f(φ, ε), Iscn,f(φ), with values of Iscn derived from measured data, Iscn,meas.

The prediction accuracy of the proposed model is then compared to that of

the single-variable APE spectral correction and a traditional proxy-variable

approach based on air mass and atmospheric precipitable water content.

6.6.1 Time series analysis

In this section, the temporal trends in the prediction accuracy and associated

uncertainty of the proposed model is analysed. Figures 6.7a, 6.7b, and 6.7c

show time series plots of Iscn,calc and Iscn,meas for the aSi-T, CdTe, and mSi

devices, respectively. For these figures, Iscn,calc is calculated using f(φ, ε) and

156



6.6. VALIDATION OF THE APE-ε SCF

is hence denoted Iscn,f(φ,ε).

(a) Comparison of the measured and
predicted values of Iscn (using f(φ, ε))
as a function of time for the aSi-T de-
vice.

(b) Comparison of the measured and
predicted values of Iscn (using f(φ, ε))
as a function of time for the CdTe de-
vice.

(c) Comparison of the measured and
predicted values of Iscn (using f(φ, ε))
as a function of time for the mSi de-
vice.

Figure 6.7: Comparison of measured and predicted values for the three PV
devices.

The seasonal variation in Iscn,meas for the aSi-T and CdTe devices, identified in

Section 6.3 is predicted accurately by the proposed model. The mean absolute

errors (MAEs) for the winter months of October–February, during which time

this drop in efficiency occurs, are 0.00967 and 0.01262 for the aSi-T and CdTe

modules, respectively. Iscn,meas for the mSi module exhibits a weaker seasonal

trend, but this is still captured in the predictions by the model, which yields

an MAE of 0.00936.
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In addition to being able to model the long-term seasonal shift in efficiency

due to the spectrum, high frequency changes in Iscn,meas are also modelled

accurately. In particular for the aSi-T device, high frequency fluctuations in

Iscn,meas above and below unity are captured by the model. The same is true

for the mSi and CdTe devices, albeit to a lesser degree for the extreme values

of Iscn,meas.

The prediction error increases for all three devices in the summer months.

Whereas the model predicts a relatively stable efficiency in these months with

only minor variations O(3 %), in reality Iscn,meas exhibits variation O(10 %).

Figures 6.8a, 6.8b, and 6.8c show the MAE for each 15-minute measurement

and prediction, and the mean monthly MAE. Prediction errors in the summer

months are the dominant contributor to the annual MAE values, which are

0.01018, 0.01343, and 0.01495 for the mSi, aSi, and CdTe devices, respectively.

One cause of this may lie in the methodology used for the normalisation of Isc.

The influence of two factors — irradiance and temperature — were removed

from the measured short-circuit current in the normalisation process, and it was

assumed the resulting difference of I∗sc from the reference current was due to

the influence of the spectrum. In the summer, the relative contribution of the

direct beam component of irradiance is greater, and thus the angle of incidence

(AOI) has a greater effect on module efficiency [220]. However, changes in

efficiency due to the AOI have not been considered because to do so would

require information on the separate components of irradiance rather than just

the global plane of array irradiance. Due to construction work around the

meteorological weather station [6] in the summer of 2013, the measurements

of the separate components of irradiance suffer from a relatively large number

of missing values. Using these data would have impacted the reliability and

accuracy of the derived model. Since the primary aim of this study is to present

a new method to account for the spectral influence on the performance of PV

devices, and demonstrate the relative power of an additional index in the single-

158



6.6. VALIDATION OF THE APE-ε SCF

(a) 15-minute (crosses) and monthly
MAE (line and crosses) values as a
function of time for the aSi-T device.
The annual MAE value is 0.0134

(b) 15-minute (crosses) and monthly
MAE (line and crosses) values as a
function of time for the CdTe device.
The annual MAE value is 0.0149

(c) 15-minute (crosses) and monthly
MAE (line and crosses) values as a
function of time for the mSi device.
The annual MAE value is 0.0101

Figure 6.8: MAE values for the Iscn forecasts of the three PV devices.

variable APE spectral correction method, it was considered more appropriate

to use the larger dataset. The resulting increase in prediction error for the

summer months of 2013 is a systematic error present across all models for each

device and does not impact the final conclusions of the study in terms of the

relative performance of the different models and the parameters they include.

There is another spike in the MAE for all models in the month of April 2013.

This is likely to be a result of increased atmospheric aerosol during this month,

as shown in Figure 3.15.

159



6.6. VALIDATION OF THE APE-ε SCF

6.6.2 Comparison with existing models

In this section, the prediction accuracy of the proposed model, f(φ, ε), is com-

pared with that of the APE model, f(φ), presented in Section 6.4.1, and a

proxy-based alternative — the air mass and precipitable water content model,

f(AMa,W ) [2]. The latter is chosen for two reasons. First, as a proxy variable-

based approach, it offers an insight into how the two methods — spectra– and

proxy-based — compare in terms of accuracy. Second, it is chosen for its simi-

larity in terms of inclusion of the effects of water vapour. The first subsection

introduces the f(AMa,W ) model and presents new coefficients for the model

that have been derived for the aSi-T in this study. The following subsection

compares the predictive accuracies of the different SCFs.

Air mass and precipitable water SCF

The functional form of f(AMa,W ) is presented in Equation 2.30. The coeffi-

cients for the f(AMa,W ) model have only been published for crystalline silicon

and CdTe PV devices [2]. For the purpose of this study, an additional set of

coefficients has been derived for the aSi-T device and these are summarised in

Table 6.7.

b0 b1 b2 b3 b4 b5

aSi-T 0.928 -0.103 -0.0597 0.0939 0.166 0.00656

Table 6.7: f(AMa,W ) model coefficients for the aSi-T PV module.

6.6.3 Performance comparison

Time series plots of the same format as those which were presented in Section

5.3 are presented here for each device, where Iscn,calc = f(AM,W ). Figures

6.9a and 6.9b show that f(AMa,W ) can accurately predict the seasonal shift
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in Iscn for the CdTe and aSi-T devices. However, in the case of mSi device,

although a decrease in Iscn is predicted in the winter months, this decrease is

significantly overestimated. The mSi MAEs for the December, January, and

February are 0.0151, 0.0144, and 0.0154, respectively.

A common observation across all three PV devices is that whereas f(AMa,W )

is capable of modelling higher frequency variations in Iscn than the simple air

mass function, with reference to the results reported in [180], the extreme val-

ues of Iscn are not accurately predicted. Figures 6.9a, 6.9b, and 6.9c show that

although f(AMa,W ) tends to estimate a change in Iscn correctly, the abso-

lute prediction value is typically either an over– or underestimate. The reason

for this may be the fact that W is a relatively simplistic indicator of atmo-

spheric water vapour, without specific reference to its impact on the spectrum.

Therefore, W may not be sufficiently sensitive to changes in the spectrum at

specific wavelengths, caused by the presence of atmospheric water vapour, that

are most significant for PV performance. On the other hand, in the proposed

f(φ, ε) SCF, the focus of ε on a specific water absorption band enables greater

sensitivity to water vapour-induced changes in the spectrum that are the most

influential on PV performance. This notion is supported by the annual values

of MAE for all three devices, which are summarised to three significant figures

in Table 6.8 for f(AMa,W ), f(φ), and f(φ, ε). The proposed model reduces

the MAE generated by f(AMa,W ) by approximately 60% for both the mSi

and aSi-T modules, and by around 20% for the CdTe module.

For all three PV devices, the new model also reduces the prediction error

compared with f(φ), albeit by a smaller margin than the improvements on

f(AMa,W ). Although the absolute value of the reduction in MAE appears

small, the percentage change is around 10% for the mSi and aSi-T devices, and

2% for the CdTe device, which is significant. Although not the main focus of

this study, it is still useful to compare the f(φ) and f(AMa,W ) SCFs. The
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(a) Comparison of the measured and
predicted values of Iscn = f(AM,W )
as a function of time for the aSi-T de-
vice.

(b) Comparison of the measured and
predicted values of Iscn = f(AM,W )
as a function of time for the CdTe de-
vice.

(c) Comparison of the measured and
predicted values of Iscn = f(AM,W )
as a function of time for the mSi de-
vice.

Figure 6.9: Comparison of measured and predicted values for the three PV
devices.

percentage improvements achieved through the inclusion of ε in the SCF for the

aSi-T, CdTe, and mSi modules are around 10%, 2%, and 9%. It is worth bear-

ing in mind that the additional information required for the new model, ε, is

already present in data used to calculate φ. Therefore, there is no information

cost associated with these improvements since no additional data are required.

The only requirement is an extra calculation of the value for ε in the model, but

this is relatively simple and does not add any significant computational cost

to the overall modelling procedure. On the other hand, the parameterisation
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DUT MAE

f(φ) f(AMa,W ) f(φ, ε)
mSi 0.0112 0.0250 0.0102

CdTe 0.0152 0.0187 0.0149
aSi-T 0.0149 0.0224 0.0134

Table 6.8: Annual MAE values for the predictions made by f(AMa,W ) and
f(φ, ε) for each DUT.

of f(φ, ε) is somewhat more complex and if the user is working with a new or

customised DUT, greater computational cost would be incurred to derive the

model coefficients for this multivariable function. However, in the following

section, it is shown that a balance between computational cost and accuracy

can easily be struck. Even without the optimal parameterisation of f(φ, ε),

where a sub-optimal but simpler parameterisation is used instead, significant

improvements in accuracy for all PV devices are still be achieved relative to

existing SCFs.

6.6.4 Balancing model complexity and accuracy

It is clear that the proposed spectral correction based on the average photon en-

ergy and the depth of a water absorption band exceeds the accuracy of existing

spectral corrections significantly. However, the analysis thus far finds that dif-

ferent functional forms of f(φ, ε) offer better information criteria scores for dif-

ferent devices. From a computational complexity perspective, the functions are

relatively simple and can easily be integrated into commercial software or other

PV performance applications. Nevertheless, a simpler expression could save

time for large-scale iterative calculations that may be required when analysing

multiple modelling scenarios. Furthermore, from an end-user application per-

spective, it would be simpler to have a single functional form that only has

device-specific coefficients, rather than a device-specific functional form with

device-specific coefficients. It is also easier and more efficient to record and
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share the model if its form is standardised. In this section, a single functional

form is chosen to demonstrate how a high level of accuracy is still maintained

even if the optimal functional expression, according to the statistical ranking,

is not adopted for f(φ, ε).

The simplest of the functions tested in Section 6.5.1 is the “Poly2D” equation,

which takes the following form [332]:

z = z0 + ax + by + cx2 + dy2 + fxy. (6.1)

In this case, x = φ and y = ε. The model coefficients (z0, a, b, c, d, f) for

each DUT are summarised in Table 6.9. The resulting MAE values for the

comparison between Iscn,calc and Iscn,meas are summarised in Table 6.9.

DUT R2 Model coefficients

z0 a b c d f
aSi-T 0.907 -21.94 22.62 -0.01393 -5.521 1.7341 × 10−4 0.003860
CdTe 0.584 -0.5313 0.7208 0.02232 0.05321 1.629 × 10−4 -0.01445
mSi 0.194 -0.3998 1.101 0.03366 -0.1837 1.493 × 10−4 -0.02046

Table 6.9: Poly2D model coefficients for each DUT to four significant figures.
R2 values for the corresponding surface fitting functions are included to three
significant figures.

The Poly2D model is used to predict values of Iscn in the same way as that

which was presented in Section 6.6.3. The resulting annual MAE values for

each DUT are summarised in Table 6.10

DUT MAE

mSi 0.0101
CdTe 0.0150
aSi-T 0.0140

Table 6.10: Annual MAE values for the predictions made by f(φ, ε) for each
DUT. ε is set as the 650–670 nm spectral band. The model used is described in
Equation 6.1 and the model coefficients for each DUT are summarised in Table
6.9.

164



6.7. CONCLUSION

The results in this section show that the proposed methodology is relatively

flexible in terms of its functional form. It is also clear that the selection of

the optimal functional form is a topic for further exploration to find a balance

between not only model complexity and accuracy, but also usability. The two-

dimensional polynomial function is a simple surface expression and, although

it does not offer the highest level of accuracy possible for f(φ, ε), it can still

be used to derive an SCF for all three DUTs that improves the MAE value

compared with f(φ) and f(AMa,W ). The coefficients of this model have been

presented in Table 6.9.

6.7 Conclusion

For the Golden test site in the USA, changes in spectral irradiance can lead to

variations in PV performance of up to 9%, 5%, and 2% on a monthly average

timescale for the aSi-T, CdTe, and mSi devices, respectively. These values

increase to 40%, 20%, and 5% on a 15-minute average timescale. A single-

variable spectral correction function based on the average photon energy can

account for most of this variation, but suffers from increased uncertainty for

APE values between 1.85 eV and 1.90 eV. In this range of only 0.05 eV (±2.5%),

the same or similar values of APE are correlated with a wide range (±10%) of

Iscn values.

Including an additional parameter in the spectral correction, namely the depth

of a water absorption band (ε) enables an association of the different Iscn values,

which have the same APE value, to unique combinations of APE and ε instead.

This work identifies the 650–670 nm spectral band to be optimal for all three

devices investigated. Improvements in the prediction accuracy (reductions in

the mean absolute error of prediction) of up to 10% are achieved with the

new spectral correction. Furthermore, against a comparable two-variable proxy
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spectral correction, the air mass and precipitable water SCF, improvements in

the prediction accuracy of up to 60% are achieved.

The optimal parameterisation for the model appears to be device-dependent,

but in this work it is shown that a compromise can be made between accuracy

and complexity by adopting a simple and standard expression for the model

for all devices. This expression is a two-dimensional polynomial (Poly2D), the

device-specific coefficients for which are summarised in this study. The MAE

for all three devices is still either the same or better when using the Poly2D

expression rather than the optimal device-specific expression.

This work presents a new spectral correction model that addresses the question

of bijectivity with the APE parameter that is used in some existing spectral

correction methods. The methodology presented in this work has been demon-

strated for three PV devices and the model accuracy has been validated for

all three devices. Its benefits with respect to existing approaches have been

shown and are manifested in particular through reductions in the normalised

short-circuit current prediction error. However, the precise functional form of

the model requires further investigation. Although multiple parameterisations

have been investigated, further work should continue these investigations in

more detail through the use of larger datasets from different climate regions,

different statistical analyses, and a wider range of PV devices. The model co-

efficients in this study are limited by site-specific conditions such as the local

climate, the specific technical characteristics of the PV devices, local measure-

ment site set up, etc. Therefore, the precise coefficients presented in this study

may not be universally applicable. Nevertheless, the standardised comparison

between different SCF methodologies within this study shows that the proposed

methodology — an SCF based on both φ and ε — addresses the shortfalls of

f(φ) and is thus the most accurate. This method should now be validated in

different climate regions, PV devices, and so on.
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Chapter 7

Geographic generalisation

7.1 Introduction

The data used in the previous chapters have been gathered from one test site

in Golden, Colorado, USA. The climate characteristics, including the annual

spectral irradiance variation, of this test site were introduced in Section 3.5.

The spectrum is known to vary significantly based on geographical location

[333]. Even the performance of the most stable PV technology in terms of

spectral response — crystalline silicon — can vary by up to 14% on a weekly

basis due to spectral variation at different sites [52]. In a comparison between

the climates of Eurasia and Western Africa, spectral variation was found to

result in around ±6% variation in PV performance, depending on module type

and location [334].

The unique climate characteristics of different locations may render different

SCF approaches more or less suitable, in particular the proxy-variable SCFs

that rely on a limited number of specific climate parameters. The APE and ad-

vanced APE SCF approaches presented in Chapters 5 and 6 may, in theory, be

more generally applicable to a wider range of climates since the dependent vari-
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Figure 7.1: Structure of Chapter 7.

ables in the model are derived directly from the measured spectrum. However,

uncertainty in the APE parameter resulting from variation in the atmospheric

water vapour may mean that, in different locations where the typical annual

variation in the spectrum is different, the accuracy of APE-based SCFs may

vary. Therefore, it cannot reasonably be assumed that the results presented

in this project for the single location of Go are universally applicable to all

locations around the world.

The purpose of this chapter is to investigate the generalisability of the results

presented in the previous chapters for a secondary location, namely Notting-

ham, United Kingdom (Notts). Since the PV devices used in Go are not avail-

able in the UK, the following subsection compares the available devices to de-

termine whether or not the results from one can be representative of another.

The Go model coefficients (Chapters 5 and 6) are then used to predict Iscn

values for the Notts site to assess whether site-specific model coefficients are

required. In the penultimate section, site-specific model coefficients are derived

and tested using data from the Notts site. Finally, a summary of the results

alongside a discussion of the limitations of the experiment is presented. The

structure of this chapter is summarised in Figure 7.1.
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Notts Go

(10−4) Slope Intercept Slope Intercept

aSi 2.44 -302 102 -592
CdTe 2.50 -321 112 199
mSi 13.0 -384 98.9 -167

Table 7.1: Linear regression results to three significant figures of Isc and Gpoa

for the three PV devices deployed at each of the two locations.

7.2 Device comparison

In this section, the PV devices deployed at the two test sites are compared. Al-

though the semiconductor material is the same (aSi, mSi, CdTe), manufacturing

differences for all three devices can result in differences in the material structure

such as the presence of microcracks [335] and defect trapping states [336], which

all influence the PV device spectral response [337]. Furthermore, the probabil-

ity of defect occurrence also increases with device area [338]. Therefore, given

the differences between the devices in terms of manufacturing, structure, and

surface area, it is likely that properties such as defects, and therefore param-

eters affecting performance such as recombination probability, are also likely

to differ between the devices. However, the significance of these differences is

unknown and it is necessary to investigate whether the devices of the same

semiconductor type (aSi, CdTe, and mSi) are comparable or not.

An ideal comparison would be between the spectral response curves of the

devices. However, SR data is unavailable, hence the outdoor performances are

compared. Figure 7.2 shows the relationship between I∗sc (temperature– and

AOI-normalised short-circuit current) and Gpoa for the aSi, CdTe, and mSi

devices at the Go test site. The linear regression curves plotted on each graph

are compared to Figure 3.13 in Section 3.3.1. The slope and intercept values

from the regression analysis for both sets of graphs are detailed in Table 7.1.

The results in Table 7.1 appear to show that the devices are not comparable,
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(a) (b)

(c)

Figure 7.2: I∗sc plots for the three devices deployed in Go along with a linear
regression curve for each plot. This linear regression curve is used to assess the
comparability between devices of the same semiconductor technology deployed
at the two different test sites in this project.

170



7.3. APPLYING THE GO MODEL IN NOTTS

primarily due to the slopes being different by a factor of around fifty for the

thin film devices and around eight for the mSi device. This would suggest that

the Go SCF coefficients may not be applicable to the UK devices at the UK

test site. This hypothesis is tested in the following section, where the scale of

the error resulting from using the Go coefficients in the UK is calculated.

7.3 Applying the Go model in Notts

The following analysis compares predictions of Iscn made using the Go model

coefficients for each device, and the Iscn values calculated using data measured

at the test site. The purpose of this section is to quantify the scale of the error

resulting from the use of non-local model coefficients. Figure 7.3 presents the

results of the comparison between the Go-calculated Iscn values (Iscn,calc,Go),

and Notts-measured Iscn values (Iscn,meas,Notts).

For the aSi Iscn predictions, there is a strong cut off limit of the predicted Iscn

values at around 1.06 for f(φ). A similar but less distinct cut off is present

for f(φ, ε) with an almost-vertical column spanning 1.05≤ Iscn ≤1.10. This

is likely a result of the fact that the the larger Iscn values that are observed

at the Notts site are beyond the range of the Go models presented in Chap-

ters 5 and 6. The lower measured Iscn values that are a part of this vertical

band are all from the summer period (after May). During this period, the

range of observed φ values is significantly reduced compared with the winter,

as discussed in Section 3.5. This φ range issue may be responsible for this mis-

match between the Iscn values. The inclusion of ε in the model does not resolve

the issue. The reason for this may be the fact that the water vapour scatter-

ing effects, which are encapsulated by ε, are highly location-specific and this

environmental phenomenon may not be uniform across different geographies

[339]. The CdTe device exhibits a similarly weak correlation between Iscn,calc
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Figure 7.3: Relationship between values of Iscn measured in Nottingham and
those calculated using the Go coefficients derived in Chapters 5 and 6 for the
Golden test site. analysis. Results for the three devices — aSi (a, b), mSi (c,
d), and CdTe (e, f) are presented
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and Iscn,meas, although in this case the regression statistics do surpass 0.1 by a

small margin.

Iscn values are predicted more accurately for the mSi module than for the aSi

and CdTe modules. This may be due to there being less variation between mSi

modules at the different test sites. However, the correlation is still weak, with

values of only 0.456 and 0.208 for r and R2, respectively. Furthermore, The Iscn

values predicted by f(φ, ε) do not correlate strongly with the measured values

and the regression statistics — both r and R2 — are below 0.1. This may be

due to the effect described earlier of the geographic variation in atmospheric

water absorption characteristics.

The RMSE and MAE values for all three devices reflect the weak correlations

that have been discussed, exceeding 0.1 in all cases save for the RMSE of the mSi

module. The likely cause of this increased error is the difference between the PV

devices at the two test sites. To investigate whether the climate has any role in

the Iscn prediction accuracy, new site-specific model coefficients are derived and

validated using the Notts data. This removes the effect of using different PV

devices from the analysis. If the trend of improved accuracy achieved by f(φ)

and f(φ, ε) relative to the proxy-variable SCFs discussed earlier in this thesis

is maintained, it may be concluded that the proposed direct-variable approach

is a better method.

7.4 UK site-specific SCF development

New site-specific coefficients for the f(φ) and f(φ, ε) SCFs are presented here.

Tables 6.2 and 7.3 contain the coefficients of the f(φ) and f(φ, ε) regressions in

Figure 7.4. Although in this chapter an adjusted R2 value that accounts for the

number of predictor variables is used to asses the goodness of fit of the SCFs,

no significant difference in the results was found between R2 and R2
adj. The
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a0 a1 a2 a3 a4

aSi -8346.594 17545.011 -13824.461 4839.855 -635.208
CdTe 188847.681 -391623.172 304428.103 -105134.267 13610.063
mSi -10319.554 22105.855 -17741.604 6323.072 -844.328

Table 7.2: Notts site-specific model coefficients for the f(φ) SCF.

z0 a b c d f

aSi 3.933 -3.251 -0.08884 0.8098 −7.225 × 10−4 0.06647
CdTe -25.67 24.175 0.12306 -5.545 −8.198 × 10−5 -0.03676
mSi 20.47 -21.354 -0.06148 5.860 −2.307 × 10−5 0.03139

Table 7.3: Notts site-specific model coefficients for the f(φ, ε) SCF.

dominant metrics for assessing the predictive accuracy of the SCFs remains the

MAE and RMSE.

In all three plots of f(φ) (Figures 7.4a, 7.4c, 7.4e), there is a high degree

of uncertainty in the fitting functions. The R2
adj values for the aSi and CdTe

modules are <0.1, indicating that variation in φ is incapable of explaining much

of the variation in Iscn. Only for the mSi module does the R2
adj value exceed

0.1, but is still extremely low at only 0.168. The primary issue appears to be

for spectral irradiance conditions where the average photon energy lies between

approximately 1.90 eV 1.95 eV. In this small range of φ, there is a large range

of Iscn, which reaches up to around 0.7 in the case of the CdTe module. This

phenomenon of the same φ values resulting in different Iscn values is similar to

that which was observed in Chapter 6. Therefore, it would be expected that

applying the same method proposed in Chapter 6 to minimise this error in the

SCF may help with the UK SCF as well.

The f(φ, ε) SCF for the three PV devices (Figures 7.4 (b), (d), and (f)) do

in fact show a significant improvement in the fitting accuracy and thus the

R2
adj values. Relative to the f(φ) parameterisations, the R2

adj values for the

aSi, mSi, and CdTe modules improve by factors of around 4.2, 1.4, and 12.5,

respectively. The greatest percentage improvement is achieved for the CdTe
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Figure 7.4: Relationship between values of Iscn measured in Nottingham and
those calculated using the coefficients derived in Chapters 5 and 6 for the Golden
test site. Results for the three devices — aSi (a, b), mSi (c, d), and CdTe (e,
f) are presented
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module, and although this may be expected considering its starting R2
adj value

(f(φ)) was the lowest of the three, its improved R2
adj (f(φ, ε)) is also in fact

the highest. Therefore, the inclusion of ε in the SCF for the CdTe module not

only offers a significant improvement in the SCF fitting accuracy, but may be

considered essential for modelling the spectral influence on CdTe PV perfor-

mance in general. The benefits of including ε in the spectral correction model

are apparent from inspection of the Figures 7.4 (b), (d), and (f) for all three

devices as well. The crowding of data points around the 1.90 eV–1.95 eV range

is spread out into the third dimension created by the additional variable. In

this way, different Iscn values that are associated with the same φ value may

now be distinguished through being associated with unique combinations of φ

and ε.

The results presented in this section show that, when using local data from the

Notts test site, the overall fitting accuracy of the SCFs is higher relative to the

case when the Go coefficients are used with the Notts data. The single-variable

APE model offers an extremely weak correlation between Iscn and φ compared

to the Go data, but the trend in improvement resulting from the inclusion of ε

in the module is maintained. In the following section, the prediction accuracies

of the models presented in Figure 7.4 are calculated and analysed.

7.5 UK site-specific SCF validation

In this section, site-specific SCF coefficients (coefficients for the devices de-

ployed at the Notts site) are derived for f(φ) and f(φ, ε) using data measured

at the Notts test site. Validation of the proposed APE-based model in this

project is conducted here in two main parts, the first of which is to compare

the accuracy of predictions of Iscn made using the local SCF and the Go SCF.

The second is to discuss the prediction accuracy in absolute terms, more gen-
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erally. Further validation of the model is conducted in the following section

through a comparison of its performance to a series of proxy-variable SCFs

published in the literature previously.

Panels a–f in Figure 7.5 show the correlation between the measured values

of Iscn and those calculated using the site-specific coefficients calculated in

Section 7.4. Linear regression analysis and a series of statistical parameters are

used to evaluate the strength of the correlation and predictive accuracy of the

SCFs. The results of the regression analysis for each SCF and PV device are

summarised in their respective figures.

The prediction accuracies of the Notts SCFs with site-specific coefficients are

lower than those of the Go SCFs, also using site-specific coefficient, which were

presented in Chapters 5 and 6. The MAE values are several times greater

for the Notts data and the correlation between the predicted and measured

Iscn values is weaker. Nevertheless, phenomena such as the APE bijectivity

issue, and trends such as the mitigation of this issue using the depth of a water

absorption band, which were first observed in the Go analysis, are upheld in

the Notts analysis.

Figure 7.6 shows that the MAE and RMSE values achieved by the site-specific

coefficients are lower than those achieved with non-local coefficients in all 20

cases — for both f(φ) and f(φ, ε) for all three PV panels. The greatest differ-

ence in the MAE and RMSE for f(φ) is for the aSi panel, where reductions of

over 30% are achieved when site-specific coefficients are used. For f(φ, ε), the

greatest improvements in accuracy as is for the CdTe panel, where the MAE is

reduced by 62% and the RMSE is reduced by 52.4%. Albeit slightly smaller,

the error reductions for the mSi device are still significant for both APE SCFs,

with the MAE reductions exceeding 10% and 20%, and the RMSE reductions

exceeding 4% and 12%, for f(φ) and f(φ, ε), respectively. Tables 7.4 and 7.5

summarise the percentage improvements in MAE and RMSE, respectively, for
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Figure 7.5: Relationship between values of Iscn measured in Nottingham and
those calculated using device-specific (Nottingham) coefficients. Results for the
three devices — aSi (a, b), mSi (c, d), and CdTe (e, f) are presented
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(a) (b)

Figure 7.6: MAE (a) and RMSE (b) comparison between predictions made
using Go and Notts SCF coefficients for both APE models (f(φ) and f(φ, ε))
and for all three PV panels (aSi, mSi, CdTe).

f(φ) f(φ, ε)

aSi 34.0 49.8
CdTe 4.73 62.0
mSi 10.5 20.9

Table 7.4: Percentage improvements in the MAE values achieved through using
local (Notts) SCF coefficients for f(φ) and f(φ, ε) compared with the Go model
coefficients. Note that a positive percentage improvement implies a reduction
in the value of MAE.

each PV panel and for both f(φ) and f(φ, ε).

In addition to the consistent error reduction, as measured by the MAE and

RMSE, the results of the linear regression also suggest that the site-specific

coefficients are significantly more suited to the SCF analysis. Whereas in Figure

7.3 the r and R2 values are close to zero, thus indicating that there is only a very

weak correlation between Iscnmeas,Notts and Iscncalc,Go. The use of site-specific

f(φ) f(φ, ε)

aSi 31.4 44.8
CdTe 5.73 52.4
mSi 4.35 12.5

Table 7.5: Percentage improvements in the RMSE values achieved through
using local (Notts) SCF coefficients for f(φ) and f(φ, ε) compared with the
Go model coefficients. Note that a positive percentage improvement implies a
reduction in the value of RMSE.
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coefficients to calculate predicted Iscn values leads to an improvement in almost

all r and R2 values by an order of magnitude. The final values are still relatively

low, save for the CdTe device, but this may be part of the overall systematically

higher error discussed earlier. The main result here is the relative difference

between the local and non-local coefficients, from which it may be concluded

that site-specific coefficients are essential for SCF analysis.

For the for the f(φ, ε) model used with the CdTe panel, the r and R2 values

are 0.876 and 0.768, respectively. These values indicate a strong positive linear

correlation between the predicted and measured values of Iscn. Alongside the

lower MAE and RMSE values and greater error reduction compared with the

other PV devices, it may be concluded that for the CdTe device in particular:

a) f(φ, ε) is the best choice, and (b) site-specific coefficients are essential. For

the aSi and mSi devices, the f(φ, ε) model also results in a lower error when

compared with the f(φ) model, although the difference is less significant than

that which is observed for the CdTe panel.

Although the overall prediction errors are larger for each of the PV devices

tested at the Notts site compared with the Go site, the trend of error reduction

through the inclusion of an addition parameter — ε — in the f(φ) model is

maintained. In fact, the error reduction at the Notts site is significantly greater

for all three modules. At the Go site, the mSi and CdTe MAE reductions were

approximately 9% and 2%, while the aSi error reduction was negligible. While

the mSi error reduction is similar, with a reduction in the MAE of 8% observed

at the Notts site, that of the aSi and CdTe devices is significantly greater at

23% and 62%, respectively.

In this section, it has been shown that site-specific SCF coefficients are neces-

sary. The use of local coefficients reduces both the MAE and RMSE of Iscn

predictions by up to 62%. Improvements in accuracy are achieved for all PV

panels and for both of the APE-based SCFs — f(φ) and f(φ, ε). However, the
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n0 n1 n2 n3 n4

aSi 2.16687 -1.32628 0.52397 -0.08214 0.00437
CdTe 0.63367 0.59244 -0.24207 -0.01629 0.01097
mSi 0.58858 0.57755 -0.24626 0.03888 -0.00206

Table 7.6: Notts site-specific model coefficients for the f(AMa) SCF using the
Sandia parameterisation of a fourth order polynomial function.

k1 k2 k3

aSi 1.27205 0.09914 -0.05941
CdTe 1.36913 0.28942 -0.14023
mSi 1.02015 -0.06538 -0.06538

Table 7.7: Notts site-specific model coefficients for the f(AMa, Kt) SCF using
the PVSPEC parameterisation of a power function.

error values for these models are higher than those found for the Go-site data

in Chapters 5 and 6. It is not clear at this stage whether the reduced levels

of prediction accuracy for the Notts SCFs is a result of systematic site-specific

characteristics, or an issue with the use of the APE-based SCF methodology at

the test site. The following section will shed light on this through a comparison

of the APE SCFs with other published SCFs in order to determine whether

this increased prediction error is systematic across all models at the test site,

or specific to the APE-based approaches.

7.6 Comparison with proxy-variable SCFs

The final stage of this analysis is to compare the performance of the spectra-

based SCFs to that of proxy-based SCFs. The three proxy-variable functions ex-

amined in the previous chapters are tested here, namely f(AMa), f(AMa, Kt),

and f(AMa,W ). New model coefficients have been derived for each of these

three SCFs using the Notts site data and are summarised in Tables 7.6, 7.7,

and 7.8. Figure 7.7 presents the parameterisations.
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Figure 7.7: The three proxy-variable SCFs for the aSi (a–c), CdTe (d-f), and
mSi (g-i) panels. The adjusted coefficient of determination (R2

adj) value for each
parameterisation is recorded on its respective figure. The model coefficients for
each fit are recorded in Tables 7.6, 7.7, and 7.8.
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b0 b1 b2 b3 b4 b5

aSi 0.93528 -0.73621 0.01504 0.79982 -0.08325 0.26267
CdTe 2.73567 1.15685 -0.03139 0.08941 -1.26007 -1.70455
mSi 1.99287 1.28222 -0.01838 -2.07202 -0.06125 -0.0752

Table 7.8: Notts site-specific model coefficients for the f(AMa,W ) SCF using
the First Solar parameterisation of a two-dimensional polynomial function.

For the aSi and mSi modules, none of the SCF R2
adj values exceed 0.3, indicating

an existant but weak correlation. The AMa variable, be it alone or combined

with either Kt or W , is incapable of explaining up to around 70% of the variation

in Iscn. For the CdTe module, although the R2
adjvalue for f(AMa) is still just shy

of 0.3, that of f(AMa,W ) and f(AMa, Kt) reaches 0.317 and 0.731, respectively.

The distinctly high value for f(AMa, Kt), but low value for f(AMa), suggests

that the clearness index is a strong indicator of the variation in Iscn for the

CdTe module. This is similar to the case with f(φ) and f(φ, ε), where f(φ, ε)

was found to have a significantly higher R2
adj value (0.758 vs. 0.0513), which

suggests that ε is the dominant explanatory variable of Iscn. Although these two

parameters, ε and Kt, are representing different environmental phenomenon, it

may be the case that these two are linked. The spectral variation that changes

in cloud cover are being used to represent may be variation in the depth of water

absorption bands in the spectrum. Figure 7.8 shows the correlation between

Kt (indicator of cloud cover variation) and ε (indicator of water absorption

band depth variation). The very strong positive correlation between the two

variables supports the idea that variation in cloud cover, as represented by the

clearness index, may be responsible for changes in the depth of the 650–670 nm

water absorption band, which is at least one of the primary drivers of spectral

mismatch variation for the CdTe PV module deployed at the Notts test site.

Figures 7.10, 7.11, and 7.12 show the correlation between the measured values

of Iscn and those calculated using each of the three proxy-variable SCFs for the

aSi, CdTe, and mSi panels, respectively. For the aSi module, all three SCFs
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Figure 7.8: Linear regression between the spectral characterisation indices ε
and Kt.

perform similarly, although f(AMa, Kt) does show some improvement with

respect to the f(AMa) and f(AMa,W ) SCFs. The r, R2
adj, MAE, and RMSE

values for the latter two are around 0.4, 0.144, 0.09, and 0.12, respectively. For

f(AMa, Kt), these values are around 0.5, 0.215, 0.08, and 0.11. These results

suggest that Kt is a more important driver of the spectral changes that influence

aSi performance than W , and that a two-variable proxy -variable function offers

an improvement of up to around 10% in terms of the MAE and around 7% in

terms of the RMSE.

The results for the CdTe module are similar to those of the aSi module in that

the f(AMa, Kt) SCF offers more accurate predictions of Iscn compared to the

f(AMa) and f(AMa,W ) SCFs. However, in the case of the CdTe module the

f(AMa) SCF performs worse than with the aSi module, while the f(AMa,W )

SCF performs better. This may be due to the importance of variation in W

for the spectral mismatch of CdTe devices in general [2, 152]. Given that the

importance of W for CdTe performance has been emphasised in the existing

literature, it is somewhat surprising that the f(AMa, Kt) model outperforms

the f(AMa,W ) model. The reason for this may once again be the geographic

variation in the effects of atmospheric water vapour content that was high-

lighted earlier, since the aforementioned studies are focused on US climates. In
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addition, both Kt and W are relatively broad indicators. As alluded to ear-

lier, changes in cloud cover indicated by Kt may be influencing specific features

of the atmospheric water vapour content that are not conveyed by changes in

W but, rather, changes in ε. However, deeper analysis of these atmospheric

phenomena to verify this theory is beyond the scope of this study. In future

work, this could be evaluated through sensitivity analysis of ε, potentially at

different waveband intervals, to changes in Kt, W , and other atmospheric pa-

rameters. In terms of the f(AMa, Kt) performance specifically, the regression

statistics indicate a stronger correlation between the measured and predicted

values of Iscn for the CdTe module than for the aSi module, The r, R2
adj, MAE,

and RMSE values are 0.858, 0.736, 0.0538, and 0.0759. Although the MAE

and RMSE values still exhibit the systematic increase in magnitude discussed

earlier, the linear regression statistics suggest that the combination of AMa and

Kt is a good predictor of Iscn for the CdTe module at the Notts test site.

Finally, for the mSi module, f(AMa,W ) performs slightly better than f(AMa, Kt).

However, the difference between the single– and multivariable approaches are

less significant for the mSi module than for the aSi and CdTe modules. There-

fore, it may be concluded that AMa is an important driver of spectral changes

that influence the mismatch factor of mSi PV devices, which is consistent with

reports in the literature [218]. Nevertheless, the two-variable approaches still

offer a non-negligible improvement in the linear regression statistics and re-

duction in MAE and RMSE, which is consistent with the findings of previous

research [2].

The MAE and RMSE values for all five SCFs are summarised in Figure 7.9.

All SCFs exhibit higher error values than those reported in Chapters 5 and

6 for the SCFs derived using the Go data. This may suggest that the higher

error values highlighted in the previous section may result from a systematic

site error, rather than a specific issue with the use of the APE parameter, as all
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(a) (b)

(c)

Figure 7.9: The mean absolute error (MAE) and root mean squared error
(RMSE) calculated from predictions of Iscn using the Notts dataset for five
SCFs and three PV panels. Panels (a), (b), and (c) present the results for the
aSi, CdTe, and mSi devices, respectively. Each pair of bars indicates the MAE
(left) and RMSE (right) for each SCF on the x-axis.

SCFs — including the proxy-variable SCFs — appear to be similarly affected.

The systematic nature of this error means that a comparative analysis between

the SCFs’ errors remains unaffected.

The f(φ, ε) function is shown in Figure 7.9 to outperform all other SCFs, both

in terms of MAE and RMSE, for all three PV devices. The single-variable

SCFs, namely f(AMa) and f(φ) are the worst performing of the five, with over

double the MAE and RMSE of f(φ, ε) in the case of the CdTe module.

Tables 7.9, 7.10, and 7.11 summarise the improvement in MAE and RMSE

achieved by f(φ, ε) compared to the other SCFs for the aSi, CdTe, and mSi PV

devices at the Notts test site. In terms of PV device, the greatest improvement

in spectral mismatch modelling accuracy is achieved for the CdTe device. The

mean improvement in MAE and RMSE across all SCFs is around 35% and
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Figure 7.10: Linear regression analysis of the measured values of Iscn and those
calculated using one of the proxy-variable SCFs for the aSi module.

0 . 6 0 . 7 0 . 8 0 . 9 1 . 0 1 . 1 1 . 2 1 . 3 1 . 40 . 5 0
0 . 5 5
0 . 6 0
0 . 6 5
0 . 7 0
0 . 7 5
0 . 8 0
0 . 8 5
0 . 9 0
0 . 9 5
1 . 0 0
1 . 0 5
1 . 1 0
1 . 1 5
1 . 2 0
1 . 2 5

I scn
,ca

lc,N
ott

s,A
M a

I s c n , m e a s , N o t t s

      C d T e
I s c n , c a l c , N o t t s , A M a  =  0 . 2 1 0  ⋅ I s c n , m e a s , N o t t s  +  0 . 7 4 0
r  =  0 . 4 4 5
R 2  =  0 . 1 9 8
M A E  =  0 . 1 1 6
R M S E  =  0 . 1 3 8

(a)

0 . 6 0 . 7 0 . 8 0 . 9 1 . 0 1 . 1 1 . 2 1 . 3 1 . 40 . 5 0
0 . 5 5
0 . 6 0
0 . 6 5
0 . 7 0
0 . 7 5
0 . 8 0
0 . 8 5
0 . 9 0
0 . 9 5
1 . 0 0
1 . 0 5
1 . 1 0
1 . 1 5
1 . 2 0
1 . 2 5
1 . 3 0
1 . 3 5

I scn
,ca

lc,N
ott

s,A
M a

,K t

I s c n , m e a s , N o t t s

      C d T e
I s c n , c a l c , N o t t s , A M a , K t  =  0 . 7 5 5  ⋅ I s c n , m e a s , N o t t s  +  0 . 2 4 1
r  =  0 . 8 5 8
R 2  =  0 . 7 3 6
M A E  =  0 . 0 5 3 8
R M S E  =  0 . 0 7 5 9

(b)

0 . 6 0 . 7 0 . 8 0 . 9 1 . 0 1 . 1 1 . 2 1 . 3 1 . 4 1 . 50 . 5 0
0 . 5 5
0 . 6 0
0 . 6 5
0 . 7 0
0 . 7 5
0 . 8 0
0 . 8 5
0 . 9 0
0 . 9 5
1 . 0 0
1 . 0 5
1 . 1 0
1 . 1 5
1 . 2 0
1 . 2 5
1 . 3 0
1 . 3 5

I scn
,ca

lc,N
ott

s,A
M a

,W

I s c n , m e a s , N o t t s

      C d T e
I s c n , c a l c , N o t t s , A M a , W  =  0 . 3 0 6  ⋅ I s c n , m e a s , N o t t s  +  0 . 6 8 5
r  =  0 . 4 2 6
R 2  =  0 . 1 8 1
M A E  =  0 . 0 9 2 6
R M S E  =  0 . 1 1 9

(c)

Figure 7.11: Linear regression analysis of the measured values of Iscn and those
calculated using one of the proxy-variable SCFs for the CdTe module.
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Figure 7.12: Linear regression analysis of the measured values of Iscn and those
calculated using one of the proxy-variable SCFs for the mSi module.

37%, respectively. The greatest prediction error reductions are when f(φ, ε)

is compared to the single-variable SCFs, namely f(AMa) and f(φ), for which

improvements of up to around 60% and 50% are achieved for the MAE and

RMSE, respectively. Overall, f(φ, ε) exceeds the accuracy of all other SCFs in

this analysis. The improvements in MAE and RMSE are of the order of at least

10% but often exceed this value. The closest SCF in terms of accuracy to f(φ, ε)

is f(AMa, Kt), which offers the advantage of not requiring spectral irradiance

measurement in its calculation. However, broadband irradiance measurements

are still required and, in the best case, the MAE/RMSE is still around 4%/6%

greater, while in the worst case the values are 12%/8% greater. Therefore,

f(AMa, Kt) should only be used in place of f(φ, ε) in the complete absence of

spectral irradiance data.
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7.6. COMPARISON WITH PROXY-VARIABLE SCFS

% improvement by f(φ, ε)

MAE RMSE
f(AMa) 14 12
f(φ) 23 18

f(AMa, Kt) 3.9 6.3
f(AMa,W ) 13 9.7

Table 7.9: Percentage improvement in MAE and RMSE achieved by f(φ, ε) for
the aSi module when compared with other SCFs.

% improvement by f(φ, ε)

MAE RMSE
f(AMa) 59 48
f(φ) 62 52

f(AMa, Kt) 12 6.0
f(AMa,W ) 5.1 41

Table 7.10: Percentage improvement in MAE and RMSE achieved by f(φ, ε)
for the CdTe module when compared with other SCFs at the Notts test site.

Overall, a mean reduction in the MAE/RMSE values for the aSi, CdTe, and

mSi devices of around 13%/12%, 46%/37%, respectively. This is in line with

the expectation that the improvements would be greatest for the thin film de-

vices due in part to the greater susceptibility of their performance to spectral

variation. Out of the two thin film devices, the greater improvement achieved

for the CdTe module compared with the aSi module may be due to a combina-

tion of the particular dependence of CdTe performance on atmospheric water

vapour variation, and the precise nature with which the f(φ, ε) model includes

water vapour effects through the use of a water absorption spectral band depth.

This approach based on ε rather than W appears to serve modelling approach

better and improve the overall accuracy with which the spectral mismatch is

modelled, especially for the CdTe module.
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7.7. RESULTS SUMMARY AND LIMITATIONS

% improvement by f(φ, ε)

MAE RMSE
f(AMa) 9.0 7.0
f(φ) 8.0 5.0

f(AMa, Kt) 12 7.9
f(AMa,W ) 9.1 3.4

Table 7.11: Percentage improvement in MAE and RMSE achieved by f(φ, ε)
for the mSi module when compared with other SCFs at the Notts test site.

7.7 Results summary and limitations

Overall, the design and execution of the experiment presented in this chapter

has been a success. The new test site has been used for one year to generate

data for the analysis of the spectral influence on PV performance. The results

from this analysis, alongside some limitations of the experiment campaign, are

discussed in this section.

7.7.1 Results summary

The data support the proposition of the advanced SCF based on the average

photon energy and the depth of a water absorption band. For all three PV

modules, the f(φ, ε) SCF outperformed the four other SCFs. A mean reduc-

tion in the MAE/RMSE values for the aSi, CdTe, and mSi devices of around

13%/12%, 46%/37%, and 10%/6% is achieved by f(φ, ε) compared with the

alternative SCFs. Although the absolute values of the prediction accuracies re-

ported in this chapter are lower than those reported in previous chapters that

used the Go data, this appears to be a result of a systematic site error. There-

fore, the comparative analysis between the SCFs is unaffected. Possible reasons

for this increased uncertainty in the modelling at the Notts site are discussed

in the following section.
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7.7.2 Limitations of the experiment

A limited number of PV panels were tested in this investigation, which makes

it hard to generalise the results for each PV technology. With only one year of

data, it is also difficult to generalise the results for seasonal trends that may

vary on a year-to-year basis. Although the data splicing method takes data

from all seasons for both the model development and validation datasets, the

final size of the dataset was relatively small compared to that of the Go dataset.

Furthermore, the limited number of channels at the beginning of the experiment

campaign exacerbated this issue as the mSi and CdTe devices shared the same

channel and were therefore not measured for entire duration of the experiment.

The upgrading of the equipment to the EKO system resolved this as six channels

were set up, but this change in equipment led to a drop in the measurement

accuracy. The sensitivity of the EKO equipment was fixed at a higher current

and voltage rating that was not suitable for the low IV characteristics of the

aSi and CdTe devices in particular. Another limitation related to the system is

that the variation in the IV characteristics of the three devices over time was

only taken into account in the analysis in a relatively simple way. Although

two different values of Isc0, which were calculated from the measured data

at different times of the year, were used, this relatively simplistic mitigation

measure does not directly address the more complex possibilities of variation

in the IV characteristics due to degradation, thermal annealing (aSi), etc.
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Chapter 8

Conclusion and scope for further

work

8.1 Conclusion

This thesis set out to develop and validate a new method by which the spectral

influence on PV performance can be accounted for in PV performance modelling

to improve performance forecasting accuracy. The following research questions

(RQs) were designed for this project:

1. What is the motivation for using spectral proxy variables in spectral cor-

rection functions?

2. Can metric(s) derived directly from measured spectral irradiance data

offer an alternative basis for a spectral correction function?

3. How do proxy and direct variable spectral correction functions compare

in terms of accuracy?

4. Is there value in collecting spectral irradiance data to facilitate the use of

direct spectral correction functions in PV performance modelling?
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8.1. CONCLUSION

Previous methods to account for this variation in PV performance models are

based on one or a combination of proxy variables used to characterise the so-

lar spectrum. Examples of such variables include the solar air mass, clearness

index, and atmospheric precipitable water content. All of these variables each

individually influence the spectral irradiance conditions measured on the sur-

face. In answer to RQ1, historically, these spectral proxies have been used

due to the ease with which they can be calculated in the absence of spectral

irradiance data.

In this project, the use of parameters derived directly from measured spectra

as a basis for a spectral correction function has been investigated. In answer

to RQ2, this work finds that while a single variable SCF based on the average

photon energy is possible, it carries with it a relatively high level of uncertainty

since the APE is not a bijective index of the spectrum. In order to achieve

unique characterisation of spectral distributions, a two-variable SCF based on

the average photon energy and the depth of a water absorption band is pro-

posed. A range of parameterisations were ranked according to their Bayesian

and Akaike Information Criterion values, and the final SCF proposed in this

work is a two-dimensional polynomial:

Iscn = f(φ, ε) = z0 + aφ + bε + cφ2 + dε2 + fφε.

The model coefficients (z0, a, b, c, d, f) for each DUT are summarised in Table

8.1. A range of spectral bands for ε (atmospheric windows and water absorption

bands) were assessed, and ultimately the 650–670nm water absorption band was

found to be optimal for all PV devices studied. The proposed model has been

validated in two locations exhibiting distinct climatic conditions. One location

is Golden, Colorado, USA, while the other is the University of Nottingham,

Nottingham, UK. It was found that the use of device/site-specific coefficients
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z0 a b c d f

aSi (N) 3.933 -3.251 -0.08884 0.8098 −7.225 × 10−4 0.06647
CdTe (N) -25.67 24.175 0.12306 -5.545 −8.198 × 10−5 -0.03676
mSi (N) 20.47 -21.354 -0.06148 5.860 −2.307 × 10−5 0.03139
aSi-T (G) -21.94 22.62 -0.01393 -5.521 1.7341 × 10−4 0.003860
CdTe (G) -0.5313 0.7208 0.02232 0.05321 1.629 × 10−4 -0.01445
mSi (G) -0.3998 1.101 0.03366 -0.1837 1.493 × 10−4 -0.02046

Table 8.1: f(φ, ε) model coefficients (to four significant figures) for the devices
deployed at the Notts (N) and Go (G) test sites.

at the Notts site improved on the use of the Go coefficients at the Notts site

through a reduction in the MAE and RMSE for predictions of Iscn. For f(φ, ε)

applied to the aSi, CdTe, and mSi devices, the MAE values were reduced by

50%, 62%, and 21%, respectively, while the RMSE values were reduced by 45%,

52%, and 13% for these devices. In terms of the overall predictive accuracy,

f(φ, ε) SCF has been shown to improve the accuracy with which the PV spectral

mismatch (Iscn) may be modelled by up to 60% in both Golden (Colorado,

USA) and Nottingham (United Kingdom), when compared SCFs published in

the existing literature. Tables 7.9, 7.10, and 7.11 in Chapter 7 summarise the

percentage reduction in both the MAE and RMSE values achieved by using

f(φ, ε) rather than f(φ), f(AMa), f(AMa, Kt), and f(AMa,W ), for the aSi,

CdTe, and mSi PV devices. A mean reduction in the MAE/RMSE values for

the aSi, CdTe, and mSi devices of around 13%/12%, 46%/37%, and 10%/6%

is achieved by f(φ, ε). In answer to RQ3, these data show that f(φ, ε) is

consistently more accurate than traditional proxy SCFs. Therefore, this is a

strong argument for the more widespread acquisition of spectral irradiance data

in the field to improve the overall accuracy of PV performance models (RQ4).

In the absence of accurate spectral irradiance data, the ranking results from the

SCF comparison suggest that f(AMa, Kt) is used as a compromise. However,

the role of simulated spectral distributions in place of measured data has not

been explored in this study, which is one area of further work, among others,

that is explored in the following section.
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8.2 Scope for further work

Despite the increased rigour of the model validation through the use of two

locations, this aspect of the investigation suffers from several limitations. The

first is the similarity between the devices for the first part of the investigation

in Section 7.3. The test used to check their comparability is relatively simple

and it would have been ideal if the same device was available in both locations;

then the test of whether the coefficients developed in Go work in the UK would

have been more reliable. On the other hand, the main aim of this study is

to develop a new SCF and the accuracy of the proposed SCF has still been

validated in both locations. The analysis of “site-specific” coefficients may in

fact be dominated by “device-specific” factors at the different test sites. The

questions of whether device/site-specific model coefficients are required can be

investigated in future work through the deployment of the same PV devices in

different locations.

Another area for future investigation involves the acquisition of spectral irradi-

ance data. In this project, a spectrometer that generates a spectral distribution

based in part on spectral irradiance measurements and in part on modelling

was used. However, such devices are not yet commonly deployed at PV mea-

surement sites. On the one hand, this project serves as motivation for the wider

deployment of spectral irradiance measurements at PV power plants and test

sites to enable greater modelling accuracy of existing and future PV systems.

On the other hand, testing the f(φ) and f(φ, ε) models using simulated spec-

tral irradiance data, for example from the FARMS-NIT model [340], would be

a useful line of inquiry. If the high level of accuracy demonstrated in this work

is upheld with the use of simulated spectra, the applicability of the proposed

model will be greatly enhanced as it would override one of the main arguments

for the use of proxy variable SCFs, which is the ease with which their input

parameters may be acquired.
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8.2. SCOPE FOR FURTHER WORK

Finally, in terms of the scope of analysis, there are two areas that could be

explored. First, the proposed SCF could be integrated into different perfor-

mance models to assess its compatibility with other submodels in the overall

performance modelling pipeline. Second, deeper analysis of the performance of

different SCFs on a broader range of timescales. Work is currently underway

to investigate how different SCFs perform on shorter time scales when intraday

weather variation under different sky conditions (clear, overcast, dynamic) are

more important. The results of this future investigation would be useful for

improving short-term PV performance forecasting accuracy.
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“Is the average photon energy a unique characteristic of the spectral dis-

tribution of global irradiance?,” Solar Energy, vol. 149, pp. 32–43, 2017.

[176] T. Minemoto, S. Fukushige, and H. Takakura, “Difference in the outdoor

performance of bulk and thin-film silicon-based photovoltaic modules,”

Solar Energy Materials and Solar Cells, vol. 93, no. 6-7, pp. 1062–1065,

2009.

[177] T. Minemoto, S. Nagae, and H. Takakura, “Impact of spectral irradiance

distribution and temperature on the outdoor performance of amorphous

218



si photovoltaic modules,” Solar energy materials and solar cells, vol. 91,

no. 10, pp. 919–923, 2007.

[178] S. Nagae, M. Toda, T. Minemoto, H. Takakura, and Y. Hamakawa, “Eval-

uation of the impact of solar spectrum and temperature variations on out-

put power of silicon-based photovoltaic modules,” Solar Energy Materials

and Solar Cells, vol. 90, no. 20, pp. 3568–3575, 2006.

[179] T. Ishii, K. Otani, and T. Takashima, “Effects of solar spectrum and

module temperature on outdoor performance of photovoltaic modules in

round-robin measurements in japan,” Progress in Photovoltaics: Research

and Applications, vol. 19, no. 2, pp. 141–148, 2011.

[180] R. Daxini, Y. Sun, R. Wilson, and Y. Wu, “Direct spectral distribution

characterisation using the average photon energy for improved photo-

voltaic performance modelling,” Renewable Energy, vol. 201, pp. 1176–

1188, 2022.

[181] W. Shockley, “The theory of p-n junctions in semiconductors and p-

n junction transistors,” Bell System Technical Journal, vol. 28, no. 3,

pp. 435–489, 1949.

[182] N. Pearsall, The performance of photovoltaic (PV) systems: modelling,

measurement and assessment. Woodhead Publishing, 2016.

[183] S. Hubbard, “Recombination,” Photovoltaic Solar Energy: From Funda-

mentals to Applications, pp. 39–46, 2016.

[184] Z. I. Alferov, V. Andreev, and V. Rumyantsev, “Solar photovoltaics:

Trends and prospects,” Semiconductors, vol. 38, pp. 899–908, 2004.

[185] D. M. Bierman, A. Lenert, W. R. Chan, B. Bhatia, I. Celanović,
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“Characterization of thin film pv modules under standard test conditions:

Results of indoor and outdoor measurements and the effects of sunlight

exposure,” Solar Energy, vol. 86, no. 10, pp. 3049–3056, 2012.

[305] A. E. Delahoy, J. Britt, and Z. Kiss, “Cis photovoltaic technology; fi-

nal technical report 12 january 1997-15 april 1998,” tech. rep., National

Renewable Energy Laboratory (NREL), 1998.

[306] L. Fanni, A. Virtuani, and D. Chianese, “A detailed analysis of gains

and losses of a fully-integrated flat roof amorphous silicon photovoltaic

plant,” Solar Energy, vol. 85, no. 9, pp. 2360–2373, 2011.

[307] E. Meyer and E. Van Dyk, “Characterization of degradation in thin-

film photovoltaic module performance parameters,” Renewable Energy,

vol. 28, no. 9, pp. 1455–1469, 2003.
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Appendix A

Parameterisations

The functional forms of the six parameterisations used in this study, which are

referenced in Tables 6.3, 6.4, and 6.5, are summarised this appendix. Further

information on the fitting functions listed here, including the meanings behind

each of the coefficients in the models, can be found in Ref. [341].

1. LogNormal2D :
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2. ExtremeCum:
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3. RationalTaylor:

z(x, y) =
z0 + A01x + B01y + B02y

2 + C02xy

1 + A1x + B1y + A2x2 + B2y2 + C2xy
(A.3)

4. DoseResp2D:

z(x, y) = z0 +
B[

1 +
(
x
C

)−D
] [

1 +
(
y
E

)−F
] (A.4)

5. Parabola2D:

z(x, y) = z0 + ax + by + cx2 + dy2 (A.5)

6. Poly2D

z(x, y) = z0 + ax + by + cx2 + dy2 + fxy (A.6)
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