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For Ultra-High Bypass Ratio aero-engines, the exhaust system is likely to play a significant

role on the aerodynamics and performance of the aircraft. For this reason, relatively rapid

methods for the aerodynamic design and optimisation of exhaust systems are required to inform

design decisions at early stages of the design process. Previous exhaust optimisation works

encompassed Response Surface Model (RSM) based optimisations of nozzle configurations that

were parametrised with a significant number of design variables. The RSM were constructed

with a large database of designs that were assessed with fine computational meshes and well

resolved boundary layers. However, the large number of design variables and the computational

cost required to evaluate each exhaust design limited the optimisation capabilities. This work

develops a relatively more rapid exhaust optimisation method based on CFD in-the-loop and

dimensionality reduction. The methodology is based on coarse meshes and wall functions to

guide the optimisation process and is coupled with methods for the identification of the dominant

design variables. For an UHBR aero-engine exhaust design space of 16 design variables, it was

found that the velocity coefficient could be characterised with only seven parameters. Based on

these results, various optimisation methods were developed and applied. These targeted the

maximisation of the velocity coefficient by optimising just the 7 dominant design variables. With

these approaches, a similar benefit in exhaust performance relative to the baseline optimisation

method was obtained approximately 4 times faster.

I. Introduction
To reduce fuel consumption, the next generation of aero-engine powerplants are likely to operate with higher

bypass-ratios (BPR) and lower fan pressure ratios [1]. This will reduce Speciőc Fuel Consumption (SFC) and improve

propulsive efficiency [2, 3]. While current in-service High Bypass Ratio aero-engines are designed with a 𝐵𝑃𝑅 > 10

[4], Ultra-High Bypass Ratio (UHBR) engines are expected to operate with 𝐵𝑃𝑅 > 15 [4, 5]. For UHBR aero-engines,

the exhaust system is likely to play a signiőcant role on the aerodynamics and performance of the aircraft [6, 7]. For this

reason, relatively rapid methods for the aerodynamic design and optimisation of exhaust systems are required to inform

design decisions at early stages of the design process.

Goulos et al. [8ś11] developed an integrated design space exploration (DSE) and optimisation framework for

two-dimensional axisymmetric separate-jet exhausts. The methodology was based on the genetic algorithm (GA)

optimisation of a Kriging RSM constructed from a computational ŕuid dynamics (CFD) database. It relied on the

acquisition of sufficient data to build accurate RSMs. The sampling method was a Latin Hypercube approach [12] which

allowed a total of 720 samples to be uniformly spread around a design space of 12 independent design variables [9].

The method was used to optimise the velocity coefficient (𝐶𝑣) of a Ultra-High Bypass Ratio (UHBR) exhaust system [9].

A beneőt of 0.065% on 𝐶𝑣 was reported relative to the baseline conőguration. The same RSM based optimisation was

used to study the effect of the exit ŕow conditions of the fan Outlet Guide Vanes (OGV) on separate-jet exhausts [11].

The research targeted the optimisation of exhaust geometries together with OGV total pressure (𝑃𝑡 ) and total temperature
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(𝑇𝑡 ) inŕow proőles at the bypass duct inlet. The combined design space consisted of 17 geometric and aerodynamic

design variables which were sampled with 935 points. The combined optimisation of exhaust geometry and inŕow

characteristics beneőted the performance compared with a conőguration with őxed inŕow conditions. The combined

optimisation increased the velocity coefficient (𝐶𝑣) by 0.13%, 0.075% and 0.19% relative to őxed-inŕow optimisations

for tip, mid and hub-loaded fan OGV exit proőles, respectively. Another application of the same methodology [10]

targeted the optimisation of bypass nozzle after-body geometries for Very High Bypass Ratio (VHBR) turbofans. The

research studied the use of conical and curved bypass nozzle after-bodies as well as the position of the ventilation nozzle

(vent) on the after-body. It concluded that the position of the vent on the after-body is a key parameter that can modify

the ŕow topology substantially. The aerodynamic impact of the after-body curvature was found to be dependent on

the axial location of the ventilation nozzle. However, the use of curved after-bodies did not improve the aerodynamic

performance of the system relative to conical designs.

The works of Goulos et al. [8ś11] established a baseline approach for the optimisation of exhaust systems. However,

the methodology relied on the acquisition of sufficient data to construct accurate response surface models. In addition,

the deőnition of exhaust geometries required a great number of degrees of freedom and the CFD approach was based on

őne meshes to enable fully resolved boundary layers, which would result in signiőcant computational overheads. This

made the methodology computationally expensive and not suitable for preliminary design processes where typically

faster optimisation methods are required. In this context, novel techniques such as dimensionality reduction become

of interest. Dimensionality reduction methods can identify the dominant parameters (feature selection) or deőne a

new set of parameters that are combinations of the initial design space (feature extraction). With the application of

dimensionality reduction methods, high-dimensional problems could be projected to lower dimensional design spaces.

For example, Tejero et al. [13] used a dimensionality reduction based method [14] to optimise an aero-engine nacelle.

It was found that the 32-dimensional design space of 3D nacelles could be projected into a reduced design space

characterised by 2 degrees of freedom. This, in combination with a multi-ődelity methodology based on surrogate

models [15], enabled the optimisation of three-dimensional nacelles on installed arrangements with the airframe.

This work expands the research of Goulos et al. [8ś11] on exhaust optimisation and develops a more rapid

methodology for the optimisation of exhaust systems using dimensionality reduction. The methodology addresses the

key steps of aerodynamic shape optimisation. These include the parametrisation of separate-jet exhaust geometries, the

computational assessment of exhaust designs, an optimisation method with CFD in-the-loop and a methodology to

identify the design parameters that govern the exhaust performance.

II. Methodology
This work develops a framework for computationally efficient optimisations of exhaust systems. The methodology

encompasses all the steps of aerodynamic shape optimisation. Methods for the parametrisation of exhaust geometries

and computational assessment with CFD are integrated into different optimisation routines. The optimisation methods

investigated include Response Surface Model based methods, CFD in-the-loop optimisation and dimensionality

reduction.

A. Baseline propulsion system and operating conditions

The baseline conőguration is a modern civil Ultra-High Bypass Ratio Engine (UHBR). The reference conőguration

includes a compact nacelle [16] and a separate-jet exhaust system [10] (Fig. 1). The exhaust system comprises the

bypass nozzle (BP), the core nozzle (CR) and the ventilation nozzle (vent). The operating conditions are the mid-cruise

conditions of a long range ŕight at an altitude of ℎ = 10668𝑚 and a ŕight Mach number of 𝑀∞ = 0.85. The ambient

conditions of static pressure (𝑝∞) static temperature (𝑡∞) and density (𝜌∞) are deőned through the International Standard

Atmosphere (ISA) model [17]. The engine cycle is based on the works of Goulos et al. [5]. Overall Pressure Ratio

(OPR) and Turbine Entry Temperature (TET) were used by Goulos et al. [4, 5] to derive optimum values for Fan Nozzle

Pressure Ratio (𝐹𝑁𝑃𝑅 ≈ 2.2) and Core Nozzle Pressure Ratio (𝐶𝑁𝑃𝑅 ≈ 1.5) on the basis of minimising Speciőc Fuel

Consumption (SFC) at mid-cruise conditions. At cruise, the aero-engine system has a standard nominal thrust of 60kN

(𝐹𝑁 ≈ 60𝑘𝑁) [5] and a bypass ratio of 𝐵𝑃𝑅 > 15 [5]. The baseline exhaust system geometry considered in this work is

based on the UHBR aero-engine exhaust conőguration used as starting point in other exhaust design works [8] (Fig. 1).

The exhaust ŕow for the baseline conőguration is characterised by a notable under expanded shock-expansion pattern

within the bypass exhaust jet.
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Fig. 1 Mach number distributions of the baseline exhaust design.

B. Exhaust geometry parametrisation

The geometries of separate-jet exhausts are parametrised with intuitive Class Shape Transformation functions (iCST)

[4, 9, 10, 18ś22] which relate the deőnition of exhaust aero-lines to a series of intuitive design parameters. Exhaust

systems are characterised by 16 intuitive geometric parameters, or degrees of freedom (DoF). These encompass 6

parameters to deőne the bypass duct, 4 to represent the bypass nozzle, 3 for the after-body and 3 for the ventilation

nozzle (Fig. 2). The bypass duct is deőned with the radius of inner and outer control points (𝑅𝑑𝑢𝑐𝑡
𝐵𝑃𝑖𝑛

, 𝑅𝑑𝑢𝑐𝑡
𝐵𝑃𝑜𝑢𝑡

) together

with the radius (𝑅𝑖𝑛
𝑐𝑝), slope (𝜃𝑐𝑝𝑜𝑢𝑡 ) and curvature radius (𝜅𝑖𝑛, 𝜅𝑜𝑢𝑡 ) of the points at the charging plane (cp). The bypass

nozzle is characterised with the charging-plane to exit area ratio (𝐴𝑟𝑎𝑡𝑖𝑜), the wedge angle (𝜃𝑤𝑒𝑑𝑔𝑒), the length ratio

(𝜅𝑙𝑒𝑛) and the straight line segment of the outer aeroline (𝐿
𝑠𝑡𝑟𝑎𝑖𝑔ℎ𝑡

𝐵𝑃𝑜𝑢𝑡
). The bypass nozzle after-body is deőned with the

core cowl (cc) boat tail angle (𝜃𝑐𝑐) and length (𝐿𝑐𝑐) together with the core plug half-cone angle (𝜃𝑝𝑙𝑢𝑔). The remaining

parameters control the design and placement of ventilation nozzle (vent). The position of the vent over the core cowl is

controlled with 𝐿𝐸𝑥𝑖𝑡
𝑣𝑒𝑛𝑡 . The angle downstream of the vent is deőned with a perturbation relative to the core cowl boat tail

angle (Δ𝜃𝑣𝑒𝑛𝑡 ). Finally, the ventilation nozzle also includes a straight-line segment on the inner aeroline that extends

until its trailing edge (𝐿
𝑠𝑡𝑟𝑎𝑖𝑔ℎ𝑡
𝑣𝑒𝑛𝑡 ).

C. Exhaust performance metrics

Within this work, the metric of interest is the velocity coefficient at inőnity (𝐶∞
𝑣 , Eq. 1), which is the normalisation

of the fully-expanded gauge stream force (𝐹𝐺∞
) with the ideal propulsive force (IPF).

𝐶∞
𝑣 =

𝐺𝑃𝐹

𝐼𝑃𝐹
(1)

the fully-expanded gauge stream force (𝐹𝐺∞
, Eq. 2) is calculated with the gauge stream forces (𝐹𝐺) over the nozzle

inlets (𝐹𝐺𝐵𝑃
, 𝐹𝐺𝐶𝑅

, 𝐹𝐺𝑉𝑒𝑛𝑡
) and wall forces (𝜃) over the walls inside the exhaust control volume (Fig. 3). These include

the forces inside the bypass (𝜃𝐵𝑃), core (𝜃𝐶𝑅) and vent (𝜃𝑣𝑒𝑛𝑡 ) as well as forces over the core cowl (𝜃𝑐𝑐), core plug

(𝜃𝑝𝑙𝑢𝑔) and post-exit stream tube (𝜃𝑝𝑜𝑠𝑡 ). Gauge stream forces (𝐹𝐺) and mass ŕows ( ¤𝑚) are calculated with numerical

integration over the bypass (𝐵𝑃), core (𝐶𝑅) and ventilation nozzle (𝑣𝑒𝑛𝑡) and wall forces include pressure and viscous

terms integrated over the different surfaces.

𝐹𝐺∞
= (𝐹𝐺𝐵𝑃

+ 𝐹𝐺𝐶𝑅
+ 𝐹𝐺𝑉𝑒𝑛𝑡

) − (𝜃𝐵𝑃 + 𝜃𝐶𝑅 + 𝜃𝑣𝑒𝑛𝑡 + 𝜃𝐶𝐶 + 𝜃𝑝𝑙𝑢𝑔 + 𝜃𝑝𝑜𝑠𝑡 ) (2)

The ideal propulsive force (Eq. 3) is calculated with the mass ŕows computed from the numerical solution ( ¤𝑚𝐶𝐹𝐷)

and the ideal velocity (𝑣𝑖𝑑). The ideal velocity is calculated assuming a perfectly expanded exhaust ŕow without total

pressure losses and depends on the ratio of speciőc heats (𝛾), the universal gas constant (𝑅), the total temperature at the

nozzle inlet (𝑇𝑡 ) and the nozzle pressure ratio (𝑁𝑃𝑅 = 𝑃𝑡/𝑝∞)

𝐼𝑃𝐹 = ¤𝑚𝐶𝐹𝐷
𝐵𝑃 𝑣𝑖𝑑𝐵𝑃 + ¤𝑚𝐶𝐹𝐷

𝐶𝑅 𝑣𝑖𝑑𝐶𝑅 + ¤𝑚𝑣𝑒𝑛𝑡𝑣
𝑖𝑑
𝑣𝑒𝑛𝑡 (3)

𝑣𝑖𝑑 =

√︄

2𝛾𝑅𝑇𝑡

𝛾 − 1
(1 − (

1

𝑁𝑃𝑅
)
𝛾−1
𝛾 ) (4)
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Fig. 2 Design parameters of a separate-jet exhaust systems. Parameters in green are directly specified and

those in black are derived.

Fig. 3 Schematic of the forces acting over a separate-jet exhaust system
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D. Computational assessment of exhaust systems

Computational ŕuid dynamics (CFD) methods are used to assess the exhaust system designs. The CFD method is

based on the solution of the compressible Reynolds Averaged Navier Stokes (RANS) on two-dimensional axisymmetric

domains. The CFD solver is density-based, implicit and steady-state [23]. In addition, the CFD approach is coupled

with 2𝑛𝑑 order convective schemes and the 𝑘 − 𝜔 SST turbulence model of Menter [24]. The dynamic viscosity of the

ŕuid is calculated with the Sutherland’s law [25] and the heat capacity at constant pressure (𝐶𝑝) is assumed to vary with

the static temperature according to an 8𝑡ℎ order polynomial [26].

The fan face is treated as pressure outlet that prescribes a mass ŕow to ensure a target mass ŕow capture ratio

(MFCR). Bypass, core and vent nozzle inlets are modelled as total pressure inlets with the values speciőed according to

their pressure ratio. The inŕow condition is set as pressure far őeld with 𝑀∞ = 0.85, static pressure and temperature

that are set according to the International Standard Atomosphere (ISA) [17] at the target altitude. Computational grids

are structured and ensure sufficient reőnement in the regions of interest in the ŕow. These include near wall reőnements

for boundary layer resolution and reőnements around the exhaust jet. The standard meshing approach targets a 𝑦+

of approximately 1 on all non-slip walls and has approximately 800 × 103 cells. A grid independence analysis was

carried out and reported by Goulos et al. [11] where the Grid Convergence Index (GCI) for the velocity coefficient was

approximately 0.058%.

The meshing approach with 𝑦+ < 1 and 800 × 103 cells is computationally expensive to use in the optimisation

process. In an optimisation, many hundreds of exhausts designs are assessed. For this reason, faster computational

approaches are required for preliminary design and optimisation. In this context, coarser meshes were developed to

guide the optimisation process. These grids are conőgured with 𝑦+ ≈ 50 near the wall and use wall functions to reduce

the amount of cells required to treat the boundary layer. Three coarser meshes with 𝑦+ ≈ 50 and different levels of

reőnement were developed. These had ≈ 380 × 103, ≈ 250 × 103 and ≈ 140 × 103 cells. To assess the coarse meshes,

CFD solutions of 150 different exhaust designs (N=150) obtained with the different grids were compared with results of

the baseline process (𝑦+ < 1 and 800 × 103 cells) for the same exhaust database. The meshes were evaluated in terms

of Root Mean Squared Deviation (RMSD) (Eq. 5) across the database of 150 designs (𝑁 = 150) (Table 1).

𝑅𝑀𝑆𝐷 (𝐶∞
𝑣 ) =

√︄

∑𝑁
𝑖=1 (𝐶

∞
𝑣𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒𝑖

− 𝐶∞
𝑣𝑐𝑜𝑎𝑟𝑠𝑒𝑖

)2

𝑁
(5)

Table 1 Summary of the different grids assessed. The standard deviation (2𝜎) is expressed relative to a linear

regression line and is a measure of the random error of each meshing approach.

Mesh Cell count 𝑦+ computational cost 𝑅𝑀𝑆𝐷 (𝐶∞
𝑣 ) 2𝜎(𝐶∞

𝑣 )

Baseline 800𝑘 < 1 1 0.000% 0.000%

Coarse 1 380𝑘 ≈ 50 0.70 0.045% 0.023%

Coarse 2 250𝑘 ≈ 50 0.50 0.048% 0.024%

Coarse 3 140𝑘 ≈ 50 0.25 0.054% 0.027%

The coarse mesh with 140k (Coarse 3, Table 1) cells and a non-dimensional wall distance of 𝑦+ = 50 reduced the

computational time required to assess the database of 150 design by approximately 4 times relative to the baseline CFD

approach. However, the reduction of computational time comes at a cost of increased uncertainty relative to the baseline

method. For 𝐶∞
𝑣 , the RMSD of the 140𝑘 cell mesh is of approximately 0.05% (Table 1). However, this value represents

the absolute error of the coarse method. For this work, it is more relevant to quantify the error by means of bias and

random terms. This was assessed in terms of linear correlation between methods and standard deviation (±2𝜎) relative

to the linear correlation (Fig. 4). It was found that the coarse mesh could approximate the variation of the results of the

őner mesh approach within the designs space with a standard deviation of ±0.027% in 𝐶∞
𝑣 (Fig. 4). This result implies

that an optimisation using coarse meshes would potentially guide the process to the same region of the design space.

For this reason, the meshing approach with 140𝑘 cells and 𝑦+ ≈ 50 is used to guide the optimisation process. Although

the optimisations are driven by the CFD method based on coarser meshes, the optimum designs are always evaluated

with the standard meshing approach with 𝑦+ < 1 and 800 × 103 cells.
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Fig. 4 Verification of the coarse mesh approach for the prediction of 𝐶∞
𝑣 .

E. Optimisation methods

The optimisation of exhaust systems targeted the maximisation of 𝐶∞
𝑣 . The optimisation started with an initial

database of exhaust designs obtained with a Latin Hypercube Sampling (LHS) approach [12]. After that, the process

was maintained during several generations until convergence. The optimum design was always evaluated with the CFD

approach based on őne meshes and resolved boundary layers.

The different methods for exhaust optimisation include Response Surface Model (RSM) based methods and CFD

in-the-loop methods. In a CFD in-the-loop approach, all designs throughout the optimisation process are evaluated

with CFD. The is done using coarse meshes and wall functions to minimise the computational time. In a RSM based

approach, an RSM is formulated from the initial database of exhaust designs and it is used as surrogate model for

objective function evaluation. The RSMs used in this work are based on Gaussian Regression Process (Kriging, [27, 28])

and were conőgured with an absolute exponential correlation function and a quadratic regression function and a nugget

value of 1𝑒−7. This combination of parameters had the best possible response of the system and was veriőed for the

prediction of an independent dataset.

1. Optimisation algorithms

One key aspect to a computationally effective optimisation process is the selection of a fast-converging optimisation

algorithm. For this reason, three different evolutionary optimisation algorithms were considered. These are the Original

Multi-Objective Particle Swarm Optimisation (OMOPSO) [29, 30], the Non-dominated Sorting Genetic Algorithm

(NSGAII) [31] and the Indicator-Based Evolutionary Algorithm (IBEA) [32]. To test the performance of the optimisers,

an analytical multi-objective function was selected for the optimisation, the Zitzler-Deb-Thiele’s function N (Eq. 6 - 8)

[33]. In this optimisation problem, both 𝑓1 (𝑥) and 𝑓2 (𝑥) are minimised.

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 =

{

𝑓1 (𝑥) = 𝑥1 0 ≤ 𝑥𝑖 ≤ 1

𝑓2 (𝑥) = 𝑔(𝑥)ℎ( 𝑓1 (𝑥), 𝑔(𝑥)) 1 ≤ 𝑖 ≤ 𝑁
(6)

𝑔(𝑥) = 1 +
9

𝑁 − 1

𝑁
∑︁

𝑖=2

𝑥𝑖 (7)

𝑓 ( 𝑓1 (𝑥), 𝑔(𝑥)) = 1 −

√︄

𝑓1 (𝑥)

𝑔(𝑥)
(8)
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Fig. 5 Optimisation history of the NASGAII, OMOPSO and IBEA algorithms applied to Zitzler-Deb-Thiele’s

function N [33].

The three optimisation algorithms were tested on a 4D deőnition of the benchmark function (Fig. 5). The OMOPSO

algorithm converged the optimisation in about 10 to 20 generations while NSGAII and IBEA required approximately 45

generations to reach a similar value of hypervolume index. Therefore, OMOPSO was selected for the rest of the work

due to its fast convergence capabilities.

F. Dimensionality reduction with active subspaces

Active subspaces [14] is the methodology used for dimensionality reduction. The method aims to őnd a set of new

variables (active variables) which are a linear combination of the full design space and can model the output of the

system. The mathematical implementation of the method is based on the original derivation [14] and has been used in

other aerodynamic optimisation works [13]. A brief description of the method is provided in this section.

The metric of interest f is a function of a vector x with n degrees of freedom. The n x n matrix C is the covariance

of the gradient across the design space and can be expressed as in Eq. 9, where the gradient vector of ∇ 𝑓 is deőned as

in Eq. 10.

C = 𝐸
[

∇ 𝑓∇ 𝑓 𝑇
]

(9)

∇ 𝑓 =

[

𝜕 𝑓

𝜕𝑥1,

𝜕 𝑓

𝜕𝑥2

, ...,
𝜕 𝑓

𝜕𝑥𝑛

]

(10)

The matrix of gradient covariance (C) is approximated with the snapshot method by using M samples (Eq. 11) in

which ∇ 𝑓𝑖 is the gradient vector of the i sample (Eq. 12).

C ≈
1

𝑀

𝑀
∑︁

𝑛=1

∇ 𝑓𝑖∇ 𝑓 𝑇𝑖 (11)

∇ 𝑓𝑖 = ∇ 𝑓 𝑥𝑖 (12)

After the approximation of the covariance matrix C, an eigenvalue decomposition is applied (Eq. 13) where W is

the eigenvectors matrix and ∧ is a diagonal matrix with the eigenvalues. The values found in ∧ are in descending order

and contain the energy modes of the identiőed active variables. The matrix of the active subspace U can be built from

W. For example, the őrst column of U can be described as in Eq. 14 where 𝑤1...𝑛,1 refers to active variable weights

from the őrst column of the matrix W. To link the vector at the reduced dimensional space (xas) with the vector of the

original space (x), the matrix of the active subspace (𝑈) is used (Eq. 15).

C = W ∧ W𝑇 (13)

7



𝑈1 =
[

𝑤1,1, 𝑤2,1, 𝑤3,1, ..., 𝑤𝑛,1

]

(14)

x = 𝑈xas (15)

The active subspace method was originally proposed as a methodology for feature extraction, whereby a new set

of active variables is obtained from the original design space. However, the approach can also be applied to identify

the dominant design variables of a given system (feature selection). This is achieved through the weights (𝑤) of each

design parameter in the active variables. Greater values of weights indicate higher levels of correlation between a

design parameter and the metric of interest. However, in the active subspace method, each active variable is a linear

combination of all the design parameters that constitute the design space. Therefore each design parameter has 𝑛 number

of weights associated, where 𝑛 is the number of active variables. In order to extract a unique weight for each design

parameter (𝑊𝑘), the weights of the parameter in each active variable are scaled with the eigenvalue associated to that

active variable (𝐸𝑖𝑔𝑉) following equation 16. This scaling process allows the derivation of a ranking of importance of

the design variables which can be used to identify the dominant parameters.

𝑊𝑘 =

𝑛
∑︁

𝑖

𝑊𝑖𝑘𝐸𝑖𝑔𝑉𝑖
∑𝑛

𝑗 𝐸𝑖𝑔𝑉 𝑗

(16)

III. Results and discussion

A. Optimisation of dual separate jet exhaust systems with Response Surface Models

The baseline optimisation methodology is the same as in previous exhaust optimisation works [4, 10, 11]. It

encompasses the maximisation of 𝐶∞
𝑣 for a fully deőned exhaust system with 16 geometric design variables. The

optimisation was guided with an RSM that was constructed with an exhaust dataset compiled with őne mesh CFD

results (800k cells mesh, 𝑦+ = 1). The dataset was generated with the Latin Hypercube Sampling method (LHS) and

consisted of 60 designs per number of degrees of freedom (𝑁𝑆/𝑛𝐷𝑂𝐹 = 60), similar to previous works [11]. This

resulted in a total of 960 exhaust designs. This method identiőed an optimum that improved the exhaust 𝐶∞
𝑣 by 0.06%

relative to the baseline conőguration. Although the method could identify a design with beneőt in 𝐶∞
𝑣 relative to

the baseline approach, the use of őne meshes and resolved boundary layers to generate the design database lead to

substantial computational costs. For this reason, faster optimisation methods based on coarse meshes, CFD in-the-loop

and with dimensionality reduction are investigated in the following sections.

B. Optimisation of dual separate jet exhaust systems with CFD in-the-loop

To improve the computational efficiency of exhaust design, CFD in-the-loop based optimisations guided with coarse

meshes ( 140k cells) and wall functions were considered. However, the initial population (𝑁𝑠/𝑛𝐷𝑂𝐹) and population

per generation (𝑁𝑔/𝑛𝐷𝑜𝐹) ratios in the optimisation also need to be carefully tuned to achieve maximum computational

efficiency. The effects of the population ratios were investigated to determine the most suitable combination for a 16 DoF

optimisation with CFD in-the-loop, coarse meshes and wall functions. The population ratios investigated comprised

initial population ratios of 𝑁𝑠/𝑛𝐷𝑜𝐹 = 25 and 50 with populations per generation of 𝑁𝑔/𝑛𝐷𝑂𝐹 = 3 and 5 (Table

2). A total of 4 optimisations with different combinations of sampling ratios were investigated. All optimisations

were stopped when the beneőt increase over the previous 10 generations was lower than the method random error

(2𝜎 = 0.027%, Fig. 4).

The best optimisation strategy was conőgured with 𝑁𝑠/𝑛𝐷𝑂𝐹 = 50 and 𝑁𝑔/𝑛𝐷𝑂𝐹 = 3 (CFD-2, Table 2). With

these settings, the Δ𝐶∞
𝑣 relative to the baseline conőguration was of the order of 0.075%. This is within 0.01% of

the design that resulted from the baseline optimisation with őne meshes and RSM. A difference in 𝐶∞
𝑣 of 0.01% is

within the CFD uncertainty. Therefore the method can identify a design with similar performance relative to the

baseline optimisation method but 2.7 times faster. The optimisation process was able to identify and mitigate adverse

aerodynamic features (Fig. 6). For example, the baseline design exhibits shocks and expansion fans at the bypass nozzle

exit plane, which indicate that the bypass ŕow is under-expanded. The under-expanded ŕow characteristics at the nozzle

exit are mitigated in the optimum design. This is the result primarily of a reduced curvature at the inner aeroline of the

bypass nozzle charging plane and an upstream placement of the ventilation nozzle (Fig. 6).
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Table 2 Summary of exhaust optimisations with 16 design variables. The velocity coefficient is expressed

relative to the baseline design (Δ𝐶∞
𝑣 ) and was evaluated with the fine mesh approach.

Optimisation nDOF Method Mesh Ns/nDOF Ng/nDOF Δ𝐶∞
𝑣 Comp. time

Baseline 16 RSM 800k, 𝑦+ = 1 60 - 0.064% 1

CFD-1 16 CFD 140k, 𝑦+ = 50 25 5 0.040% 0.27

CFD-2 16 CFD 140k, 𝑦+ = 50 50 3 0.075% 0.37

CFD-3 16 CFD 140k, 𝑦+ = 50 25 3 0.050% 0.39

CFD-4 16 CFD 140k, 𝑦+ = 50 50 5 0.060% 0.51

Fig. 6 Mach number distributions of the baseline (left) and optimum (right) designs.

In conclusion, the optimisation of exhaust systems with CFD in-the-loop, coarse meshes and wall functions can

reach similar levels of exhaust performance as the baseline approach based on őne meshes and RSM approximately 2.7

times faster. However, to enable faster optimisations, the number of design variables required to characterise an exhaust

system needs to be reduced.

C. Optimisation of exhaust systems with dimensionality reduction

It has been demonstrated that a CFD in-the-loop optimisation of exhaust systems based on coarse meshes and wall

functions can reduce substantially the computational time relative to a baseline approach based on RSMs and őne

CFD. To reduce the computational time further, the number of design variables required to characterise the exhaust

performance needs to be reduced. This section investigates the application of the feature-selection method to the exhaust

design space. This is done to identify the dominant design parameters for exhaust 𝐶∞
𝑣 . Moreover, the dimensionality

reduction method is coupled with several optimisations to further reduce computational time.

1. Identification of dominant exhaust design parameters

The feature selection methodology based on active subspaces identiőes the dominant design parameters for exhaust

performance (𝐶∞
𝑣 ) (Fig. 7). Figure 7 represents the scaled weights of the different degrees of freedom ranked in order of

importance. For this example, it is demonstrated that there are 7 dominant design parameters with a scaled weight

approximately one order of magnitude greater than the remaining 9 (Fig. 7). Therefore, the exhaust performance could

potentially be characterised with 7 design parameters. The dominant variables encompass the control of the bypass

nozzle and after-body design, the placement of the ventilation nozzle and the control of the outer aeroline of the bypass

duct. The rest of the design parameters have a reduced impact on 𝐶∞
𝑣 .

The design variables that control the bypass nozzle ŕow expansion process were identiőed as dominant. This

indicates that the performance of the exhaust system is governed by shock-losses in the bypass nozzle ŕow and that it

could potentially be minimised with only 7 parameters. This starts within the bypass nozzle with the control of the inner

9



Fig. 7 Ranking of importance of the different exhaust design parameters and visual representation of the design

spaces.

line curvature and continues to the after-body whereby with curvature control the shock-őeld potency can be minimised,

therefore reducing the shock losses and improving performance. Moreover, the parameters that control the duct outer

line are also identiőed as dominant. These parameters have an impact on total pressure loses within the duct.

To verify the Active Subspace methodology and őnd out the minimum data needed to derive the ranking of design

variables different datasets were evaluated with coarse meshes and wall functions. Databases of 𝑁𝑠/𝑛𝐷𝑂𝐹 = 10, 15,25

and 50 were used to calculate the ranking. The same dominant design variables were obtained for 𝑁𝑠/𝑛𝐷𝑂𝐹 = 25

and 50 (Figure 8). Therefore, it was concluded that a population ratio of 𝑁𝑠/𝑛𝐷𝑂𝐹 = 25 was sufficient to capture

the ranking of design variables. In addition, the ranking results obtained with coarse meshes and wall functions were

compared with the results of the őne CFD approach (𝑁𝑠/𝑛𝐷𝑂𝐹 = 60). It was found that the dominant design variables

identiőed with the coarse mesh approach was consistent with the őne CFD approach (Figure 8).

2. Optimisation with sampling of the reduced design space

The őrst strategy for the optimisation with dimensionality reduction is outlined in Figure 9a. In this strategy, the

complete design space (16 DoF) is initially assessed with coarse meshes and wall functions to derive the ranking

information and identify the dominant design variables for optimisation. Moreover, the initial database is also used

to create a Kriging RSM that is optimised for all 16 degrees of freedom. The Kriging RSM optimisation is used to

identify suitable values for the non-dominant design parameters. Once the ranking of design parameters and suitable

values for the non-dominant parameters are identiőed, a second database of exhausts is generated. In this case the LHS

method is applied to the reduced design space of optimisation variables (dominant parameters). This is the resampling

step (Figure 9a, in red), which is used as the initial dataset to start the CFD in-the-loop optimisation. Therefore, each

optimisation with dimensionality reduction encompasses and initial database with 16 DoF and a reduced database only

of the selected optimisation variables (dominant parameters).

This optimisation methodology is applied to study the effect of the number of optimisation variables. Exhausts were

optimised with the 3, 5 and 7 most dominant design parameters and were compared with the results of the 16 DoF

optimisation of the previous section (Figure 10, Table 3). For an increasing number of design variables, the optimum

Δ𝐶∞
𝑣 tends asymptotically to the value of the 16 DOF optimisation (CFD-2, Table 3) (Figure 10). The optimisation with

7 design variables (DIM-1-WS) identiőed a candidate design with Δ𝐶∞
𝑣 of 0.06%, relative to the baseline design. This

is approximately the same as the baseline optimisation method (Baseline, Table 3) and 0.014% lower than the full 16

DoF optimisation with CFD in-the-loop (CFD-2, Table 3). However, as the number of optimisation variables is reduced,

the optimum 𝐶∞
𝑣 is reduced substantially. With őve optimisation variables (DIM-2-WS) the beneőt in 𝐶∞

𝑣 is reduced to

0.042%. With three, (DIM-3-WS) it is not possible to improve the performance of the baseline design (Table 3).

In terms of computational time, the CFD in-the-loop optimisation with 7 DoF (DIM-1-WS) is approximately 3.7
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Fig. 8 Effect of the population ratio (Ns/nDOF) and CFD fidelity on the ranking of geometric design variables.

Fig. 9 Flow diagrams of the different optimisation methods with dimensionality reduction. (a) Method with a

2𝑛𝑑 exploration of the design space and (b) method without it.

11



Fig. 10 Effect of the number of design parameters on the optimised 𝐶∞
𝑣 . 𝐶∞

𝑣 is based on the evaluation of the

optimum designs with fine meshes and 𝑦+ = 1

Table 3 Summary of exhaust optimisations. The velocity coefficient is expressed relative to the baseline design

(Δ𝐶∞
𝑣 ) and was evaluated with the fine mesh approach.

Optimisation nDOF Method Mesh Ns/nDOF Ng/nDOF Δ𝐶∞
𝑣 Comp. time

Baseline 16 RSM 800k, 𝑦+ = 1 60 - 0.064% 1

CFD-2 16 CFD 140k, 𝑦+ = 50 50 3 0.075% 0.37

DIM-1-WS 7 CFD 140k, 𝑦+ = 50 25 5 0.061% 0.27

DIM-2-WS 5 CFD 140k, 𝑦+ = 50 25 5 0.042% 0.24

DIM-3-WS 3 CFD 140k, 𝑦+ = 50 25 5 -0.030% 0.17

DIM-4-WOS 7 CFD 140k, 𝑦+ = 50 25 5 0.072% 0.22

times faster than the baseline optimisation method with őne CFD and RSMs (Table 3). This includes the time required

for the initial (16 DoF) and reduced (7 DoF) explorations of the design space as well as the optimisation generations.

Although the identiőcation of the dominant variables required an initial database of 16 DOF, the results indicate that for

an exhaust design style, subsequent optimisations with speciőc constraints could be undertaken with fewer variables to

enable a quicker design process.

3. Optimisation without sampling of the reduced design space

It is demonstrated that UHBR aero-engine exhausts could be optimised with 7 geometric DOF. However, the method

required an initial investigation of the design space to identify the dominant design parameters and a second exploration

of the reduced set of design variables to start the optimisation. For this reason, the computational time of the method

could be further improved if both explorations were combined. In this context, a second optimisation methodology

based on CFD in-the-loop and dimensionality reduction is proposed (Fig. 9b). The philosophy of this method is to

perform an initial exploration of the full design space with 16 DoF to identify the dominant design parameters and to

use the same data to start the optimisation with dimensionality reduction. Therefore, this methodology removes the

resampling step in which a second LHS is calculated for the reduced design space (Fig. 9).

The main assumption of the method is that a lower-dimensional optimisation can be started from a higher-dimensional
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Fig. 11 RMSD and Pearson index of Kriging RSM trained with different number of geometric design variables

selected from a 16 DoF database. The training database had a population ratio of 𝑁𝑠/𝑛𝐷𝑜𝐹 = 25 and was

evaluated with coarse meshes and wall functions.

LHS dataset. For example, a database of designs with 16 DoF could be used to start a CFD in-the-loop optimisation

of the 7 dominant DoF. The key hypothesis is that the non-dominant design parameters do not have an impact on

the exhaust performance. To verify the hypothesis, Kriging RSMs were trained with a 16 DoF exhaust database and

tested with an independent dataset (𝑁𝑠/𝑛𝐷𝑜𝐹 = 50, coarse meshes and wall functions). However, non-dominant

design variables were excluded from the training process. These were selected according to the ranking of importance

(Fig. 7). Figure 11 demonstrates that the best performance of a Kriging RSM is achieved when the model is trained

with 7 DoF (maximum Pearson index and minimum RMSD). This result indicates that the 9 non-dominant design

parameters do not affect the exhaust 𝐶∞
𝑣 and may induce noise in the correlations of the design space. Therefore, a CFD

in-the-loop optimisation for a reduced number of dominant degrees of freedom could be initialised from a database that

also includes the non-dominant design parameters.

It is demonstrated that a process that targets the optimisation of the dominant design variables can be initialised

from a more general database that also includes the non-dominant geometric parameters. For this reason, an exhaust

optimisation process with a CFD in-the-loop, coarse meshes and wall functions is developed using the strategy outlined

in Figure 9b. The method (DIM-4-WOS, Table 3) identiőed an exhaust conőguration with Δ𝐶∞
𝑣 = 0.072% beneőt

relative to the reference design. This result is within 0.003% of the candidate design obtained with a 16 DOF optimisation

(CFD-2). Moreover, the optimisation was approximately 4.4 times faster than the baseline optimisation approach based

on RSM, őne meshes and resolved boundary layers (Table 3).

In terms of aerodynamics, all optimisations with dimensionality reduction mitigate the adverse under-expanded

ŕow effects that characterise the baseline design. However, for the optimum obtained with 3 DoF (DIM3-WS), the

ŕow is starting to separate near to core cowl trailing edge. This effect explains the reduction in 𝐶∞
𝑣 relative to the

baseline design despite the mitigation of the under-expended ŕow features at the bypass nozzle. In addition, both

designs obtained with 7 DoF (DIM1-WS and DIM4-WOS) exhibit Mach number distributions that are similar to the 16

DoF optimised design (CFD-2). These results indicate that the aerodynamics is sensitive to the most dominant design

parameters but almost insensitive to the non-dominant ones. Therefore, it is conőrmed that an optimisation process that

targets the dominant design variables would be sufficient to capture the relevant aerodynamic effects.

For UHBR aero-engine exhausts, it is demonstrated that an optimisation process with dimensionality reduction can

identify candidate designs with similar exhaust 𝐶∞
𝑣 and aerodynamics relative to a full dimensional optimisation. The

methodology based on feature-selection identiőes the dominant design variables in the design space and optimises only

for those, which reduce computational cost.
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Fig. 12 Mach number contours for the baseline exhaust design and the different optimum configurations. It

includes the optimum designs for a 16 DoF optimisation (CFD-2) and the optimum designs for optimisations with

dimensionality reduction (DIM1-WS, DIM2-WS, DIM3-WS, DIM4-WOS). All design are evaluated with fine

meshes and 𝑦+ = 1.
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IV. Conclusions
This work presents a novel methodology for the optimisation of UHBR exhaust systems with dimensionality

reduction techniques. The optimisation is a single-objective methodology with CFD in-the-loop. The process is guided

with a CFD approach that uses coarse meshes and wall functions to reduce the computational time of the optimisations.

The methodology is initially tested on a fully deőned exhaust system with 16 design variables. The process is able

to mitigate the adverse aerodynamic features of the baseline design and improves the nozzle velocity coefficient by

0.075%. Moreover the method is approximately 2.7 times faster than a baseline optimisation approach based on őne

meshes and Response Surface Models.

A feature selection method based on active subspaces is developed and used to identify the parameters that govern

the exhaust performance. Of the initial 16 design parameters, 7 were found to be important for the exhaust velocity

coefficient. These variables control the bypass nozzle ŕow expansion process, which indicates that the performance of

the exhaust system is governed by shock-losses in the bypass nozzle ŕow. Moreover, the method for dimensionality

reduction was coupled with several optimisation processes. It was found that for an optimisation of the 7 dominant

design variables, the optimum design had a similar velocity coefficient relative to the optimum obtained with 16 DoF.

This approach reduced the computational time by 4.5 relative to the baseline approach.
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