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ABSTRACT: Vibrational spectroscopy is an omnipresent spectroscopic
technique to characterize functional nanostructured materials such as
zeolites, metal−organic frameworks (MOFs), and metal−halide perov-
skites (MHPs). The resulting experimental spectra are usually complex,
with both low-frequency framework modes and high-frequency functional
group vibrations. Therefore, theoretically calculated spectra are often an
essential element to elucidate the vibrational fingerprint. In principle, there
are two possible approaches to calculate vibrational spectra: (i) a static
approach that approximates the potential energy surface (PES) as a set of
independent harmonic oscillators and (ii) a dynamic approach that
explicitly samples the PES around equilibrium by integrating Newton’s
equations of motions. The dynamic approach considers anharmonic and temperature effects and provides a more genuine
representation of materials at true operating conditions; however, such simulations come at a substantially increased computational
cost. This is certainly true when forces and energy evaluations are performed at the quantum mechanical level. Molecular dynamics
(MD) techniques have become more established within the field of computational chemistry. Yet, for the prediction of infrared (IR)
and Raman spectra of nanostructured materials, their usage has been less explored and remain restricted to some isolated successes.
Therefore, it is currently not a priori clear which methodology should be used to accurately predict vibrational spectra for a given
system. A comprehensive comparative study between various theoretical methods and experimental spectra for a broad set of
nanostructured materials is so far lacking. To fill this gap, we herein present a concise overview on which methodology is suited to
accurately predict vibrational spectra for a broad range of nanostructured materials and formulate a series of theoretical guidelines to
this purpose. To this end, four different case studies are considered, each treating a particular material aspect, namely breathing in
flexible MOFs, characterization of defects in the rigid MOF UiO-66, anharmonic vibrations in the metal−halide perovskite CsPbBr3,
and guest adsorption on the pores of the zeolite H-SSZ-13. For all four materials, in their guest- and defect-free state and at
sufficiently low temperatures, both the static and dynamic approach yield qualitatively similar spectra in agreement with experimental
results. When the temperature is increased, the harmonic approximation starts to fail for CsPbBr3 due to the presence of anharmonic
phonon modes. Also, the spectroscopic fingerprints of defects and guest species are insufficiently well predicted by a simple
harmonic model. Both phenomena flatten the potential energy surface (PES), which facilitates the transitions between metastable
states, necessitating dynamic sampling. On the basis of the four case studies treated in this Review, we can propose the following
theoretical guidelines to simulate accurate vibrational spectra of functional solid-state materials: (i) For nanostructured crystalline
framework materials at low temperature, insights into the lattice dynamics can be obtained using a static approach relying on a few
points on the PES and an independent set of harmonic oscillators. (ii) When the material is evaluated at higher temperatures or
when additional complexity enters the system, e.g., strong anharmonicity, defects, or guest species, the harmonic regime breaks down
and dynamic sampling is required for a correct prediction of the phonon spectrum. These guidelines and their illustrations for
prototype material classes can help experimental and theoretical researchers to enhance the knowledge obtained from a lattice
dynamics study.

■ INTRODUCTION
The continuous challenge to find technological solutions for
present-day problems stimulates the design of new functional
nanostructured materials. Thanks to advanced synthetic
algorithms, such materials are now being developed at a high
pace. Within this paper, we focus on the simulation of
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vibrational spectra of three specific functional nanostructured
material types, namely zeolites, metal−organic frameworks
(MOFs), and metal−halide perovskites (MHPs). This choice
is inspired to cover a broad range of nanostructured materials
with different features, which should allow the formulation of
general guidelines on how one can calculate vibrational spectra
of these materials that align with experimental observations. In
this contribution, periodic density functional theory is applied
to study different properties in nanostructured materials.
Surface and/or interfacial effects on phonon properties (as
discussed by, e.g., Dzhagan et al.1) are not accounted for and
were considered outside the scope of this work. As will become
clear, depending on the specific features of the materials, i.e.,
having defects or not, having pores with or without inclusion of
guest molecules, etc., other methodologies are necessary to
accurately predict vibrational spectra.

Three classes of materials are investigated within this
Review, as shortly introduced hereafter. First, zeolites are
considered, which are inorganic microporous crystalline
frameworks that are already routinely employed in chemical
industry because they can increase the catalytic efficiency of
chemical processes.2,3 This is, for example, of interest in the
production of olefins from methanol4 and the reduction of
NOx from exhaust gases.5,6 Furthermore, their porosity is
beneficial in gas separation applications.7 Zeolites can exist
under various topologies8 and with a wide-range of acid site
distributions,9 affecting their catalytic and separation perform-
ances. Second, MOFs are examined, which are a more recent

class of nanoporous and/or microporous crystalline materi-
als.10−12 They are formed by inorganic polynuclear clusters
connected by organic linkers. Within the concept of reticular
chemistry, these two types of building blocks may be altered,
allowing the functionalization of the material.13 This renders
MOFs versatile materials with many different potential
applications in the fields of heterogeneous catalysis,14 gas
separation,15 drug delivery,16 chemical sensing,17 etc. Depend-
ing on the specific framework topology and building blocks,
MOFs may exhibit framework flexibility or not.18,19 Flexible
MOFs are characterized by their potential to switch phases
upon exposure to external stimuli such as pressure, temper-
ature, guest adsorption, etc. Vibrational spectra may be
critically dependent on the particular phase of the MOF;20,21

in this sense, both flexible and rigid MOFs are considered in
this Review, as schematically shown in Figure 1. Lastly, MHPs
are taken into account, which are a set of emerging functional
nanostructured materials.22,23 They have a structural formula
of ABX3 in which A represents an organic or inorganic
monovalent cation, B acts for a divalent metal cation, and X
takes the form of a halide anion. They exhibit suitable
electronic properties, turning them into promising materials
within solar cells or other energy conversion devices.24,25 In
contrast to zeolites and MOFs, they do not show porosity, but
similar to flexible MOFs they can undergo phase trans-
formations under particular conditions to which they are
exposed. They are thus categorized as polymorphic materials.

Figure 1. Overview of the four different case studies treated in this work.
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In order to assess the potential application of functional
nanostructured materials in new or existing technologies, these
materials need to be properly characterized. In that respect, a
broad range of experimental spectroscopic techniques are
available.26−29 Vibrational spectroscopy has proven to be a
very strong characterization technique, as it allows the
investigation of both dynamical and structural features through
analysis of the phonon modes with frequencies in the infrared
(IR) range.30−32 Low-frequency phonon modes or terahertz
vibrations, involving collective displacements within the entire
material, govern the lattice dynamics. These low-frequency
phonon modes yield the largest contributions to the vibrational
entropy and, hence, affect the thermal stability of the material,
in some cases inducing structural phase transformations.33−37

High-frequency vibrations, in the mid-IR range of the
spectrum, determine the local bond strength. Consequently,
high-frequency vibrations provide information on the presence
and structure of specific functional groups.30,32,38 IR and
Raman spectroscopy are the most frequently used vibrational
spectroscopic techniques. Through the absorption or scattering
of light, they probe the change in the dipole moment or the
polarizability, respectively, and are, hence, subject to selection
rules, meaning that not all phonon modes will be detected.
Other vibrational spectroscopic techniques, such as sum-
frequency generation (SFG)39 and inelastic neutron scattering
(INS),40 exist that depend on different or no selection rules,
allowing the study of complementary phonon modes.

The interpretation of experimental vibrational spectra of
nanostructured materials is often not trivial. This is certainly
true for low-frequency vibrations, which rely on weak forces
and often span a broad frequency range. Therefore, they can
no longer be easily interpreted purely based on chemical
insight.41,42 High-frequency vibrations can be associated with
isolated bonds and are usually characteristic for specific
functional groups; as a result, they exhibit sharp spectral
bands centered around a characteristic frequency due to strong
bonds. Nevertheless, for complex nanostructured materials,
their interpretation might not always be trivial due to
overlapping bands. Furthermore, the presence of defects may
influence the character and frequency of the phonon modes.43

Also, the identification of multiple guest species within porous
framework materials can become cumbersome when their
characteristic vibrational fingerprints overlap.44 Theoretical
calculations are quintessential to assist in the assignment of
phonon modes. In addition, observations from simulations
provide detailed molecular-level insight, turning them into an
indispensable characterization tool for the material under
study.42,45−48 However, to obtain a reliable prediction of
spectra, it is important to employ a proper theoretical model
that is representative for the system of interest.

The modeling of a material typically consists of four different
steps.49 At first instance, a realistic atomistic representation of
the system needs to be defined. Second, the forces between the
atoms should be evaluated by constructing the potential energy
surface (PES), which defines the equilibrium configuration and
the surrounding states in configuration space. Once a
description of the PES is available, the vibrational properties
can be determined in the last two steps. In step three, the PES
should be sampled, which is possible through different
approaches. One can choose a simple harmonic sampling of
the PES around its equilibrium configuration, referred to as the
static or local approach, in which the phonon modes appear as
solutions of harmonic oscillators. Although this harmonic

approximation has a low computational cost and gives direct
access to the phonon modes, it only samples the equilibrium
state at 0 K and neglects temperature and anharmonic effects.
The latter can be dealt with by including anharmonic
corrections in the model, but this increases the computational
cost significantly.50−52 A more realistic sampling of the PES is
obtained via molecular dynamics (MD) simulations. By solving
Newton’s equations of motion at subsequent time steps, it is
possible to sample the true shape of the PES around its
equilibrium configuration. This has the advantage that
temperature effects and (a certain amount of) anharmonicity
are accounted for. However, the successive evaluation of the
molecular forces together with the necessity of long MD
trajectories, required to reach a converged sampling of the
PES, increases the computational cost.53 Moreover, during an
MD run, all phonon modes are excited simultaneously.
Therefore, they are no longer directly accessible but follow
only after additional spectral analysis.54

Once the PES has been sampled, the actual vibrational
properties can be determined in the final step. Several thermal
and mechanical properties, such as the thermal expansion
coefficient, the heat capacity, and the bulk modulus, follow
directly or indirectly from the phonon mode frequencies.55,56

Other vibrational properties need additional theoretical input
before they can be predicted. The theoretical prediction of IR
intensities, for example, requires the calculation of the dipole
moment, which corresponds to the derivative of the potential
energy to the external electric field.57 The central property in
the prediction of Raman intensities is the polarizability tensor,
which corresponds to the derivative of the dipole moment or
the second-derivative of the potential energy to the external
electric field.57 Similarly, specific molecular properties are
needed to predict intensities of other vibrational spectra such
as SFG58,59 and INS.40

To date, it is not clear a priori which theoretical approach
could be employed for a given nanostructured material to
accurately predict and explain the experimentally observed
vibrational fingerprints. The quality of the theoretical model
can strongly depend on several factors, such as the flexibility of
the framework, the presence of defects, the manifestation of
anharmonic phonon modes, the presence of guest species, etc.
In this Review, the performance of both static and dynamic
simulation techniques to calculate vibrational properties of
functional nanostructured materials is assessed by comparing
theoretical and experimental spectra. Furthermore, some
calculated bulk properties, such as the bulk modulus, the
thermal expansion coefficient, and the heat capacity, which
depend on the phonon modes, will also be compared with
experimental reference values. For that purpose, four different
case studies will be highlighted, each treating a specific
material’s aspect (see Figure 1). A first case study considers the
flexible MOF MIL-53(Al).60 It undergoes a breathing
transition between a closed pore and a large pore phase in
which the low-frequency phonon modes contribute to the
breathing mechanism.20 Second, the case of the rigid MOF
UiO-66 will be treated.61 Although UiO-66 is a very stable
MOF, it often contains defects that have an impact on its
vibrational properties.43 Next, the MHP CsPbBr3 will be
investigated, which exhibits strong anharmonic character.62,63

Finally, the influence of guest species within a porous
framework on the vibrational fingerprints will also be studied.
In that regard, the vibrational properties of H-SSZ-13, a
prototypical zeolite used in catalytic applications, will be

Journal of Chemical Theory and Computation pubs.acs.org/JCTC Review

https://doi.org/10.1021/acs.jctc.3c00942
J. Chem. Theory Comput. 2024, 20, 513−531

515

pubs.acs.org/JCTC?ref=pdf
https://doi.org/10.1021/acs.jctc.3c00942?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


predicted when it is loaded with methanol or ethanol.44 The
aforementioned case studies naturally lead to the formulation
of general guidelines, valid for a wide range of nanostructured
materials, to perform accurate calculations of vibrational
properties. This will help experimental and theoretical
researchers to gain insight in a specific nanostructured material.

■ METHODOLOGICAL ASPECTS OF CALCULATING
VIBRATIONAL PROPERTIES

Sampling the PES. Following the Born−Oppenheimer
approximation,64 the time-independent electronic Schrödinger
equation can be written as follows:

r R r R R r R( , ) ( , ) ( ) ( , )e e e= (1)

Here e represents the electronic Hamiltonian operator and
Ψe is the electronic wave function of the ground state. They are
both a function of the electronic coordinates r but depend only
parametrically on the nuclear coordinates R. For simplicity, the
spin dependency is incorporated in the electronic coordinates.
The solution of this eigenvalue equation yields the electronic
energy , which becomes a function of the nuclear
coordinates. The finally obtained multidimensional function

, in terms of the nuclear coordinates, yields the potential
energy surface on which the dynamics of the nuclei can be
evaluated.

Several methods exist to calculate the PES of the system,
which are all approximate for systems having more than one
electron due to the presence of electron−electron inter-
action.65−68 Density functional theory (DFT) is nowadays the
method of choice to determine the electronic structure thanks
to its attractive computational cost and the ability to include
electron correlation if a proper exchange-correlation functional
is chosen.69,70 Despite its success, DFT can, with the currently
available computational resources, treat systems in the
nanometer length scale having maximally a few thousand
atoms.71−73 For larger systems, more crude approximations are
necessary. An often applied methodology is the usage of
classical force fields where the interactions between the
different atoms and functional groups are described by
analytical functions with predefined force constants.74−77

However, in the case of vibrational spectroscopy, this makes
the phonon modes strongly dependent on the applied force
field. Furthermore, due to the lack of information on the
electronic structure, derived properties such as the dipole
moment and polarizability can no longer be straightforwardly
obtained, and extensions to the force field model are required
to be able to calculate them.78−81 Recently, the gap between
electronic structure and classical force field methods is being
bridged by machine learning (ML) techniques, which allow the
use of ML potentials (MLPs) at the computational cost of
regular force field methods with the accuracy of first-principle
methods.82−85 However, for the calculation of IR and Raman
spectra, special MLPs need to be developed that also take into
account the electron density, which is an area that is currently
being explored86−88 and certainly not yet available for the
complex materials under study in this account. Within this
contribution, we restrict ourselves to methodologies where the
PES is described by means of DFT.

Irrespective of the applied method to calculate the potential
energy of a molecular configuration, the PES can be sampled
using different approaches. In the following, the two most
frequently applied techniques in the field of computational

vibrational spectroscopy will be highlighted: the harmonic
approximation and MD (see Figure 2).

Harmonic Approximation. Around its equilibrium config-
uration, R0, the PES can be approximated by its Taylor
expansion up to second order:

R R R R qq
q

q q
q q

( ) ( ) ( ) 1
2

( ) ( )
i

i
i i j

i j
i j

0 0
,

2

0
3= + + +

(2)

where q = R − R0 corresponds to the displacement vector. In
equilibrium, there are no forces working on the system and,
therefore, the first-order derivatives of the potential energy
with respect to the displacement equal zero, i.e., R( ) 0

q 0
i

= . In

the harmonic approximation, the third- and higher-order terms
are neglected. The only remaining terms, apart from the
constant potential energy at equilibrium, are the ones
containing the second-order derivatives of the potential energy
with respect to the displacement, which correspond to the
matrix of force constants and are referred to as the Hessian
matrix:

R
q q

H ( )ij
i j

2

0=
(3)

For periodic systems, the size of the Hessian becomes
infinitely large. Therefore, the dynamical matrix, D(k), is
introduced, which is the mass-weighted discrete Fourier
transform of the Hessian. The dynamical matrix is a function
of the wavenumber k and has a dimension of 3N × 3N, with N
being the number of atoms in the unit cell. In the harmonic
approximation, phonon modes appear as the eigenvectors of
the dynamical matrix and their vibrational frequencies as the
square root of the eigenvalues:

k Q k k Q kD( ) ( ) ( ) ( )n n n
2= (4)

The dynamical matrix and its corresponding phonon modes
are uniquely defined in the entire first Brillouin zone. However,
as only phonon modes in the center of the Brillouin zone (Γ-
point) may exhibit IR and/or Raman activity, we will consider
k = 0 in the following. In case anharmonicities are important,
there are specific ways to go beyond the harmonic
approximation for nanostructured materials. On the one
hand, a volume dependence of the phonon modes can be
introduced by determining the Hessian and its corresponding
normal modes at different volumes, which is referred to as the
quasi-harmonic approximation (QHA).89,90 This allows the
investigation of thermal and mechanical properties depending
on phonon modes. On the other hand, it is possible to add
higher-order terms in the expression of the Taylor expansion.51

Figure 2. Illustration of the static and dynamic approaches to
sampling the PES.
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Several approaches have been proposed that take into account
these anharmonic corrections,52,91−93 such as the vibrational
self-consistent field (VSCF),94,95 the vibrational configuration
interaction (VCI),96,97 the vibrational perturbation theory
(VPT),98−100 and the vibrational coupled-cluster (VCC)101,102

methods. Although the above-mentioned approaches can
significantly improve the prediction of phonon modes,
especially in anharmonic systems, this comes with an increased
computational load. Therefore, they have, so far, mostly been
applied on materials with a small unit cell.52

Molecular Dynamics (MD). The harmonic approximation
and its anharmonic extensions are static or local approaches in
the sense that the PES is determined around the equilibrium
configuration, with fixed positions of the nuclei determined
after optimization at 0 K. In contrast, molecular dynamics
(MD) techniques rely on dynamic sampling, where the nuclei
are able to move on the actual PES and visit different
configurations in the vicinity of the equilibrium. The sequence
of nuclear configurations are obtained by solving Newton’s
equations of motion, which requires the calculation of the
forces working on a specific configuration at time t from which
the acceleration of the nuclei can be obtained:

R
R t

t
t

( )
( ( ))i

i
i

2

2 =
(5)

where i is the mass of the nucleus with position Ri and
R t( ( )) is the gradient of the potential energy of the

configuration visited at time t. Via numerical integration, for
example with the velocity Verlet algorithm, the nuclear
positions at time t + Δt can be obtained. Through evaluation
of the equations of motion at subsequent timesteps, a physical
path between different configurations is constructed and,
gradually, the PES is explored. Besides the advantage that MD
can sample configurations away from equilibrium and explicitly
take the anharmonic shape of the PES into account, it is also
possible to control parameters such as temperature and
pressure via thermostats and barostats, respectively, to allow
sampling of the PES at the correct experimental condi-
tions.103,104 However, MD simulations are computationally
more expensive, as the potential energy needs to be calculated
at every time step and for many different configurations. In this
regard, efficient algorithms have been developed that make use
of information obtained at previous time steps, reducing the
computational load to some extent.105 Furthermore, individual
phonon modes are not readily accessible from an MD
simulation, as all modes are excited simultaneously. They
should be extracted from an MD run via spectral analysis
techniques, which require sufficiently long simulation times in
order to reach convergence.106 Finally, the classical Newton
equations of motion neglect the quantum character of the
nuclei, which becomes important for light nuclei such as
hydrogen and at low temperatures. To correctly sample the
PES in these situations, these nuclear quantum effects should
be accounted for via techniques such as path integral MD,
again increasing the computational cost.107 Within this
contribution we will test both the harmonic approximation-
and MD-based approaches. However, nuclear quantum effects
are not explicitly treated, as this would necessitate a significant
increase of computational resources.
Derivation of Vibrational Properties. Once the PES has

been sampled, either locally by means of the harmonic
approximation or by also including nonlocal effects via MD

techniques, vibrational properties can be determined. In the
following, the calculation of IR and Raman spectra via static
(or local) and dynamic approaches will be discussed.
Moreover, the procedure to obtain thermal and mechanical
properties using the QHA will be highlighted.
IR Spectra. Phonons can interact with electromagnetic

radiation by absorbing IR light, giving rise to the IR spectrum.
This interaction can be described by a perturbation of the
nuclear Hamiltonian N:

M EN = · (6)

in which M̂ represents the dipole moment operator of the
system and E corresponds to the external electric field due to
the electromagnetic radiation. Based on quantum mechanical
considerations, an expression for the total absorption can be
obtained. The derivation will be summarized in the following.
We refer to section S1.1 in the Supporting Information for a
step by step derivation. The total absorption at a certain
frequency depends on the probability that a transition between
vibrational states occurs. Therefore, Fermi’s golden rule can be
applied, eventually yielding the following expression for the
absorbance A as a function of frequency:

M EA e f i( ) (1 ) ( )k T

f i
i fi

/ 2B | | | · |

(7)

Here, ℏ and kB are Planck’s constant divided by 2π and
Boltzmann’s constant, respectively. T is the temperature, i and f
represent the initial and final state, and ρi is the probability to
encounter initial state i. The evaluation of the sums over the
initial and final states is carried out differently when a static or
a dynamic approach is applied. In the former approach, the
double harmonic approximation allows one to expand the
dipole moment operator in a Taylor expansion up to first order
in the phonon modes:

i
k
jjjjj

y
{
zzzzz

M

M E

A e f

Q
Q i

( ) (1 )

( )

k T

f i
i

n n
n fi

/
0

0

2

B

+ ·
(8)

where Q n is the normal mode operator of mode n. The
permanent dipole moment M0 does not operate on the
orthonormal vibrational eigenstates and, hence, the term
vanishes. Following the properties of harmonic oscillator
eigenstates, applying the Boltzmann distribution law to
estimate ρi, and upon rotational averaging, the absorbance of
a specific phonon mode n is given by
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Z is the notation for the Born effective charge (BEC) tensor,
which contains the derivatives of the dipole moment with
respect to the Cartesian coordinates. The BEC, as a second-
order derivative of the energy with respect to the electric field
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and the Cartesian coordinates, can be efficiently calculated via
a finite difference108 or linear response109 approach.

In the finite differences approach, the atoms in the system
are first displaced along the independent directions to calculate
the forces from single point calculations. Next, the second-
order force constants can be obtained with any scheme of finite
differences. Supercells are required to capture long-wavelength
phonons, and phonons are calculated exactly at the wave
vectors commensurate with the supercell.

Alternatively, the linear response of the electronic charge
density can be calculated using the Kohn−Sham orbitals,
requiring only calculations on the ground-state crystal. An
advantage to this approach is that, in principle, the response to
incommensurate wavevectors can be calculated without the
construction of a supercell. Finite wave vector responses can be
obtained within the primitive unit cell and thus the
computational cost is reduced compared with the finite
differences approach. However, some software packages can
only calculate phonons with the linear response approach at
the Γ-point and will, as with the finite differences approach,
require supercells to calculate phonon dispersion relations. In
both approaches, symmetry in the supercell can be exploited to
reduce the computational load by limiting the number of single
point calculations.

The static IR spectrum is thus characterized by several δ
peaks. In order to increase the agreement with experiment,
which is subject to temperature and imperfections, they are
usually broadened by adding a line shape, typically Gaussian or
Lorentzian.

In the dynamic approach, the Fourier transform of the Dirac
δ function is introduced in eq 7, which allows one to rewrite
the expression:

M MA e te t( ) (1 ) d (0) ( )k T i t/
qm

B ·
+

(11)

in which ⟨M̂(0)·M̂(t)⟩qm represents the quantum mechanical
ensemble average of the autocorrelation function of the dipole
moment. Consequently, by simply taking the Fourier transform
of this autocorrelation function, the IR spectrum is
immediately obtained. However, the ensemble average is
usually obtained through classical MD calculations. In that
case, in order to correct for the quantum character of the
nuclei, a quantum correction factor needs to be taken into
account. A natural choice is the so-called harmonic
approximation,110 which leads to the following expression for
the absorbance:

M MA te t( ) d (0) ( )i t2
classic·

+

(12)

Hence, the calculation of the IR spectrum via MD requires
only the calculation of the dipole moment at subsequent time
steps. Instead of using the autocorrelation of the dipole
moment, the autocorrelation of the derivative of the dipole
moment can also be applied. This leads to a similar expression
as eq 12 in which ω2 disappears due to properties of the
Fourier transform. The absorbance obtained from an MD
simulation is a continuous function of the frequency, which
naturally possesses a line shape; as such, it is in principle not
required to artificially broaden the IR spectrum. However, an
additional line shape might still be applied to account for
experimental features that are not considered in the theoretical
model (e.g., defects).

Raman Spectra. Besides absorption, phonons can also
interact with light by scattering, which yields the Raman
spectrum. Scattered light originates from the oscillating dipole
moment, m, induced through the external electric field E:

m E= · (13)

where α represents the polarizability tensor. Analogous to the
expressions for the absorbance, in which the dipole moment is
the property of interest, the scattering intensity, I, for normal
vibrational Raman scattering depends on the polarizability
tensor. The full quantum mechanical derivation of the
scattering intensity can be found in section S1.2 of the
Supporting Information. The most important steps are
highlighted here. The initial expression for the scattering
intensity is given by

E EI f i( ) ( )
f i

i fis
4 s 2| · | | · |

(14)

in which ωs and Es are the frequency and electric field of the
scattered light. α̂ corresponds to the operator form of the
polarizability tensor. In contrast to the expressions found for
the IR spectrum, those for the Raman spectrum are more
complicated because the intensity also depends on the
scattering geometry. When following a static approach, once
again, a Taylor expression of the crucial operator term, in this
case the polarizability tensor, can be developed in terms of the
vibrational eigenstates. For each phonon mode, the corre-
sponding Raman intensity, In can be found by applying the
properties of harmonic oscillators and the Boltzmann
distribution law:
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Finally, after determining the isotropic averages in the case
of linearly polarized light, the equation is as follows:
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where an and γn are given by:

i
k
jjjjj

y
{
zzzzza

Q Q Q
1
3n

xx

n

yy

n

zz

n

= + +
(17)

Ä

Ç

ÅÅÅÅÅÅÅÅÅÅÅÅÅ

i
k
jjjjjj

y
{
zzzzzz

i
k
jjjjjj

y
{
zzzzzz

i
k
jjjjjj

y
{
zzzzzz

É

Ö

ÑÑÑÑÑÑÑÑÑÑÑÑÑÄ

Ç

ÅÅÅÅÅÅÅÅÅÅÅÅÅ

i
k
jjjjjj

y
{
zzzzzz

i
k
jjjjjj

y
{
zzzzzz

i
k
jjjjjj

y
{
zzzzzz

É

Ö

ÑÑÑÑÑÑÑÑÑÑÑÑÑ

Q Q Q Q Q Q

Q Q Q

1
2

3

n
xx

n

yy

n

yy

n

zz

n

zz

n

xx

n

xy

n

xz

n

yz

n

2
2 2 2

2 2 2

= + +

+ + +
(18)

The derivatives of the polarizability tensor with respect to
the normal mode coordinate can also be referred to as the
components of the Raman tensor, which is a third-order
derivative of the energy that can be calculated with linear
response or finite difference approaches.111 Therefore, it
requires more computational resources to calculate the
Raman tensor compared to the calculation of the BEC.

Similarly as in the dynamic IR case, taking the Fourier
transform of the δ function in the expression of the Raman
intensity (eq 14) eventually leads to:

Journal of Chemical Theory and Computation pubs.acs.org/JCTC Review

https://doi.org/10.1021/acs.jctc.3c00942
J. Chem. Theory Comput. 2024, 20, 513−531

518

https://pubs.acs.org/doi/suppl/10.1021/acs.jctc.3c00942/suppl_file/ct3c00942_si_001.pdf
pubs.acs.org/JCTC?ref=pdf
https://doi.org/10.1021/acs.jctc.3c00942?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


E E E EI
e

te t( )
(1 )

d ( (0) )( ( ) )s
k T

i t s s
cl

4

/ B
· · · ·

(19)

Analogous to the static case, a general expression for the
Raman intensity is obtained by determining the isotropic
averages. In the case of linearly polarized light, the expression
reduces to:
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where a(ω)2 and γ(ω)2 are given by:
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Consequently, only the components of the polarizability
tensor are required at subsequent time steps to predict the
Raman spectrum via MD. The polarizability tensor can be
obtained from first-principles calculations via linear response
techniques,112,113 which can increase the computational cost
per MD step by one or more orders of magnitude. Therefore,
an approximate finite difference scheme is often used, which
requires the calculation of the dipole moment with and
without applied electric field.54

Thermal and Mechanical Properties. The temperature
dependent free energy of a material can be expressed in terms
of its phonon frequencies:

F T E k T e( )
2

ln(1 )
n

n k T
el B

/n B= + +
(23)

in which Eel is the electronic energy. In the quasi-harmonic
approximation (QHA), the vibrational frequencies have an
explicit volume dependence. This allows the calculation of
thermal and mechanical properties such as the bulk modulus K,
the thermal expansion coefficient βV, and the heat capacities at
constant volume, CV, and constant pressure, CP, at the
equilibrium configuration with volume Veq (see also section
S1.3 in the Supporting Information for more details):
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Computational Details. All calculations have been
performed with DFT at the PBE-D3(BJ) level of theory.114−116

The applied software depended on the followed approach. In
the static approach, simulations with a plane-wave basis set are
performed using the Vienna Ab Initio Simulation Package
(VASP).117−119 This particular basis set allows one to easily
take into account the periodic nature of the nanostructured
materials. However, the large computational cost makes it less
suitable for MD simulations. Therefore, the dynamic
simulations were executed with CP2K,105 also using an atomic
basis set, which is developed to perform highly efficient MD
simulations.
Starting Structures. The starting structures used in this

study were mostly obtained from our previous work. The
defective-free structures of MIL-53(Al), UiO-66, and CsPbBr3
were taken from, respectively, refs 20, 120, and 63. The UiO-
66 structure containing a linker defect is generated by simply
removing one linker. The UiO-66 structure containing a
cluster defect was generated from the defective-free structure
by simply removing one metal cluster together with the linkers
attached to it. The connection points of the removed linkers
on the remaining metal clusters were capped by a formate
group. The starting structure of H-SSZ-13 was generated from
the chabazite structure in the database of the International
Zeolite Association by introducing two Brønsted acid sites,
consisting of an aluminum substitution and an additional
proton, in its unit cell. The first acid site could be chosen freely
without consequences on the properties due to the symmetry
of the system. The second acid site was positioned on a
different double six-membered ring more than two silicon
positions away to minimize the possible interactions between
the acid sites.
Static Approach. Static DFT calculations have been

conducted with VASP applying the projector-augmented
wave (PAW) method121 with a plane wave cutoff of 600 eV,
an “accurate” precision, and a self-consistent field (SCF) cycle
convergence threshold on the electronic energy of 10−8 eV. For
each structure, a different Monkhorst−Pack k-mesh has been
employed.122 The following k-meshes were used: 6 × 2 × 2 for
MIL-53(Al) (lp phase), 6 × 2 × 6 for MIL-53(Al) (cp phase),
1 × 1 × 1 for UiO-66, 4 × 4 × 3 for CsPbBr3, and 1 × 1 × 1
for H-SSZ-13.

To determine the optimal geometry, a set of fixed volume
optimizations around the expected equilibrium volume were
performed until the electronic energy did not deviate by more
than 10−7 eV. Afterward, the corresponding energies were
fitted through a Rose−Vinet fit to determine the optimal
volume.123 A final fixed volume optimization was executed at
this optimal volume. The Hessian of the equilibrium structure
was calculated via finite differences of the forces with respect to
the atomic displacements.

The experimental Raman spectra were collected with a
maximum photon wavenumber of 25 × 103 cm−1 (wavelengths
greater than 400 nm), multiple orders of magnitude smaller
than the Brillouin zone dimensions of the materials in this
study. For all case studies in this contribution, the magnitude
of the unit cell vectors is between 10 and 30 Å, corresponding
to Brillouin zone dimensions larger than 107 cm−1 (π/a, with a
being the length of an arbitrary unit cell vector). The
wavenumbers of the phonons (i.e., the wavenumber difference
between the incident and scattered photons) will at most be
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the same order of magnitude of the wavenumbers of the
incident photons, often much smaller. Similarly, the wave-
numbers of the absorbed photons in IR spectroscopy are also
much lower than the Brillouin zone dimensions (wavenumber
<4000 cm−1, wavelength >2500 nm). Therefore, the
experimental spectra will only sample the immediate vicinity
of the Brillouin zone-center, and it suffices to only consider the
Γ-point phonon modes when computing IR and Raman
spectra. The phonon modes in the Γ-point were obtained
through a normal-mode analysis. Infrared intensities of these
phonon modes were obtained according to the procedure
outlined in ref 20. Raman intensities were determined
following a procedure already reported in our earlier work,21

except for UiO-66, whose unit cell was too large and for which
a different procedure was adopted (see section S3 in the
Supporting Information).
Dynamic Approach. Ab initio molecular dynamics simu-

lations have been performed with the CP2K code and its
coupled Quickstep module applying a Gaussian and plane
wave basis set124 with 1000 Ry as the plane wave cutoff, 60 Ry
as the relative cutoff, a TZVP MOLOPT basis set125 as the
atomic basis set, and GTH pseudopotentials.126 All MD
simulations have been executed in the NVT ensemble starting
from the statically optimized structure. The MD simulations
have been performed at 300 K, except for the simulations on
H-SSZ-13 with and without methanol molecules, which have
been run on 373 K. For CsPbBr3, additional NVT simulations
on different temperatures have been performed. The cp phase
and lp phases of MIL-53(Al) are simulated in a 2 × 1 × 2
supercell, CsPbBr3 is simulated in a 3 × 3 × 2 supercell, and

UiO-66 and H-SSZ-13 are simulated in the unit cell (see also
section S4 in the Supporting Information). MD trajectories
with 50 000 steps have been constructed. A time step of 0.5 fs
was chosen for all structures, except for CsPbBr3, for which a
time step of 2 fs has been used. The first 10 000 steps served as
equilibration and were not considered for the construction of
the spectra. The temperature was controlled using a chain of
five Nose−́Hoover thermostats with a timeconstant of 100
fs.103 The dipole moments and polarizability tensors to
construct the dynamic IR and Raman spectra, respectively,
were calculated every fourth (fifth for CsPbBr3) MD step to
reduce the computational load. The latter was determined via a
finite difference scheme based on the difference between the
dipole moments with and without electric field.54

■ VIBRATIONAL PROPERTIES OF
NANOSTRUCTURED MATERIALS

Having introduced the theoretical foundations on how to
calculate the various vibrational spectra for nanostructured
materials, we will here apply these concepts on the four case
studies introduced earlier in this paper. By meticulously
comparing theoretical and experimentally derived spectra for
the various cases with specific features, i.e., anharmonic
behavior, presence of defects, flexible versus rigid behavior,
and the presence of guest molecules, a general assessment will
be given on which technique is suited for the calculation of
vibrational spectra and properties. The experimental spectra
are taken from literature or have been measured within the
framework of this study, as will be indicated below. We refer to

Figure 3. Theoretical and experimental IR and Raman spectra of MIL-53(Al) in the range 100−1900 cm−1. The experimental spectra were
measured at room temperature, except for the IR spectrum of the lp phase, which was measured at 413 K. The dynamic spectra were calculated in
the NVT ensemble at 300 K. Characteristic fingerprint vibrations are highlighted in the spectrum and visualized: (A) Raman -active linker rotation
mode, (B) IR-active bending within the aromatic group and rocking of hydrogen atoms, and (C) Raman-active symmetric stretch within the
carboxyl group. The experimental IR and Raman spectra were taken from ref 20. Copyright 2018 American Society. The experimental IR spectrum
of the lp phase in the range 100−700 cm−1 could not be measured.
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section S2 in the Supporting Information for more details on
the experimental methodology.
Flexible MIL-53 Materials. Phonon modes govern the

lattice dynamics within crystals. In that sense, they are directly
involved in the flexibility of functional materials.41,127 MIL-
53(Al) is the prototype of a flexible MOF consisting of 1D
aluminum-oxide chains connected by benzenedicarboxylate
(BDC) linkers forming a wine-rack topology.60 A change in
thermodynamic conditions (such as temperature, pressure, or
guest adsorption) can trigger a breathing transition between a
closed pore (cp) and a large pore (lp) phase.128−130 The
occurrence of this phase transition depends on a detailed
balance between dispersion interactions and vibrational
entropy.33,34 The latter is primarily dominated by contribu-
tions due to low-frequency phonon modes. As these terahertz
vibrations heavily depend on dispersion interactions, their
vibrational frequencies can differ substantially depending on
the phase the material is in. Consequently, the terahertz region
is characteristic for each phase and the respective phonon
modes play a crucial role in the phase transition mecha-
nism.20,131 To accurately model flexibility in MIL-53(Al), it is
therefore required that the low-frequency phonon modes are
predicted correctly.

In Figure 3, the static and dynamic IR and Raman spectra of
both the cp and lp phases of MIL-53(Al) in the range 100−
1900 cm−1 are compared with the experimental spectra
reported in ref 20. It needs to be clarified that no literature
data were available for the experimental IR spectrum of the lp
phase in the frequency range 100−700 cm−1 due to limitations
on imposing the required in situ conditions.20 Furthermore, the
experimental Raman spectrum of the so-called cp phase is
actually the Raman spectrum of a mixture of structures in the
cp and lp phases as a result of sample heating due to the
Raman laser.20 A first observation is that the static and
dynamic spectra are nearly identical, which suggests that the
IR- and Raman-active phonon modes in these crystalline
porous structures behave almost harmonically. Additionally, a
very good correspondence can be noted between theory and
experiment. This is particularly important in the low-frequency
region depending on weak interactions, which are hard to
model correctly. On the lower edge of the measured frequency
range, an intense Raman band is observed in the cp phase
(mode A in Figure 3), which is assigned to phonon modes
inducing linker rotations.21 The theoretical Raman band is
slightly blue-shifted with respect to the experiment, which
originates from a difference in unit cell volume between the
theoretical cp phase structure and the experimentally measured
one.131 The sound agreement between theory and experiment
allows even prediction of a shift from the phonon mode
inducing linker rotations to lower frequencies when going from
the cp to the lp phase. As this band is located below 100 cm−1

in the lp phase, it could not be measured due to optical
limitations of the experimental setup.20 Nevertheless, a Raman
study on topologically similar structures indicated this band
should indeed be present.21 An important consideration
regarding the accurate prediction of the low-frequency
vibrational spectrum is the system size. When the unit cell is
too small to correctly account for long-range interactions, a
sufficiently large k-point mesh or supercell should be applied.
Otherwise the prediction of the low-frequency spectrum will
be wrong, which is illustrated in section S4 of the Supporting
Information.

It is clear that both static and dynamic approaches reliably
describe the significant differences in the low-frequency spectra
of the MIL-53(Al) phases. Moreover, they can also predict
more subtle shifts between the cp and lp phase phonon modes
in the higher frequency range. This can be of interest when one
has no access to sophisticated terahertz equipment and wants
to distinguish the lp phase spectrum from the cp phase
spectrum. In the IR spectrum, the characteristic phonon mode
due to bending within the aromatic group and rocking of
hydrogen atoms (mode B in Figure 3) exhibits an experimental
shift of 8 cm−1 when going from the cp phase to the lp
phase.132 This blue-shift is reproduced by the two theoretical
approaches. In the Raman spectrum, the characteristic
symmetric stretching mode within the carboxyl group (mode
C in Figure 3) shows an even larger shift of 19 cm−1 when
going from the cp to the lp phase,133 which is again correctly
predicted by the static and dynamic simulations.

Besides the direct spectroscopic comparison between theory
and experiment, the accuracy of the theoretical phonon modes
can also be estimated by their ability to predict mechanical and
thermal properties. The first row of Table 1 compares the bulk

modulus, the volumetric thermal expansion, and the specific
heat capacity at constant pressure of the lp phase calculated via
QHA with experimental reference values at 300 K. The bulk
modulus of the lp phase of MIL-53(Al) has a very low
theoretical value of 3.3 GPa, indicating that the structure is
indeed very flexible, although it is still one order of magnitude
higher than the experimental reference value.129 These
theoretical results compare well with theoretical bulk moduli
from other researchers. We refer to section S7 in the
Supporting Information for a detailed comparison with
literature. Nevertheless, this deviation is mainly caused by
the contribution of the electronic energy to the free energy.
The calculated volumetric thermal expansion coefficient and
specific heat capacity at constant pressure are slightly
overestimated with respect to the experiment. The higher
theoretical value of the specific heat capacity indicates that, in
general, the calculated vibrational frequencies of the low-
frequency phonon modes are underestimated. As low-
frequency modes contribute more strongly to the thermal
expansion and because these modes predominantly contribute
to positive thermal expansion,131 this also leads to a higher
value of the thermal expansion coefficient.

In summary, both static and dynamic approaches are able to
correctly predict vibrational properties of the flexible MOF
MIL-53(Al) provided that sufficiently large supercells or k-

Table 1. Bulk Modulus K, Volumetric Thermal Expansion
αV, and Heat Capacity at Constant Pressure CP of the Four
Different Functional Materials Considered in This Reviewa

K(GPa) αV (10−6 K−1) CP (J g−1 K−1)

QHA exp QHA exp QHA exp

MIL-53(Al) (lp
phase)

3.3 0.4129 71 19128 0.98 0.86134

UiO-66 49 17135 −2 −17136 0.78 0.78137

CsPbBr3 16 16138 103 114139 0.19 0.19140

H-SSZ-13 53 −16 −24141 0.76
aTheoretical values were derived via QHA at 100 K for CsPbBr3 and
at 300 K for the other structures. Experimental reference values were
found in the literature.
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meshes are considered to account for the long-range
interactions.
Point Defects in UiO-66. All crystalline materials are, to a

certain extent, subject to defects. They can be an unwanted
source of instability, but they can just as well be engineered to
tune the material properties toward specific applications.142,143

Within the field of MOFs, the concept of defect engineering is
well established and used as a design parameter.142 In this
regard, an important aspect is the interaction between phonons
and defects leading to a change in the phonon spectrum and its
corresponding properties.144 Theory is often required to
characterize these defect−phonon interactions given the
limited spatial resolution of most experimental techniques.144

Here, the ability of static and dynamic theoretical approaches
to capture the effect of two types of point defects on phonon
properties will be assessed through the study of UiO-66, a
MOF containing Zr oxide clusters as metal nodes connected
by BDC linkers.61 The 12-fold linker connectivity of each
metal-oxide cluster renders this material very stable,145

allowing for the introduction of defects without destroying
the structure.146 The combination of two different building
blocks immediately gives rise to two types of point defects: a
missing linker defect147 and a missing cluster defect.148

In Figure 4, the theoretical IR and Raman spectra of UiO-66
structures containing these types of defects are reported. They
are compared with the theoretical spectra of defect-free UiO-
66 and with the experimental spectra of samples of UiO-66
including an, a priori, unknown set of defects. The

experimental IR spectra have already been reported in the
work of Chavan et al.,149 but these are restricted to the mid-IR
region. The measurement of the far-IR region often requires a
different optical setup making this part of the IR spectrum
more difficult to obtain.20 However, the low-frequency
spectrum could be studied through original Raman spectra,
which were measured for the purpose of this study. As was the
case for MIL-53(Al), the static and dynamic approaches yield
very similar spectra. This is especially so for wavenumbers
above 100 cm−1. However, at lower wavenumbers the Raman
spectrum of UiO-66 containing a cluster defect has one band,
around 20 cm−1, with significantly deviating intensity between
the two approaches. The presence of a cluster defect decreases
the connectivity of the framework, softening the material and
leading to a flatter PES. Consequently, the minimum of the
PES is less easily described by a harmonic potential. The low-
frequency modes, in particular, will be more prone to
anharmonic behavior. As the presence of defects can primarily
be observed through fingerprints in the low-frequency
spectrum,43,150 the simulation of the corresponding phonon
modes benefits from the dynamic approach. The experimental
Raman spectrum of our UiO-66 sample does indeed feature a
Raman band at 20 cm−1 (mode A in Figure 4), which can, with
the help of our simulations, be assigned to the presence of a
cluster defect. Apparently, the removal of a metal-oxide cluster
renders the phonon mode inducing rotations of the remaining
metal-oxides and translations of the organic linkers Raman-
active.

Figure 4. Theoretical and experimental IR (400−1800 cm−1) and Raman spectra (0−1800 cm−1) of UiO-66. The experimental spectra were
recorded at room temperature. The dynamic spectra were calculated in the NVT ensemble at 300 K. Characteristic fingerprint vibrations are
highlighted in the spectrum and visualized: (A) Raman-active rotation of the metal node and translation of the linker, (B) Raman-active rocking of
the formate group, and (C) IR-active rocking of the hydroxyl group. The experimental IR spectrum was taken from ref 149. Copyright 2014
American Chemical Society.
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The existence of this low-frequency Raman band in the
experimental spectrum clearly confirms the presence of cluster
defects in the sample. Nevertheless, less pronounced vibra-
tional fingerprints of defects pop up at higher frequencies,
which are also predicted by theory irrespective of the followed
approach. The experimental Raman spectrum exhibits a weak
Raman-active band around 240 cm−1 (mode B in Figure 4),
which again indicates that cluster defects have been formed.
This mode originates from the formate groups that cap the
metal clusters that should otherwise be connected with the
missing cluster. Furthermore, the theoretical Raman spectra of
UiO-66 featuring cluster defects predict an altered band shape
for the modes inducing symmetric stretching of the carboxyl
group around 1430 cm−1. However, as these bands overlap
with those of the defect-free structure, it is difficult to isolate
this deviation in the experimental spectrum.151 Interestingly,
the Raman spectrum of the UiO-66 structure including a
missing linker defect closely resembles the one of the defect-
free UiO-66. Consequently, the missing linker defect has no
obvious Raman-active fingerprint vibration. In contrast, its IR
spectrum provides a characteristic phonon mode around 500
cm−1, which is not present in the case of a defect-free structure
or with a missing cluster defect (mode C in Figure 4). This
phonon mode induces mainly rocking of the hydroxyl groups
on the metal-oxide cluster. The experimental IR spectrum,
which was reported by Chavan et al.,149 features a weakly IR-
active band at this frequency, indicating that the sample is
affected by such linker defects. The IR spectrum of UiO-66
with a missing cluster defect shows no clear fingerprint
vibrations except for the antisymmetric stretching vibrations of
the carboxyl group around 1580 cm−1, which splits in two

contributions. As these contributions overlap with the IR band
of the defect-free structure, the presence of missing cluster
defects in the experimental sample can be deduced from a
broad IR band at the respective frequency range.

Not only the IR and Raman spectra can be reliably predicted
by theory but also the mechanical and thermal properties
obtained via QHA on the defect-free UiO-66 structure match
closely with experimental literature references at 300 K (see
Table 1). Although the theoretical bulk modulus is slightly
overestimated by theory, probably because of defects in the
experimental sample softening the material, it is predicted to
be significantly more rigid than that of MIL-53(Al), in
agreement with experiment.135 Furthermore, the volumetric
thermal expansion coefficient is correctly predicted to be
slightly negative.136 The property with the largest dependency
on the phonon modes, i.e., the specific heat capacity, even
matches exactly with the experimental reference value.137

From the above case study, it can be concluded that
dynamic simulation techniques more reliably predict vibra-
tional fingerprints of defects in MOFs than static ones. This is
especially true in the low-frequency region, which is more
prone to anharmonic behavior.
Anharmonicity in Metal−Halide Perovskites. Anhar-

monic behavior forms a great challenge for the accurate
prediction of phonon properties. It is completely ignored in the
static approach if only harmonic force constants are
considered, and the dynamic approach is also not able to
fully account for anharmonicities, since it neglects mode
coupling and Fermi resonances.54 Therefore, it is worthwhile
to investigate the capacity and limitations of static and dynamic
approaches in predicting phonon properties of highly

Figure 5. (Top) The three phases of CsPbBr3 with schematic illustration of the tilting mechanisms inducing phase transitions. (Bottom)
Theoretical IR and Raman spectra of the γ-phase in the range 20−160 cm−1 at different temperatures. Experimental Raman spectra (gray) were
measured at 100, 300, and 500 K. The red spectra are obtained via AIMD, and the blue spectra are the result of a static calculation (0 K). The
frequency region containing the phonon modes inducing octahedral tilting is indicated. The theoretical and experimental Raman spectra were
already presented in ref 63 distributed under a Creative Commons Attribution (CC BY) license. Copyright 2023 The Authors.
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anharmonic systems. For that purpose, the phonon spectrum
of the all-inorganic MHP CsPbBr3 will be determined.
Macroscopically, CsPbBr3 is observed in three different phases:
the cubic α-phase, the tetragonal β-phase, and the
orthorhombic γ-phase.62 The three phases can transition
from one phase to the other via specific phonon modes
inducing tilting of the PbBr6 octahedra (see Figure 5). These
phonon modes are anharmonic in the sense that they describe
a double-well potential.152,153 This makes the α- and β-phases
unstable at low temperatures. Recent reports even show that, at
high temperatures, these phases only appear as averages over
long length and time scales, while microscopically the γ-phase
is observed.154−156 Because the octahedral tilting has a strong
impact on the electronic properties such as the band gap,157 it
directly affects its efficiency for their usage in optical
applications such as solar cells.22 To gain insight in the
dynamics of this octahedral tilting via theory, it is therefore
required that the corresponding phonon modes are correctly
sampled.

Figure 5 presents the theoretical IR and Raman spectra of
the γ-phase of CsPbBr3 at different temperatures obtained with
dynamic simulation methods. The Raman spectra have already
been presented in ref 63, whereas the IR spectra have been
calculated for the purpose of this work. The static spectra,
corresponding with the situation at 0 K, are very similar to the
dynamic spectra at 50 K. This indicates that at very low
temperatures the lattice dynamics in CsPbBr3 behaves nearly
harmonically. The phonon modes inducing octahedral tilting
are found below 50 cm−1, some of them yielding pronounced
Raman bands. At higher wavenumbers, phonon modes
typically induce distortions of the octahedra. These distortions
can be IR- and/or Raman-active. At 100 K, the optically active
bands found at lower temperatures start to broaden due to
anharmonic effects. Nevertheless, the different bands can still
be recognized. Looking at the experimental Raman spectrum at
100 K, already reported in ref 63, some broad Raman peaks
can be identified that match closely with the theoretical
prediction. Consequently, the limited level of anharmonicity is
well predicted by theory at this temperature. By increasing the
temperature, the bands in the theoretical IR and Raman

spectra continue to broaden. At 300 and 500 K, it is no longer
possible to identify separate optically active bands. In the IR
spectrum, there is strong IR activity at wavenumbers above 75
cm−1. Furthermore, this IR activity is observed at higher
frequencies than at lower temperatures. This increase in
vibrational frequency is in agreement with literature reports.158

The theoretical Raman spectrum is characterized by a lot of
noise and has a monotonously increasing intensity toward 0
cm−1. The noise could be reduced by averaging over several
long AIMD runs; however, given the computational cost, this
was not feasible. This central peak originates from local polar
thermal fluctuations according to Yaffe et al.155 This
monotonously increasing shape is in correspondence with
experimental spectra at these temperatures. However, the noise
on the theoretical spectrum hinders the identification of
additional Raman bands that are superposed to the central line
shape in the experimental spectrum. In spite of this, it is clear
that anharmonic effects should definitely be taken into account
to gain insight in the phonon modes at high temperatures, as
the harmonically predicted spectra completely fail in
reproducing the experiment.

Analysis of the QHA-derived properties at 100 K indicate an
almost exact agreement with reference values from literature
(see Table 1). Only the predicted volumetric thermal
expansion is slightly underestimated with respect to experi-
ment. This designates that, despite the onset of anharmonicity
at this temperature, the harmonic approximation is still capable
of reliably capturing phonon properties.

In conclusion, the case of CsPbBr3 showed that the
vibrational properties of a highly anharmonic system should,
in principle, be calculated following a dynamic approach.
However, for sufficiently low temperatures the anharmonic
behavior may still be suppressed and a static approach can
already yield a correct prediction of the vibrational spectrum.
Guest Species in H-SSZ-13. The previous three case

studies focused on the framework phonon modes of both
porous and nonporous materials. In many applications of
nanoporous frameworks, such as catalysis or adsorption, the
voids of these crystals are occupied by guest species. The
interaction between these molecules and the framework can

Figure 6. Theoretical and experimental IR and Raman spectra of H-SSZ-13 with and without methanol. The IR spectra are presented in the range
1300−3800 cm−1, and the Raman spectra are presented in the range 200−3400 cm−1. The experimental spectra and the dynamic spectra in the
NVT ensemble were obtained at 373 K. The intensities of the dynamic IR spectra were increased with a factor of 5 compared to the static
simulation.
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lead to changes in the vibrational spectra of both.47 Therefore,
we also consider the case of the acidic zeolite H-SSZ-13 that is
loaded with methanol molecules. This application is inspired
by the methanol-to-olefin process.159−161 H-SSZ-13 is a
popular heterogeneous catalyst for the conversion of molecules
like methanol to other chemical building blocks like ethene
and propene.4 Such catalytic processes often involve a vast
number of reaction intermediates making it very difficult to
follow the reaction under operando conditions. As each of these
intermediates feature unique vibrational fingerprints the
reaction mechanism can, in principle, be fully characterized
by analyzing the evolution of the vibrational spectra in the
course of the reaction. This is true provided that the
experimental setup allows to measure under operando
conditions. Such approach was followed in the work of
Lezcano-Gonzalez et al. to track the conversion of methanol
under operando conditions making use of Kerr-gated Raman
spectroscopy.44 In practice, however, some bands of the
reaction intermediates will overlap, hindering their identi-
fication. Therefore, theory is quintessential to assign the
different spectral contributions.44,48 In that regard, the accurate
sampling of host−guest interactions is important to correctly
predict the vibrational spectra. The study of inorganic zeolites
in contrast to inorganic−organic frameworks like MOFs is
particularly beneficial to assess the impact of host−guest
interactions on the vibrational fingerprints because the
inorganic framework modes exhibit primarily low wave-
numbers that have little overlap with the vibrational
frequencies of the organic guest species.

The theoretical and experimental IR and Raman spectra of
H-SSZ-13 with and without methanol are presented in Figure
6. Both experimental and theoretical spectra were generated
for the purpose of this Review. The experimental IR spectra are
only available for wavenumbers above 1300 cm−1 because of
optical limitations. The theoretical IR spectra below 1300 cm−1

are presented in Figure S18 in the Supporting Information.
The vibrational spectra can be subdivided in two parts. For
wavenumbers below 1200 cm−1, mainly framework modes can
be identified. Their spectra are almost identical for the static
and dynamic approaches, as was already observed for the
framework modes of MIL-53(Al) and UiO-66. The theoretical
Raman spectra in this range also match well with experiment.
Furthermore, the impact of guest species on the framework
modes fingerprints is limited to some small intensity changes.
Therefore, the harmonic approximation is perfectly capable of
predicting the phonon modes of the host framework. Above
1200 cm−1, H-SSZ-13 without guests features no framework
modes except for the OH-wagging and OH-stretch vibrations
assigned to the Brønsted acid sites. The theoretical spectra
partially predict these bands; however, the experimental
spectra also feature bands due to silanol groups, which are
not incorporated in our model. Interestingly, the dynamic
simulation correctly predicts IR-active OH-wagging modes
between 1400 and 2000 cm−1, in agreement with the
experiment. However, no phonon modes were found in this
range in the static simulation. The modes due to acid sites
largely disappear upon interaction with the methanol guests.
Consequently, the high frequency region contains primarily
fingerprints of methanol in the case of the guest-loaded sample.

The quality of the predicted guest spectra differs for the IR
and the Raman spectra. In the case of IR spectra, the static
approach yields clear IR-active bands due to the methanol
molecules. These bands do not correspond with the

experimentally observed bands. Clearly the case of highly
mobile and interacting guest molecules can not be simulated
through a simple harmonic approximation. However, the
dynamic approach is also not very well suited to predict the IR
spectrum, as it gives rise to a very weak and noisy spectrum.
This probably stems from interactions between the methanol
molecules, which are subject to strong hydrogen bonds and are
primarily IR-active. Complete sampling of these interactions
requires a much longer simulation time. Less reactive guest
molecules such as ethylene do not suffer from this issue.
Consequently, the dynamically predicted IR spectrum more
closely resembles the experiment, as seen in Figures S19 and
S20 in the Supporting Information.

The problem encountered in the dynamic IR spectra is less
pronounced for the Raman spectra because Raman activity
does not strongly depend on hydrogen bonding interactions.
The Raman fingerprints of the guests can be observed in both
the static and dynamic approaches. It becomes immediately
clear that the static Raman spectra of the guest species yield
more Raman-active bands than the dynamic spectra. This is a
consequence of the single configuration that is considered in
the static case. However, as the PES of a host−guest system is
very flat, a large variety of configurations can be reached in
reality. The Raman-active bands strongly depend on the
particular configuration. Hence, Raman bands that pop up in
one configuration can be totally absent in another config-
uration. Dynamic sampling of the PES averages out all
contributions and yields a more reliable vibrational spectrum
of the guest species. This is confirmed by the comparison of
the experimental and theoretical spectra for which the dynamic
approach yields a better correspondence. Another advantage of
dynamic over static simulations is a better sampling of the
interaction of the guest molecules with the Brønsted acid sites.
Consequently, methanol molecules become protonated within
zeolites during MD simulations, which is also experimentally
observed.162 The protonation removes the Brønsted acid sites
and the corresponding Raman band in the dynamic spectrum.
In contrast, the static Raman spectrum is still characterized by
bands due to the acid sites.

Finally, the QHA-derived thermal and mechanical properties
of the empty H-SSZ-13 framework are considered at 300 K. As
this zeolite is mainly used for catalytic application, its
experimental characterization with respect to these type of
properties is limited. Therefore, no reference values of the bulk
modulus and the specific heat capacity are available. Although
the volumetric heat capacity has been measured,141 it yields a
substantial negative value, in correspondence with the QHA
simulation, indicating that our model correctly predicts the
negative thermal expansion characteristic for many zeolites.163

The case of methanol in H-SSZ-13 zeolite indicates that a
dynamic approach is required to calculate the vibrational
fingerprints of guest species in order to correctly sample the
multitude of configurations these species can adopt in the host
system.

■ CONCLUSIONS AND THEORETICAL GUIDELINES
FOR CALCULATING VIBRATIONAL SPECTRA IN
NANOSTRUCTURED MATERIALS

Thorough characterization of functional nanostructured
materials is important in order to improve their performance.
In that regard, vibrational spectroscopy is well suited, as it
allows the study of both their structural and dynamical
features. For the interpretation of the resulting vibrational
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spectra, theoretical simulations are of primary importance. To
this end, it is vital to know which simulation techniques are
reliable to derive the vibrational properties of realistic
nanostructured materials with and without pores, defects,
and guest molecules. On the one hand, the vibrational
spectrum can be determined through a static approach where
the PES is approximated by a set of harmonic oscillators in its
equilibrium configuration at 0 K. On the other hand, within a
dynamic approach, a range of configurations is sampled around
the equilibrium configuration, following the system in time by
integrating Newton’s equations of motion. Consequently,
anharmonicity in the PES and temperature effects are
inherently accounted for in the dynamic approach. Notwith-
standing the proven success of both theoretical approaches in
unraveling phonon properties in functional nanostructured
materials, a thorough analysis of which method to use under
specific circumstances is lacking.

In this Review, the ability of the static and dynamic
approaches to accurately predict phonon properties in
functional nanostructured materials has been assessed by
means of four different case studies, each focusing on a specific
material’s aspect. These case studies clearly illustrate the
possibilities and limitations of both approaches. This allows us
to propose guidelines on which method should be employed in
a specific situation (see Figure 7). As a general rule, the
framework phonon modes follow the harmonic regime at
sufficiently low temperatures when the solid-state system
contains neither defects nor guest molecules. In that case, the
static approach relying on a harmonic approximation of the
PES can be applied to characterize the phonon modes and gain
insight in the lattice dynamics. For example, statically predicted
vibrational spectra of the cp and lp phases of MIL-53(Al) were
in close agreement with experiment allowing to interpret the
mechanism behind the breathing transition.

With increasing temperature, anharmonic phonon modes
can deviate substantially from the harmonic behavior, under
those circumstances dynamic sampling may be required. The
temperature threshold at which the harmonic regime no longer
holds heavily depends on the system. For the perovskite
CsPbBr3, this threshold was exceeded between 100 and 300 K,
whereas the zeolite and MOFs studied here were still behaving
harmonically between 300 and 400 K. Also, when the PES is

relatively flat, dynamic sampling is preferred. A first example is
the introduction of point defects in the framework such as
UiO-66. This will mainly affect low-frequency phonon modes,
visible in the terahertz spectrum, influencing the lattice
dynamics and their related properties. A second example is
the presence of guest molecules in the framework. In contrast
to the host framework, these guest molecules experience a high
configurational freedom. Therefore, their vibrational spectrum
may vary significantly with their position inside the framework
and dynamic sampling is required to obtain an averaged
picture.

These general guidelines may serve as a starting point to
choose an appropriate model for the calculation of phonon
properties in nanostructured materials. Nevertheless, other
modeling parameters should also be thoroughly considered
such as the simulated system size, which needs to be
sufficiently large to accurately take into account long-range
interactions. This is especially important when the effect of
realistic defects on the phonon properties has to be
investigated.
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Figure 7. Schematic visualization of the guidelines to accurately predict vibrational properties.
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