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Maximum Likelihood Estimation of the PV
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Abstract—This article revisits the objective function (or metric)
used in the extraction of photovoltaic (PV) model parameters. A
theoretical investigation shows that the widely used current dis-
tance (CD) metric does not yield the maximum likelihood estimates
(MLE) of the model parameters when there is noise in both voltage
and current samples. It demonstrates that the Euclidean distance
(ED) should be used instead, when the voltage and current noise
powers are equal. For the general case, a new noise-scaled Eu-
clidean distance (NSED) metric is proposed as a weighted variation
of ED, which is shown to fetch the MLE of the parameters at any
noise conditions. This metric requires the noise ratio (i.e., ratio
of the two noise variances) as an additional input, which can be
estimated by a new noise estimation (NE) method introduced in
this study. One application of the new metric is to employ NSED
regression as a follow-up step to existing parameter extraction
methods toward fine-tuning of their outputs. Results on synthetic
and experimental data show that the so-called NSED regression
“add-on” improves the accuracy of five such methods and validate
the merits of the NSED metric.

Index Terms—Euclidean distance (ED), fitting, noise extraction
(NE), orthogonal distance, parameter estimation, parameter
extraction, parameter identification, photovoltaic (PV) model,
regression.

I. INTRODUCTION

ONE of the most long-standing research problems in the
field of photovoltaic (PV) generators is the extraction of

the PV model parameters. This research topic, known as parame-
ters extraction, identification, or estimation, refers to identifying
the equivalent circuit parameters of the PV cell or module, which
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are not usually available in the manufacturer’s datasheet. This
remains to this day an active research area [1], with a myriad of
relevant methods in the literature, greatly varying in complexity,
input data, and their very nature.

The input data employed in these methods is usually either
a few key points or several samples of the current-voltage char-
acteristic in the first quadrant (I–V curve). The former class
involves the coordinates of noteworthy operating points [e.g.,
maximum power point (MPP), short-circuit (SC) current, open-
circuit (OC) voltage] and possibly a few additional inputs. The
relevant parameter extraction methods usually form a system of
equations, solved either numerically (numerical methods) [2],
[3] or explicitly after simplifications (explicit methods) [4]–[6].
All these variants are relatively simple, but their accuracy is
sensitive on the quality of their limited inputs.

The alternatives that employ the entire I–V curve dataset are
generally considered more complex, but also more reliable [7].
This cluster, referred to as optimization methods (or curve fitting,
or metaheuristic), aims to fit the PV model on the I–V dataset by
minimizing an objective function [1], [8]–[14]. Although there
is abundant literature on the minimization algorithm employed,
most commonly an evolutionary-based technique [7], [10]–[14],
the objective function itself has been overlooked and taken for
granted in most cases. In the majority of relevant methods, the
objective function (or metric, or fitness function) is based on
the PV current, expressed in various forms: most commonly
root mean square error (RMSE) [8], [14], sum of squared errors
(SSE) [9], [10], and absolute error (AE) [13]. It is indicative that
almost all methods reviewed in [7] adopt such a current-based
criterion, either one of the above metrics or a normalized/mean
variation.

However, although current regression is intuitive and simple,
it is not necessarily the ideal tool to extract the model param-
eters [1]. In fact, it is known since 1986 that a current-based
metric skews the results in favor of the high-voltage region at the
expense of the remaining part of the curve [15]. This arises from
the fact that measured I–V curves feature distortion (noise) in
both current and voltage samples, which effectively renders this
a multivariate noise problem (or error-in-variables) according
to statistics theory [16]. In such problems, the fundamental
assumption of ordinary least squares (OLS) optimization for
observation error only on the dependent variable, i.e., the PV
current, does not hold true. This challenge is reaffirmed by more
recent studies as well [14], [17], [18].
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For this reason, quite a few alternative metrics have been
proposed in the past. The area between the measured and re-
constructed I–V curve is adopted as objective function in [15]
and as an evaluation criterion in [6] and [19]. Other alternatives
include: the power absolute error in [10], a metric based on the
derivative of power with respect to voltage in [11], a combination
of the SC, OC, and MPP absolute errors in [12], and a hybrid
current-voltage criterion in [14]. Although these studies back
the superiority of their metrics via results, there is no theoretical
justification on their optimality.

Another noteworthy alternative employs the Euclidean dis-
tance (ED) (or orthogonal distance), i.e., the shortest distance
of the samples to the curve. Minimization of the ED metric
[Euclidean distance regression (EDR) or orthogonal Regression]
is a total least squares problem. In linear models, EDR is proven
to have an explicit solution and fetch the maximum likelihood
estimates (MLE) of the parameters at normally distributed noise
conditions with known noise variances [20], [21]. The MLE of
the parameters are those values that make the observed data
most likely and are widely seen among the most reliable esti-
mations of the original/true parameters. However, in nonlinear
models, such as the single-diode PV model, EDR can only
lead to an approximation of the MLEs and its application is
not a trivial task. Boggs et al. [22] introduced ODRPACK in
the 1990s, [23], a FORTRAN-based software to compute EDR
in nonlinear models by successive numerical iteration steps
based on Levenberg–Marquardt. However, ODRPACK is not
specifically designed for PV models, which entails potential
computational challenges in accommodating the implicit model
equations, and is not able to calculate the noise variances that
are quite challenging to capture [21].

A thorough literature survey reveals that there is only a
handful of research papers that apply ED-based regression on PV
models [1], [17], [18], [24]. Burgers et al. [17] were the first to
discuss in 1996 the merits of EDR over the conventional current-
based regression, but the proposed implementation simplifies the
ED to a weighted current-based metric. This ED approximation
is also adopted in [18]. Another study [1], employs ODRPACK
for the PV parameters extraction, but it omits the noise variances.
Similarly, Diantoro et al. [24] briefly mentioned application
of orthogonal regression but does not disclose the formulation
details. In fact, this investigation concludes that the EDR subject
has been treated only superficially in the field of PV modeling,
without fully exploring its appropriateness for the parameters
extraction or giving the implementation details.

This article reexamines the application of ED in the field of
PV modeling using the MLE statistics theory. The widely used
current distance (CD) (or vertical distance) metric is reassessed
and shown that it yields estimates skewed by noise in case
of both voltage and current distortion. Instead, a mathematical
analysis articulated in engineering language demonstrates that
the ED metric approximates the preferable MLE of the model
parameters, as long as the noise power in voltage and current are
equal. For the general multivariate noise case, the noise-scaled
Euclidean distance (NSED) metric is introduced, applied for
the first time to this problem, based on a weighted version of
ED that is scaled on the noise ratio of voltage and current.

Fig. 1. Equivalent circuit of the single-diode PV model.

A theoretical assessment proves that only NSED among the
aforementioned metrics fetches the MLE of the parameters in the
general noise case. The proposed NSED formulation includes
also a new problem-specific equation for the calculation of the
ED of a sample to the curve based on the single-diode PV model.

Furthermore, the calculation of the noise ratio has not been
treated in any of the aforementioned studies [1], [17], [18],
[24], although it is a requirement for NSED and any other
noise-weighted metric. This article proposes also a new noise
extraction (NE) method to identify the noise variables using only
the I–V curve as input when the voltage is sampled linearly, i.e.,
the voltage samples are equidistant.

Simulation and experimental results on the NREL dataset [25]
validate the superiority of NSED over the common CD and
unscaled ED metrics, giving rise to many applications in the
field of PV modeling. One such application discussed later is
the enhancement of existing parameter extraction methods by
applying NSED regression (NSEDR) as a second-stage step
toward fine-tuning of their parameter estimations. The so-called
NSEDR add-on is shown to improve the accuracy of five methods
examined from the literature.

The rest of this article is organized as follows. Section II
provides the mathematical formulation of the different metrics
considered, which are then theoretically analyzed in Section III.
The proposed NE method is described in Section IV, which
provides the noise ratio required for the NSEDR add-on dis-
cussed in Section V. Section VI performs a detailed comparison
on synthetic and experimental data to validate the superiority
of the NSED metric and the usefulness of the NSEDR add-on.
Finally, Section VII concludes this article.

II. METRICS FOR THE EXTRACTION OF THE PHOTOVOLTAIC

MODEL PARAMETERS

The widely used single-diode PV model of Fig. 1 involves five
parameters: 1) the photocurrent Iph, 2) the diode’s saturation
current Is, 3) the diode’s modified ideality factor a, 4) the series
resistance Rs, and 5) shunt resistance Rsh [4]. This model can
sufficiently describe any PV generator, as long as there is unifor-
mity in the structural characteristics and operating conditions.
The model’s current-voltage (I–V ) equation is given in implicit
form (I and V in both sides of the equation) by

I = Iph − Is

(
e

V +IRs
a − 1

)
− V + IRs

Rsh
(1)
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Fig. 2. Examples of (a) fitting the PV model on samples and (b) a noisy sample
m projected vertically n and orthogonally k on the curve.

and in explicit formulation (I and V separated in the two sides
of the equation) by

I =
RshIph − V

Rs +Rsh

− a

Rs
W

{
RsRshIs

a(Rs +Rsh)
e

Rsh(RsIph+V )

a(Rs+Rsh)

}
= f(V,p) (2)

where p = [Iph, Is, a, Rs, Rsh] is the parameters vector and
W{x} stands for the Lambert W function [5], [26], [27].
Equation (1) requires numerical/iterative solution, whereas (2)
allows for more straightforward evaluation. Numerical imple-
mentations of the Lambert W function are readily available in
computational platforms, such as MATLAB [28] and SciPy [29],
while cost-efficient series expansions may also be found in [30].

The five parameters of the model are not freely available,
but they have to be extracted either from datasheet information
or a measured I–V curve. The optimization methods act upon
the entire I–V curve and aim to identify p by fitting the PV
model I = f(V,p) on a set of (Vm, Im) samples, as illustrated
in Fig. 2(a). These samples always feature a certain level of ob-
servation error (measurement noise) induced mainly by sensors
tolerance and measurement errors. This fitting is an optimization
problem seeking to find p that minimizes the objective function.

The notations used hereinafter are shown in Fig. 2(b). Every
original (true) sample i is distorted by additive noise in both
voltage WV and current WI , so that the reading m is given by
(Vm, Im) = (Vi +WV , Ii +WI). Throughout the article, the
indices i and m refer to the original and distorted sample, and
the notation WX to noise variables not to be confused with the
Lambert W function W{x}. The noise variables are assumed to
be normally distributed with zero mean value and positive vari-
ance, i.e., WV ∼ N (0, σ2

V ) and WI ∼ N (0, σ2
I). The noise and

original samples are considered uncorrelated variables, while the
ratio of σV over σI has particular significance and is denoted as
noise ratio σn = σV /σI .

It is worth noting that these assumptions are realistic, but
may not always hold true. For example, the measurement noise
in voltage and current may exhibit some correlation in case of
a common distortion source or the single-diode model adopted
may not be the exact physical equivalent for some PV modules
and conditions. The analysis that follows is subject to these

assumptions. The remainder of this section outlines the formula-
tion of the CD, ED, and NSED metrics, including all calculation
steps. The appropriateness of these metrics is theoretically as-
sessed subsequently in Section III.

A. Current Distance Metric

The majority of regression methods adopt the RMSE or SSE
of the PV current [8]–[10], [14], which corresponds to the
standard OLS minimization. These two metrics are equivalent
optimizationwise, so the latter is selected here for the analysis.
The sum of squared current deviations of every sample from the
curve (i.e., the vertical distances mn in Fig. 2) is denoted here
as the CD metric and is given by

SCD =
∑

[f(Vm,p)− Im]2 . (3)

Please note that the summation index is implied here and
throughout the article. Minimizing SCD is referred to as current
distance regression (CDR), while (2) can be used for f(Vm,p)
for explicit formulation. A similar expression can be derived in
terms of voltage, although it is not often used in this problem.

B. Euclidean Distance Metric

The ED in PV modeling is either simplified or not explicitly
calculated in [1], [17], [18], and [24]. This section provides this
formulation with more detail. ED is the shortest distance of the
sample to the model [i.e., distance mk in Fig. 2(b)], and the ED
metric is the sum of squared such distances

SED =
∑

(Vm − Vk)
2 + (Im − Ik)

2

s.t. (Vk, Ik) = proj
I=f(V,p)

(Vm, Im) (4)

where the notation proj
I=f(V,p)

(Vm, Im) represents the closest point

of the I–V curve to the sample (Vm, Im) (shortest distance), i.e.,
the closest orthogonal projection of the sample on the model
I = f(V,p).

The calculation of projection (Vk, Ik) is not a straightforward
task because of the nonlinear nature of the PV model. Orthogonal
projection implies that the tangent line at k will be perpendicular
to the line mk, that is

dI

dV

∣∣∣∣
k

= −Vm − Vk

Im − Ik
(5)

where the derivative of current w.r.t. voltage is given by [31]

dI

dV

∣∣∣∣
k

= − RshIse
Vk+IkRs

a + a

RsRshIse
Vk+IkRs

a + a(Rs +Rsh)
. (6)

The solution (Vk, Ik) is then found by numerically solving a
system of two equations: the model (1) and the slope equation
derived by substituting (6) into (5).

Alternatively, this problem can be reduced to a single equation
if the model diode voltage VD = Vk + IkRs is used as an aux-
iliary variable (see Fig. 1). Writing the model (1) and derivative
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(6) in terms of VD yields

Ik = Iph − Is

(
e

VD
a − 1

)
− VD

Rsh
(7)

dI

dV

∣∣∣∣
k

= − RshIse
VD
a + a

RsRshIse
VD
a + a(Rs +Rsh)

(8)

which can be then substituted into (5) to yield an expression with
only VD as unknown[

Iph − Ise
VD
a + Is − VD

Rsh
− Im

]
×

[
Rs + (1 +R2

s)

(
1

Rsh
+

Is
a
e

VD
a

)]

= (VD − Vm − ImRs)

[
1 +Rs

(
1

Rsh
+

Is
a
e

VD
a

)]
. (9)

Therefore, to find the projection k one has to numerically solve
(9) for VD, and then use it to get Ik from the explicit (7), and,
finally, find Vk = VD − IkRs. It is worth noting that (9) may
have theoretically more than one solution in some cases. Initial-
izing VD with Vm + ImRs usually yields the correct solution
becuase of the proximity of the samples to the curve.

C. Noise-Scaled Euclidean Distance Metric

The NSED metric proposed in this article is a generalization
of ED aiming to equalize the noise impact in voltage and current.
One option to that end is to normalize (or scale) the voltage on
σV and the current onσI . Alternatively, it is simpler to scale only
the voltage on the noise ratio σn = σV /σI for the same effect.
This operation, referred to thereafter simply as model scaling,
is essentially a transformation of the PV model I = f(V,p) to
the equivalent I = f̃(v,ρ), having

v = V/σn (10)

ρ = [Iph, Is, a/σn, Rs/σn, Rsh/σn]. (11)

In other words, the scaled model uses the same fundamental
(1) but with modified parameters and the sampled voltages
Vm are normalized on the noise ratio, i.e., vm = vi + wV =
Vi/σn +WV /σn. The new voltage noise wV = WV /σn is a
scaled version of the original voltage noise WV . The gain from
this transformation is that the noise variance in the voltage and
current become now equal, as shown below using the expectation
operator E(.)

E(w2
V ) = E

(
W 2

V

σ2
n

)
= E

(
W 2

V

σ2
V

σ2
I

)
= σ2

I = E(W 2
I ). (12)

This allows an EDR acting upon the scaled model to fetch the
MLE of the original parameters, explained in detail later.

Therefore, the proposed NSED metric is finally defined as

SNSED =
∑

(vm − vk)
2 + (Im − Ik)

2

s.t. (vk, Ik) = proj
I=f̃(v,ρ)

(vm, Im) (13)

where vm and ρ are given by eqs. 10 and 11 and the projection
k by solving (9) as explained in Section II-B. Please note that
application of the NSED metric requires the value of the noise
ratio σn as an additional input, as compared with the CD and
ED metrics discussed previously. Minimization of this metric is
denoted hereinafter as NSED regression (NSEDR).

III. MAXIMUM LIKELIHOOD ESTIMATES ASSESSMENT OF THE

THREE METRICS

This section sheds some light into why some metrics perform
better than others in approximating the MLE of the model
parameters and why the NSED metric is optimal in the MLE
sense. The following analysis considers the equivalent linearized
PV model, according to which the model around a point i is
represented by the tangent line at that point [see Fig. 2(b)]. This
simplifies the PV model in the vicinity of i to

I = f(V,p)|i ≈ λiV + βi. (14)

Please note that the coefficients λi and βi differ for every point i.
This intervention allows approximation of the vertical distance
mn by mn′ and the orthogonal distance mk by mk′ required
for the analysis below [see Fig. 2(b)]. It is worth noting that the
concept of linearization is widely used in many scientific fields
(e.g., small-signal stability analysis) and remains valid as long
as the linearized region is reasonably small; this holds true in
this application with noisy samples sufficiently close to the I–V
curve.

A. CDR Performance

The CDR entails minimization of the CD metric given in (3),
which is approximated using the linearized PV model

SCD ≈
∑

[Im − λiVm − βi]
2

=
∑

[Ii +WI − λi(Vi +WV )− βi]
2 = S0

CD+A+B

(15)

where S0
CD is the CD metric as if there was no noise in the

measurements, i.e., the nonnoisy CD sum, and the terms A and
B are the remainders because of noise

S0
CD =

∑
[Ii − λiVi − βi]

2 (16)

A = 2
∑

[Ii − λiVi − βi] [WI − λiWV ] (17)

B =
∑

[WI − λiWV ]
2 . (18)

Since the noise variables WV and WI have zero mean value
and they are uncorrelated to the original sample (Vi, Ii), A gets
zero on average (E(A) = 0) and E(B) = Nσ2

I +Nσ2
V E(λ2

i ),
where N is the number of samples (details in Appendix A).
Therefore, the expected CD sum equals the expected nonnoisy
sum plus some noise-inflicted terms that involve the slopes λi,
i.e. they are functions of the model parameters:

E(SCD) ≈ E(S0
CD) +Nσ2

I +Nσ2
V E(λ2

i ). (19)

It is apparent that the nonnoisy sum S0
CD can be minimized to

exactly zero for the original parameters, i.e., the true parameters
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are perfectly attained when there is no noise in measurements.
The objective of the OLS minimization is to identify the MLE
of these parameters by minimizing the actual noisy sum SCD.
However, to achieve this both sums need to get their minimum
value for the same parameters p, i.e., their partial derivatives
w.r.t. p have to be zero for the same solution. This does not
hold true in (19), where the last term involves the slopes λi that
depend on p, which implies that the two sums have different
partial derivatives and minima.

Therefore, the CD metric cannot fetch the MLE of the original
parameters in the case of multivariate noise. It is worth noting,
however, that if the voltage noise is neglected (σV = 0,σn = 0),
the last term in (19) is nullified and the aforementioned condition
holds then true. Consequently, the CD metric will yield the MLE
of the original parameters if and only if there is noise only on the
current samples (zero noise ratio), which is not often the case
with measured curves.

B. EDR and NSEDR Performance

Using the linearized PV model, the generalized NSED metric
of (13) is approximated by a simple explicit expression

SNSED ≈
∑ [Im − λivm − βi]

2

1 + λ2
i

⇒

E(SNSED) = E(S0
NSED) +NE(W 2

I )E

(
1

1 + λ2
i

)

+NE(w2
V )E

(
λ2
i

1 + λ2
i

)
(20)

following the same derivation steps as for the CD sum (see
Appendix B). In the case of NSED, the noise impact has been
equalized and E(W 2

I ) = E(w2
V ) = σ2

I from (12), which makes
(20)

E(SNSED) ≈ E(S0
NSED) +Nσ2

IE

(
1 + λ2

i

1 + λ2
i

)
= E(S0

NSED) +Nσ2
I . (21)

The resulting (21) clearly shows that the expected noisy
and nonnoisy sums have the same partial derivatives w.r.t. the
parameters (the term Nσ2

I is a constant), and, thus, they get
minimized at the same point. Therefore, the expected solution
found by NSEDR is the same as if there was not any noise, i.e.
the NSEDR fetches the MLE of the true parameters.

Furthermore, it is worth noting that if the regular unscaled
EDR is adopted, the residual sum from (20) becomes

E(SED) ≈ E(S0
ED) +Nσ2

I +N(σ2
V − σ2

I)E

(
λ2
i

1 + λ2
i

)
.

(22)
It is apparent that the last term in (22) gets zero when the noise
powers in voltage and current are equal (σI = σV , σn = 1), in
which case EDR becomes optimal in the MLE sense. However,
even in the general unequal-noise case, a comparison of the
last terms in (22) and (19) reveals that the dependence on the
parameters is much lower in the ED than in the CD case.

Fig. 3. Example from the NREL dataset. (a) Voltage with sampling index.
(b) I–V curve.

In fact, the main conclusion from this linear analysis is that
the proposed NSED metric is the most reliable method to reach
to the MLE of the original parameters. If the model scaling step
needs to be avoided for whatever reason, the unscaled ED metric
(implied σn = 1) should be preferred over the conventional CD
metric (implied σn = 0). These theoretical findings are further
validated with simulation and experimental results in Section VI.

IV. NOISE EXTRACTION METHOD

Application of the proposed NSED metric of (13) requires
knowledge of the noise ratio σn. This is an additional input
compared with the unscaled ED and CD metrics, which is not
generally known and needs to be calculated. When the voltage
and current sensors used in the I–V curve recordings are avail-
able, it is a straightforward task to measure the noise variables
σV and σI and find σn = σV /σI . In the general case, however,
the only information available to extract σn is the measured
(Vm, Im) dataset. This is managed by the two-step NE method
proposed, as explained below.

A. Voltage Noise Estimation

The extraction of the voltage noise σV is based on the ob-
servation that the voltage is usually sampled linearly during the
I–V curve sweep, i.e., the voltage samples are equidistant. Such
an example is depicted in Fig. 3(a) referring to an I–V curve
from the NREL dataset examined in Section VI. This is the
common case nowadays and corresponds to the state-of-the-art
I–V tracers, although not generally true.

In that case, σV can be extracted by fitting a linear model V =
αj + β to the samples, where j is the sampling index and α, β
coefficients, as shown in Fig. 3(a). Because here there is noise
only on voltage (the sampling index is a nonnoisy independent
variable), this is a linear OLS problem with an exact solution

σV =
‖Y −X

(
X�X

)−1
X�Y ‖2

N
(23)

where Y = [V1, . . ., VN ]� and X =
[j1 . . . jN

1 . . . 1

]�
are the input

matrices, and N the number of samples.
Application of (23) may require some processing of the

input Vm dataset to remove possible outliers and distortions,
as commonly done in regression problems. For example, in
Fig. 3(a) the very first and last samples do not closely follow the
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Fig. 4. Histograms of extracted noise variables for the example of Fig. 3.
(a) σV from 36 different fitting regions. (b) σI from 55 fitting regions.

linear-sampling rule. This could be done by explicitly selecting
a fitting region, e.g., 10%–90% of the original range.

However, a more automated and reliable approach that copes
with any kind of unpredictable distortions is the median tech-
nique adopted in this article. According to this, the voltage
noise σr

V is extracted many times for different fitting ranges
r (subsets of the entire dataset, possibly overlapping) and then
the median value median(σr

V ) is selected. The premise is that
the median will correspond to the undistorted fittings, which
will be much more in numbers than the distorted ones. Fig. 4(a)
shows the histogram of the extracted σr

V values by applying
(23) to the example of Fig. 3 for 36 fitting regions (10%–90%
of the initial range with 10% resolution). The selected median
value of 2.1 mV avoids overestimation from distortions and
underestimation from very short fitting regions.

B. Current Noise Estimation

The extraction of the current noise level σI is based on the
observation that the I–V curve is approximately linear in the
short-circuit region [see Fig. 3(b)]. In that sense, fitting a linear
model I = αV + β on that region using an OLS formulation
similar to (23) is a simple solution. However, this is a multi-
variate noise problem and a total least squares approach should
be followed instead. Fortunately, this is a very simple linear
regression problem with an exact solution

min:
∑

(Im − αVm − β)2 − α2σ2
V N (24)

σI =

√
‖Y −Xp̂‖2

2 − ‖[NσV 0]p̂‖2
2

N
(25)

where now Y = [I1, . . ., IN ]� and X =
[V1 . . . VN

1 . . . 1

]�
are the

inputs, and p̂ = (X�X −
[
Nσ2

V 0
0 0

]
)−1X�Y the parameter es-

timates. Please note that these equations require σV as input.
Identifying an appropriate fitting region here is more chal-

lenging, since the selected fitting region needs to be “sufficiently
linear” apart from undistorted and not too short. A fixed fitting
region, e.g., 5%–40% of the voltage range may not always
comply with these requirements. This is where the median
technique facilitates automatic identification of the fitting region
and σI value. In the example of Fig. 3(b), applying (25) to 55
regions (0%–50% of voltage range with 5% resolution) yields

Fig. 5. Flowchart of the proposed NSEDR method.

the histogram of Fig. 4(b), which shows that the median value
of 396 μA is a reliable σI estimation.

To summarize, the complete NE method involves first ex-
traction of σV through (23) and then identification of σI via
(25) to get σn = σV /σI . The multifitting median approach is
optional in case of undistorted (Vm, Im) datasets. Please note
that the NE method is only applicable when the I–V curve is
sampled linearly in voltage, i.e., in equidistant voltage points.
Extension of this algorithm to uneven voltage spacing is possible
if the sampling mechanism is known a priori (e.g., quadratic
relation between voltage step and index), in which case the
aforementioned steps can be modified accordingly.

V. APPLICATION OF NOISE-SCALED EUCLIDEAN DISTANCE

REGRESSION AS AN ADD-ON TO EXISTING PARAMETER

EXTRACTION METHODS

The full picture in applying NSEDR is given in the flowchart
of Fig. 5. Once the noise ratio is extracted and the model scaling
is performed, an optimization algorithm identifies the model
parameters by minimizing the NSED. At every iteration, the
projections of all samples on the curve need to be updated
depending on the current parameters. Upon convergence, the
calculated model parameters are scaled back to their original
form using a reversed version of (11).

The optimization algorithm is deliberately left generic in
Fig. 5. For the results of Section VI, the Levenberg–Marquardt
has been employed, but any other numerical or heuristic op-
timization method will do equally well. The proposed NSEDR
does not deal with the problem of global optimality (i.e., multiple
local minima), which is the focus of other metaheuristic meth-
ods [10]–[14]; it requires an initial p vector that lies sufficiently
close to the global optimum to guarantee convergence to the
MLE of the true parameters. In that sense, the optimization
technique does not matter in this application.

This hints to one possible application of NSEDR as a second-
stage step in existing parameter extraction methods toward fine-
tuning of their results. In that sense, any parameter extraction
method can be enhanced by using its outputs to initialize and
apply NSEDR, so that the final values enjoy the benefits of the
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Fig. 6. Sampled and reconstructed I–V curves for the three parameter sets
taken from the NREL dataset.

TABLE I
PARAMETER SETS USED AS SYNTHETIC DATA OF THIS SECTION

NSED metric. This application, denoted here as NSEDR add-on,
is fully universal and can be applied to any extracted parameter
set, with particular significance when there is considerable noise
in both voltage and current samples. See Appendix C for access
to the implementation code.

VI. RESULTS AND DISCUSSION

This section assesses the proposed NSED metric and NE
method by a series of tests on synthetic data and experimen-
tal measurements. First, the NE method is applied to outdoor
measurements provided by NREL, then different metrics are
compared on synthetic data, and, finally, the NSEDR add-on is
tested on five parameter extraction methods from the literature.

The methods employed are: 1) the series-parallel resistance
(SPR) method from [5], 2) the oblique asymptote (OA) method
from [6], 3) the two-step linear least squares (TSLLS) method
from [8], 4) the reduced-form (RF) method form [2], and 5)
the co-content (CC) method from [9]. These techniques are
indicatively chosen from the enormous pool of numerical and
explicit parameter extraction methods only for the purpose of
validating the NSEDR add-on. This investigation is by no means
a comparison of these methods, which falls out of the scope of
this article.

The experimental dataset used in this section was kindly
provided by NREL [25] and involves hundreds of thousands
of I–V curves from different PV modules at various condi-
tions. This dataset was also employed to produce the synthetic
data employed later: Three I–V curves were selected from
the Cocoa_mSi460A8 module corresponding to typical high,
medium, and low irradiance conditions, whose parameters were
then extracted via the TSLLS method (see Fig. 6). The resulting
parameter sets 1–3 are given in Table I and are used thereafter
whenever synthetic data is required. The saturation current Is
is treated in logarithmic form in Table I and elsewhere in this

Fig. 7. Extracted noise attributes σn, σI , and σV for three PV modules from
the NREL dataset against irradiance variation (Cocoa location: mSi460A8 in ◦,
mSi0188 in ×, and mSi0166 in +).

TABLE II
NOISE STATISTICS EXTRACTED FROM COCOA_MSI460A8

section to facilitate comparison, as its estimation tends to vary
orders of magnitude. Please note that the objective here is to get
realistic reference parameters and the extraction method does
not really matter; other methods could do equally well in place
of TSLLS in this step.

A. Validation of the NE Method

The NE method is first applied to three PV modules from the
NREL dataset to investigate the noise levels and patterns, and
then its accuracy is validated against synthetic data.

1) Noise in NREL Dataset: Three PV modules were selected
from the NREL dataset, namely, mSi460A8, mSi0188, and
mSi0166 from Cocoa location. The NE method was then applied
to 1000 randomly selected curves of these modules to extract all
three noise attributes σn, σI , and σV . The results are shown in
Fig. 7 plotted against irradiance variation.

Clearly the results for the three modules (colored markers)
match very well, which indicates consistency. The noise ratio
varies broadly within 3 and 15, exhibiting an increasing trend
with falling irradiance. Conversely, the opposite seems to hold
true for the current noise, its values ranging mainly from 150 to
500 μA. The voltage noise is rather constant within a 1.5–3-mV
range regardless of the conditions.

Table II provides these numbers for three representative con-
ditions (low, normal, and high noise ratio) recorded for Co-
coa_mSi460A8, which are used later in the section. The main
conclusion from this investigation is that the noise attributes
are weather-dependent, rather than constant, and a method to



822 IEEE JOURNAL OF PHOTOVOLTAICS, VOL. 12, NO. 3, MAY 2022

TABLE III
ESTIMATION ERRORS IN NE

estimate their values is necessary. It is apparent that this de-
pendence has clear patterns and could be possibly modeled
mathematically, but this is left for future work.

2) Validation on Synthetic Results: The performance of the
proposed NE method can only be evaluated on synthetic data,
since the NREL dataset or other similar databases do not provide
the actual noise values. To this end, parameter set 1 from Table I
is used to produce I–V curves, which are then modified by su-
perimposing artificial noise to emulate measured characteristics.
1000 such curves are produced, featuring normally distributed
noise WV ∼ N (0, σ2

V ) and WI ∼ N (0, σ2
I), but with different

voltage and current noise variances at every curve. The noise
variances are considered random variables in this experiment,
taken uniformly distributed within the ranges seen in the NREL
dataset, i.e., σV ∼ U(1.5, 3)mV and σI ∼ U(150, 500)μA; this
way, the resulting dataset involves a wide range of noise con-
ditions and constitutes a reliable testbench for the assessment
of the NE method. In the initial test the I–V curve is sampled
in 100 points, and then the experiment is repeated for 200 and
1000 samples per curve resolutions.

Table III shows the rms of the resulting noise estimation er-
rors. The 100 samples/curve resolution leads to moderate errors,
which are deemed acceptable given the absence of other noise
estimation alternatives. It is interesting to see that as the sam-
pling resolution increases, the errors decrease substantially; this
reaffirms that the more data points the better for the NE method,
like most statistical techniques. It should be noted that most
state-of-the-art I–V tracers sample nowadays in the 100–200
range, such as in the NREL dataset. The main conclusion here is
that although the NE method could benefit from improvement,
it is already trustworthy and reliable enough for application in
the NSED metric.

B. Assessment of the NSED Metric

This section evaluates the significance of the NSED metric
over the CD and ED alternatives. For this purpose, the re-
spective regressions NSEDR, CDR, and EDR are applied on
synthetic data to capture their accuracy in approximating the
model parameters. This synthetic dataset is created using the
parameter set 1 from Table I to construct an I–V curve with
100 samples, which is then distorted by noise 1000 times to
produce an equal number of noise-induced curves. This process
is repeated for low, normal, and high noise ratio conditions
according to Table II. The known original parameters (set 1)
are used to initialize the regressions and calculate the estimation
errors, which would not be possible if measured datasets were
used.

Fig. 8. Spider graphs of the estimation errors in % (CDR in blue, EDR in red,
NSEDR in purple) for (a) low, (b) normal, and (c) high noise ratio.

Table IV reports the errors in estimating each of the five
parameters by CDR, EDR, and NSEDR, as well as the residual
sum after the minimization in each case (bold font indicates
lowest value). The Benchmark parameters are found by applying
ED regression with perfect knowledge of the noise ratio and
initialized from the (known) true parameters; this “idealized
NSEDR” is used as a baseline for accuracy and it has no
other practical use apart from representing the theoretical up-
per bound of NSEDR performance. Looking at the parameter
estimation errors, NSEDR always yields the lowest values at
all noise conditions, which are found only slightly worse than
the Benchmark’s. This is more clearly illustrated in the spi-
der graphs of Fig. 8 (each axis being the error in a different
parameter), which clearly show that NSEDR is superior in
estimating all five parameters; the improvement against CDR
and EDR is stronger at higher noise ratios, when their inherent
assumption of σn = 0 or 1, respectively, is weaker. Between the
last two, EDR performs better since assuming equal noise in
voltage and current is “more valid” than neglecting the former
entirely.

These findings are further justified by comparing the residual
sums after the minimization, as calculated using the CD, ED
and NSED metrics. As expected, CDR yields the lowest CD
sum, EDR the lowest ED sum, and NSEDR the lowest NSED
sum, which confirms that all these regressions have done their
job perfectly well; it is the objective function employed really
that makes the difference. It is also worth noting that the NE-
estimated noise ratios in NSEDR are very close to the true values
given in the Benchmark in all cases. As indication of the benefit
brought by more accurate parameters, the MPP power estimation
error is also given in this table, calculated numerically through
the standard system of two equations (for details see [31]). The
results reaffirm once again the previous observations on the
superiority of NSED.

Table IV also shows the computational performance of these
regressions in the form of average iterations and mean execution
time. The lsqnonlin MATLAB function has been used in all
implementations with the same convergence tolerances. Clearly,
CDR is consistently the most cost-efficient regression owing
to its simple formulation. EDR exhibits also consistent perfor-
mance, but with about double iterations and triple time compared
with CDR. The calculation cost of NSEDR is somewhat more
stochastic, with higher values at low and normal noise ratios, but
lower values at high noise ratio. As expected, NSEDR is more
computationally intensive than CDR.
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TABLE IV
PERFORMANCE OF DIFFERENT METRICS ON SYNTHETIC DATA

Fig. 9. Barcharts of the NSED improvement brought by enhancing the study-case methods. Average values over 1000 runs for the three parameter sets in
logarithmic scale. (a) Low noise ratio. (b) Normal noise ratio. (c) High noise ratio.

This investigation corroborates the theoretical analysis of the
previous sections that minimizing the NSED metric leads to
more accurate parameters, even with the imperfect noise ratio
given by the NE method. If the noise estimation needs to be
avoided, the ED metric should be used instead, rather than the
conventional CD objective function. These accuracy improve-
ments come at the cost of reasonably higher computational
burden.

C. Application of the NSEDR Add-On

This section evaluates the application of NSEDR as a second-
stage fine-tuning step to existing parameter extraction methods,
first using synthetic data and then the NREL dataset.

1) Validation on Synthetic Data: The five study-case litera-
ture methods SPR, OA, TSLLS, RF, and CC are applied to the
synthetic dataset of the previous section (set 1, 1000 curves,
normal noise ratio), and their results are then optimized via
the NSEDR add-on. Table V shows the estimation errors (bold
font indicates lowest values), where again Benchmark stands for
an “idealized NSEDR” (perfect knowledge of the noise ratio,

TABLE V
ESTIMATION ERRORS BY FIVE PARAMETER EXTRACTION METHODS WITH AND

WITHOUT THE NSEDR ADD-ON (NORMAL NOISE RATIO)

* With NSEDR add-on.

initialized from the true parameters), used only as an accuracy
baseline.
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Fig. 10. Barcharts of the average residual NSED using the original and enhanced versions of the study-case methods for 1000 curves of three PV modules from
the NREL dataset. (a) mSi460A8. (b) mSi0188. (c) mSi0166.

TABLE VI
OPTIMALITY INDEX FOR THREE NREL PV MODULES

∗ With NSEDR add-on

Clearly, the estimation errors are reduced in all parameters
when applying the add-on (indicated with *) for every method.
Among the enhanced variations (*), the errors are very close
to each other and only marginally higher than the Benchmark’s
values, with the TSLLS* and RF* yielding entirely identical
results. Very similar observations are extracted for the resulting
MPP power estimation error. This shows that the NSEDR add-on
not only improves the accuracy of every method to which it was
applied, but leads also to the global optimum if the original
method has converged to the global optimality region.

These findings are further validated for the other parameter
sets of Table I in Fig. 9. The barcharts illustrate the NSED
improvement from enhancing each method (reduction of resid-
ual NSED after applying the add-on) for set 1–3 at the three
noise ratios. Apparently, the NSED improvement varies with
the parameter set and noise, while some methods are boosted
more than others, but the improvement is always positive, i.e.,
all methods are benefited by the add-on at least by a little.

2) Validation on the NREL Dataset: The study-case methods
are applied to 1000 randomly selected curves from the three
NREL modules, after removing a few distorted instances. Since
the true model parameters are not available here, NSED serves as
the accuracy indicator, i.e., the lower the better. Fig. 10 illustrates
the results in the form of bar charts, showing the residual NSED
at the three modules for every method before and after the
enhancement. It is apparent that all methods get boosted by the
add-on, yielding afterward all very similar NSED (red bars) for
the same module.

These findings are also given in Table VI using the optimality
index, defined as the frequency of the resulting NSED being the
lowest among all methods within a reasonable tolerance (i.e.,
95% means that this method yields the lowest NSED with a
1E-6 tolerance in 95% of the cases). What Table VI really shows
is that, once enhanced by the NSEDR add-on, all five methods
converge to the same solution 96%–100% of the times, which
is strong indication of consistency. The small differences in the
optimality index relate to cases where the original method gets
trapped to a local optimum.

The last row in Table VI provides the average execution time
of each method. Expectedly, the time of the original methods
varies greatly, with the explicit SPR and OA being the fastest
by far. The enhanced versions (*) are burdened by tens to
hundreds of additional milliseconds, which may be a major or
minor extra cost depending on the application. Once enhanced,
simple methods like SPR and OA cannot be considered explicit
anymore, but they yield accuracy very similar to more complex
methods at a lower total execution time.

In fact, the main conclusion here is that the proposed NSEDR
add-on works fine with measured data, and that simple parameter
extraction methods with this follow-up step may perform out-
standingly regardless of their simplifications. A more thorough
investigation and comparison of literature methods falls out of
the scope of this article.

VII. CONCLUSION

The theoretical analysis and experimental validation of this
article show that the proposed NSED metric is superior to the
commonly used CD or ED alternatives in fetching the MLE of
the PV model parameters at multivariate noise. To get the noise
ratio required in NSED, the proposed NE method is easy to apply
and reliable for I–V curves with linear voltage sampling. When
the noise ratio cannot be obtained, the ED metric should be
preferred over the default CD option. The additional complexity
brought by ED and NSED is reflected in the execution time.
An application of the new metric has been introduced as a
fine-tuning step in other parameter extraction methods, which
is demonstrated to always improve their accuracy by at least a
little.
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This new metric has many applications in the field of PV
modeling. Apart from the NSEDR add-on step examined in
this article, the NSED metric can be directly integrated into
other parameter extraction methods, by replacing the metric
used; this could potentially lead to improved accuracy and lower
complexity compared with the former two-stage process, an
investigation left for future work. Future directions also include
extension of the NSED metric to more sophisticated PV models
(e.g., double-diode model) and integration to parameter extrac-
tion methods with multiple sampled I–V curves at different
operating conditions. Furthermore, the noise attributes show
dependence on irradiance and temperature with clear patterns,
which may be worth investigating and formulating. On a rel-
evant note, the NE method would benefit from improvement,
especially in I–V curves with a few data points and nonlinear
voltage sampling.

APPENDIX

A. Derivation Steps of the CD Sum

In the CD sum, the term A from (17) can be written as

A = 2
∑

WI [Ii − λiVi − βi]︸ ︷︷ ︸
Λ1

−2
∑

WV λi[Ii − λiVi − βi]︸ ︷︷ ︸
Λ2

⇒ E(A) = 2NE(WIΛ1)− 2NE(WV Λ2) (26)

where Λ1 and Λ2 are auxiliary variables that depend only on
the original sample i; N is the number of samples; and E(.)
denotes the expectation operator. The assumption that noise and
sample are uncorrelated implies thatWI andΛ1 are uncorrelated,
as well as WV and Λ2, thus E(WIΛ1) = E(WI)E(Λ1) and
E(WV Λ2) = E(WV )E(Λ2). Accounting also for the zero mean
value of the noise variables E(WI) = E(WV ) = 0 yields that
E(A) gets effectively zero.

Similar steps for the B term from (18) lead to

B =
∑

W 2
I − 2

∑
λiWIWV +

∑
λ2
iW

2
V ⇒

E(B) = NE(W 2
I )− 2NE(λiWIWV ) +NE(λ2

iW
2
V )

= NE(W 2
I )− 2NE(λi)E(WI)E(WV ) +NE(λ2

i )E(W 2
V )

= Nσ2
I − 0 +Nσ2

V E(λ2
i ). (27)

B. Derivation Steps of the NSED Sum

Following a similar methodology to CD, the NSED sum from
(20) can be expressed as

SNSED ≈
∑ [Im − λivm − βi]

2

1 + λ2
i

= S0
NSED + C +D (28)

where

S0
NSED =

∑ [Ii − λivi − βi]
2

1 + λ2
i

(29)

C = 2
∑ (Ii − λivi − βi)(WI − λiwV )

1 + λ2
i

(30)

D =
∑ (WI − λiwV )

2

1 + λ2
i

. (31)

Because of the zero mean value of the noise variables and the
uncorrelation between samples and noise, E(C) = 0 for the
same reasons that E(A) = 0, and E(D) becomes

E(D)=NE(W 2
I )E

(
1

1 + λ2
i

)
+NE(w2

V )E

(
λ2
i

1 + λ2
i

)
(32)

following the same steps as for E(B).

C. Implementation Code

The implemented algorithms for the NE and NSEDR func-
tions are freely.1 For any inquiries, please contact Dr. Efstratios
Batzelis.2
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