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PAPER

Machine Learning Models Monitoring in MLOps 
Context: Metrics and Tools

ABSTRACT
In many machine learning projects, the lack of an effective monitoring system is a worrying 
issue. This leads to a series of challenges and risks that compromise the quality, reliability and 
sustainability of models deployed in production. As Machine Learning gains importance in vari-
ous fields, poorly implemented monitoring represents a major obstacle to realizing its full poten-
tial. This article presents a comprehensive guide of machine learning models monitoring metrics 
and tool used in the MLOps context. The monitoring of metrics is important to evaluate and vali-
date the performance of a machine-learning model, not only throughout the development phase 
but also during its deployment in the production environment. It enables real-time data to be 
collected on various metrics. The purpose of monitoring in MLOps context is to identify potential 
issues and adjustments made accordingly, guaranteeing consistent model quality and reliabil-
ity. This article provides a comprehensive guide that introduces and explains a wide range of 
metrics used for continuous monitoring of ML systems at various stages of the MLOps lifecycle. 
Additionally, it presents a comparative analysis of available monitoring tools, enabling organi-
zations to optimize their performance and ensure the seamless deployment of their machine 
learning applications. In essence, it underscores the critical importance of continuous monitor-
ing and tailored metrics for ensuring the success and reliability of machine learning systems.

KEYWORDS
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1	 INTRODUCTION

Machine learning (ML) has become an integral part of many fields, with its poten-
tial for improving performance and making the right decisions. Technology has seen 
growing adoption, fueled by increased computing power, more data, and algorith-
mic advances. However, to fully exploit the benefits of ML, it is essential to put in 
place robust industrialization processes. Industrialization enables ML models to be 
transformed into concrete products or services that can be integrated into existing 
systems and deployed on a large scale [27] [28] [29].
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Despite significant advances in the field of artificial intelligence the rate of industri-
alization and deployment to production of ML projects is still low, and the transition of 
ML models from development stage to production is time consuming, depending on 
the requirements and particularities of each project. This is supported by the results of 
a survey carried out in 2020 by Sasu Makineth et al [1], which shows that professionals 
are concerned about the production and deployment of the various models developed. 
This can be explained by the fact that deploying ML models in production requires a 
cohesive integration of skills between software engineering and ML disciplines.

The need to standardize and unify the way in which an ML project is carried out 
has given rise to the MLOps paradigm, inspired by the field of software engineering. 
Taking advantage of the basic principles of DevOps, such as continuous integration 
(CI) and continuous deployment (CD), MLOps extends DevOps principles to the man-
agement of ML models, automating and optimizing their development, deployment, 
and maintenance in production environments. For instance, new concepts specific 
to MLOps have emerged: continuous training and experiment tracking. As research-
ers in artificial intelligence, our main research focus is on MLOPS. More specifically, 
our aim is to improve the efficiency and reliability of deploying ML models in large-
scale production environments using MLOPS practices and tools.

This brings us back to the question of quality measurement and standardization, 
with the aim of making the overall environment of an information system dealing 
with ML programs comparable by attempting to define a unified model with a clear 
implementation architecture. To this end, several research projects have given rise 
to proprietary and open-source platforms and tools, such as Mlflow [3], Kubeflow [4], 
DVC [5] and many others, each of which attempts to handle and ensure one or more 
phases of the MLOps process.

The aim of this paper is to study monitoring as a transversal phase in the MLOps 
process, by (1) presenting challenges encountered during ML Model Deployment, (2) 
identifying and defining metrics for measuring the state of health of a model and, 
(3) presenting and comparing different tools used for continuous monitoring in the 
MLOps context. The scope of this approach encompasses all machine learning algo-
rithms to be deployed in production, with the aim of ensuring continuous monitoring.

The reminder of this article is organized as follows: the second section pres-
ents the context and problem statement, with an overview of MLOps and its 
Lifecycle. The purpose is to contextualize monitoring within the overall production 
of ML models chain. The third section dives in depth into the monitoring process in 
an MLOps context, followed by the stages of monitoring a ML pipeline in the fourth 
section. In the fifth section, monitoring metrics and their categories are defined and 
explained. The sixth section provides a comparison of ML model monitoring tools. 
Finally, we summarize the key findings and highlight the crucial role of continuous 
monitoring in ensuring successful and sustainable ML model deployments.

2	 CONTEXT	AND	PROBLEM	STATEMENT

MLOps is the combination of two words: Machine Learning and Operations [6]. 
This combination represents the set of practices, tools and processes used to manage 
operations related to ML models, from development to deployment and even real-time 
monitoring of models in production. The challenges of continuous use of machine 
learning in applications date back to 2015, in a research paper entitled “Hidden Tech-
nical Debt in Machine Learning Systems”[16]. The authors in [22] [23] [24] defines 
MLOps as the iterative process of pushing the latest best ML models to production.  
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This paper aims to clarify and propose a global architecture to place monitoring as 
a transversal phase in the industrialization process of Machine Learning projects 
within the framework of an MLOps approach. This paper represents the state of the 
art in scientific research concerning this important component that ensures the qual-
ity of an ML model to continue delivering very good results over time.

2.1	 Overview	of	MLOps	and	lifecycle

Inspired by DevOps principles, the MLOps paradigm includes the concept of con-
tinuous training (CT), to which we add continuous integration (CI) and continuous 
delivery (CD). The need to continuously monitor the health of models in production 
has given rise to a new concept called: Continuous Monitoring (CM) [2].

In this context, it is essential that the principles and concepts of continuous x (by x 
we mean CI/CD/CM) in MLOps are clearly manifested throughout the lifecycle of an 
ML project, as will be illustrated in the following part of this current section.

The practice of MLOps involves a series of steps aimed at overcoming the challenges 
associated with industrializing ML projects Following an extensive analysis of numer-
ous scientific articles, we have been able to develop a global perspective on the MLOps 
lifecycle. Figure 1 illustrates the various stages. The aim is to better manage large-scale 
ML projects and deploy them effectively in a production environment [8]. By follow-
ing these steps, professionals can better understand the different phases of the ML 
project lifecycle, including development, deployment, monitoring, and maintenance.

Fig. 1. Machine learning project lifecycle within an MLOps approach with a focus on the monitoring phase
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The development process of ML project, also known as the pipeline [2], com-
prises a series of steps that are both linear and iterative (block Pipeline MLOps 
Figure 1). The pipeline begins with data extraction, validation, and preparation, 
followed by model training, evaluation and validation [31]. Once the model has 
achieved satisfactory results, deployment, and integration of the model into the 
final system can take place. These steps are essential to ensure that the program 
functions correctly in its production environment and can be effectively main-
tained over the long term.

Another aspect which is essential to the success of an ML project is the collection 
of metadata linked to each model drive, based on versioning [15] of data (block Data 
Store Figure 1), code, hyper-parameters, pipeline, and monitoring results. In addi-
tion, it is important to distinguish between the experimentation pipeline and the 
production pipeline, the latter including all stages of model creation and not just the 
final result of the experimentation pipeline. Thanks to the above elements, we can 
guarantee the iterative nature of MLOps to get the best model.

In relation to ML domain, the issue of task automation requires a comprehensive 
and robust approach, the concept of autoML [21], which refers to the process of auto-
mating various stages of the machine learning lifecycle, such as setting hyperparam-
eters and selecting the best model. autoML can be a valuable tool for reducing the 
technical complexity linked to the choice of algorithm and hyperparameters. Indeed, 
autoML enables these parameters to be optimized automatically, which can lead to 
better performing and more efficient ML models. In addition, the use of autoML can 
simplify the process of re-training the model when necessary, which can be useful 
in a dynamic and constantly evolving production environment.

The last block in Figure 1 (Continuous Monitoring) concerns the monitoring 
phase, which plays an essential role in the smooth operation and ongoing per-
formance of deployed ML models. This phase includes the definition of relevant 
KPIs (Key Performance Indicators) that measure model performance in real-time. 
A monitoring dashboard is also set up to visualize these KPIs and provide a clear 
overview of the status of models in production. The dashboard enables teams to 
monitor performance, detect anomalies and make decisions based on concrete data. 
Furthermore, the alert function serves as a notification service, informing the sys-
tem administrator of critical problems or significant deviations from predefined 
thresholds. The combination of KPI-based monitoring and an alert function enables 
proactive intervention, guaranteeing the quality and reliability of deployed models 
throughout their lifecycle.

2.2	 Problem	statement

The process of developing ML model doesn’t end with the deployment of the 
model. Indeed, once the model is operational, it is crucial that it continues to 
deliver quality results and insights over time. So, regular maintenance and updat-
ing of the model are key to ensuring its long-term reliability and effectiveness. In 
addition, continuous monitoring of model performance is also important to detect 
any problems or changes in the production environment and adapt the model 
accordingly.

To better understand the challenge of continuous monitoring, an ML model is 
trained on a specific set of data, but this data may change over time, affecting the 
model’s performance. If a problem is detected with the deployed model, the correc-
tive action to be taken depends mainly on the process involved in setting up an ML 
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project, such as version management of data, models, and hyper-parameters, to be 
able to re-train a model, for example, when new data is captured.

In this way, monitoring must be cross-functional and detect the essential  
elements in each phase of the MLOps pipeline. The problem with tools for moni-
toring ML models lies in the need to select appropriate solutions, to guarantee the 
reliability, robustness and ongoing performance of these models in real, evolving 
environments.

3	 MONITORING	PROCESS	IN	MLOPS	CONTEXT

This section provides a comprehensive overview of monitoring in the context of 
MLOps, describing the essential steps, metrics and tools to ensure optimal perfor-
mance and effective maintenance of ML models in production.

In an ML context, the production, delivery and evaluation of a project is a diffi-
cult task [7], given its non-deterministic nature, which makes the model complex 
to test [19], explain and improve over time. This brings us back to the challenge of 
measuring ML performance indicators that reflect the quality of both the production 
process and the model itself.

To identify the best ML model for deployment, as illustrated in Figure 2, several 
series of experiments need to be carried out. It is necessary to define and identify 
the metrics that can be monitored manually or automatically during the MLOps 
lifecycle. Furthermore, the monitoring step should be automated to be able to con-
tinuously assess the reliability of the models deployed into production.

Fig. 2. Process of monitoring in a MLOPS context

https://online-journals.org/index.php/i-jim
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Monitoring the workflow in MLOps can identify potential problems, such as 
models not converging or performance issues in the deployment infrastructure. This 
enables proactive measures to be taken to improve model quality and reliability, 
reduce downtime and optimize response time, by triggering the retraining and rede-
ployment of a new model, for example.

4	 MONITORING	STAGES	IN	ML	PIPELINE

The analogy with an iceberg depicted in Figure 3 highlights the fact that the health 
of an ML system depends on hidden features that are complex to monitor, such as those 
related to the data and the model itself, in addition to other more visible elements such 
as the services provided. Ecosystem health is the most abstract layer, including aspects 
such as predictive drift [30] and business KPIs, and refers to the overall well-being and 
functionality of the interconnected elements and processes within a system or organi-
zation. The aim is to assess the performance, reliability and stability of this top layer, 
to ensure that it functions effectively to achieve the desired business results.

Metrics related to monitoring can be classified into gauge metrics, which record 
the values of the system’s gauges, delta metrics, which calculate the variance between 
previous and current measurements, and cumulative metrics, which track the evo-
lution of counters over time [17].

Fig. 3. Hidden and visible features related to monitoring [9] (adapted by the author)

There are several aspects for monitoring an ML model:

– Monitoring model quality and performance in production: evaluate the accuracy 
of the model’s predictions, and see if it declines over time, and if the model needs 
to be re-trained.

– Monitoring the distribution of model inputs and outputs: check the conformity 
of the distribution of input data and model hyper-parameters. Observing the dis-
tribution of predicted classes over time, which can be linked to data and concept 
drift, the tool Great Expectations [25] can be used as platforms for verifying data 
consistency and distribution.
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– Monitoring model training and retraining: learning curves, the distribution of 
trained model predictions or the confusion matrix during training and retrain-
ing. The Seldon Alibi-Detect [26] tool can be used, for example, to label abnormal 
data inputs where model predictions may be unreliable [20].

– Monitoring hardware resources and associated metrics: CPU/GPU load and mem-
ory usage metrics are essential for monitoring system performance and efficiency.

– Evaluation of CI/CD pipeline tasks: log metrics, graphs, predictions and other 
metadata for automated evaluation or test pipelines.

5	 MONITORING	METRICS

The implementation of monitoring models generally involves the definition and 
recording of several indicators, each of which specializes in the calculation of a 
given measure:

The following figure (Figure 4) shows schematically the elements that need to be 
monitored at each stage of the MLOps pipeline:

Fig. 4. Elements to monitor by nature of items

MLOPS-related metrics can be spread throughout the development life cycle as 
well as the production cycle of a ML project. These metrics vary according to need but 
also according to the stage of the project. For instance, four main stages are of inter-
est: (1) Data preparation, (2) Data Modeling, (3) Deployed model and (5) Production 
environment. These metrics are explained in the following sections.

5.1	 Data	preparation	concerning	the	data	collection,	initial	data	analysis,	
data	transformation	and	cleaning	and	feature	engineering

Metrics related to data quality: these metrics are used to assess the quality of the 
data used to train the model.

Data preparation is the first essential step in creating a successful ML model [13]. 
This step involves analyzing the data to gain a clear idea of the elements collected 
and their metadata.

This activity is based on data profiling, which involves checking data quality, such 
as detecting duplications, inconsistencies, and lack of accuracy, as well as checking 
attribute values against expected ranges.

According to Felix Naumann’s [12], data profiling tasks (Figure 5) can be subdi-
vided into single or multiple data sources, and into single or multiple columns.

https://online-journals.org/index.php/i-jim
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Fig. 5. Classification of data profiling tasks by data nature [12]

During this phase, it is possible to deduce several indicators and metrics that can 
be used to monitor data quality and make decisions accordingly, such as imputing 
values and correcting statistical anomalies. The following Table 1 describes the main 
metrics related to data quality.

Table 1. Data quality/profiling metrics [14]
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5.2	 Modeling	and	deployed	model	regarding	experimentation		
and	development	and		also	production

During the training, validation and deployment stages of ML model, the metrics 
most commonly used to evaluate performance, are summarized in this illustration 
Figure 6. These indicators are used to measure and evaluate the performance of the 
machine learning model [10]:

Fig. 6. Evaluation methods and metrics by category and model type [18]

As part of the process of managing MLOps, model evaluation and interpretability 
are essential components. These fundamental aspects enable us to understand and 
validate ML models, with a view to determining their added value. Given the plu-
rality of machine learning models, a wide range of evaluation techniques specific to 
each type of model is available Figure 6.

In the following, an explanation and details of the most commonly used metrics 
for training ML models (Table 2) are given.

https://online-journals.org/index.php/i-jim
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Table 2. Metrics related to training and production

5.3	 Production	environment	or	deployment	area

Usage and efficiency metrics: These metrics are used to evaluate the use of the 
model in production. Common metrics include query rate, response time, latency, 
prediction speed, resource consumption, etc.

User satisfaction metrics: These metrics are used to assess end-user satisfaction. 
These metrics include satisfaction rate, return on investment ROI, as well as other 
benefit indicators linked to the context and activity of the company or individuals 
using the ML model.

Having defined the metrics and indicators for evaluating ML models that are 
most appropriate to the context in which they are used, it’s essential to talk about the 
right tools for monitoring. These tools enable data to be collected, visualized and ana-
lyzed in real-time, offering complete visibility over the performance of the models  
deployed. By using the right monitoring tools, teams can be proactive in managing 
ML models, ensuring optimal performance and making informed decisions to main-
tain quality and reliability throughout the model lifecycle.

6	 MONITORING	TOOLS

The choice of monitoring tool depends on the features and elements to be mon-
itored. Some features are decisive, such as whether the tool is open source and free 
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of charge, or whether its use generates additional costs. Another essential factor  
is ease of interconnection with the system and with other training and model  
deployment tools.

The Table 3 below provides a summary of most established MLOps tools in the 
field of monitoring ML models.

Table 3. Comparison of ML project monitoring tools [11]

The monitoring tool must integrate as many monitoring functions as possible, 
such as monitoring data drift, characteristics of data and models, as well as the 
ability to compare several models running at the same time. A/B testing, for example, 
stands for comparing two or more model variations to see which performs better.  
Another essential element is that the tool must provide the ability to program auto-
matic alerts and notifications in the event of a problem being detected. In order 
to dive into a detailed comparison of ML project monitoring tools, we propose the 
following radar chart depicting the main characteristics of some open-source and 
non-open-source monitoring tools for ML models

Fig. 7. (Continued)
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Fig. 7. Radar chart of the main characteristics of some open-source and non-open-source monitoring  
tools for ML models

Proprietary monitoring tools stand out for their broad coverage in terms of 
the features mentioned, compared with open-source tools. This is why it is essen-
tial to propose an architecture combining several open-source tools to cover the 
whole matrix of necessary characteristics. An approach that integrates different 
open-source solutions makes the most of their specific advantages. For example, 
by using the MLflow tool [3] to manage the lifecycle of ML models, including train-
ing and retraining, we can ensure better traceability and reproducibility of results. 
Combining the GitHub platform for CI/CD pipelines ensures continuous integra-
tion and efficient deployment of models. For monitoring hardware metrics and 
distributing model inputs/outputs, the use of Grafana/Prometheus proves invalu-
able. By combining these open-source tools, we can talk about optimizing the 
management of ML models, while benefiting from a tailor-made, adaptable and high- 
performance solution.

7	 DISCUSSION

With the emergence of the ML field, the focus has been on the problem of creating 
and training the most reliable models possible. Over time, machine learning models 
are becoming more and more common in the real world now. With the large mass 
of data generated worldwide, the challenge is to ensure a smooth deployment from 
development environment to production environment and also to guarantee very 
good results over time after deployment of the trained model. Monitoring the ML 
model in the production environment is the key to ensuring that it fulfills its mission.

To this end, various types of indicators and metrics can be measured. These indi-
cators enable us to judge the quality of the model’s predictions in relation to actual 
data. Other metrics, such as response time, resource consumption or error rate, can 
also be monitored to ensure that the model does not present any performance or 
stability problems. By regularly monitoring these indicators and metrics, data scien-
tists can quickly detect any problems and take the necessary steps to remedy them.

There are several options for calculating the various metrics associated with a 
model, including open-source tools such as Grafana and Prometheus, as well as pro-
prietary solutions. These tools can help to assess how well the model is working, as 
well as to identify any problems and what needs to be done to resolve them. For an 
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effective monitoring of platform, it is essential to support features such as automated 
alert management and model training, as well as automated model deployment.

Future research should focus on implementing a complete end-to-end architec-
ture for managing ML projects in the MLOps domain in the context of open-source 
tools. It is also essential to delve deeper into the notion of monitoring, which plays 
a crucial role in setting up an industrialized ML project. In our increasingly inter-
connected world, where data exchange is of paramount importance, improved 
decision-making can generate significant added value.

8	 CONCLUSION

As ML systems mature, model monitoring has become an imperative in the 
MLOps field. Indeed, the implementation of such a framework is essential to guar-
antee the reliability and resilience of the ML system. Without such monitoring, the 
ML system risks losing the trust of its users, with potentially fatal consequences. 
How you think about monitoring depends on the service provided by the Machine 
Learning model itself. In the future, we’ll be taking an in-depth look at the moni-
toring phase of the MLOps pipeline, highlighting the various techniques and tools 
available to ensure this important component.

When choosing the monitoring architecture for ML models, there are several 
important criteria to consider. Easy integration with model training and deployment 
tools, as well as flexibility to adapt to specific needs, are important. In addition, the 
architecture should enable the implementation of the majority of metrics associated 
with machine learning, while ensuring the automation of alerts based on data and 
model quality. In short, a suitable monitoring architecture must be able to respond 
effectively to these different aspects to guarantee high-performance, reliable moni-
toring of machine learning models.

Looking ahead, future research in this area could focus on several key aspects. 
Firstly, the exploration of more advanced AI-based monitoring techniques, such as 
AutoML, to serve monitoring to take into account increasingly complex and dynamic 
machine learning models. Secondly, examining the development of standardized 
monitoring protocols and frameworks that can be applied across various sec-
tors, taking into account the different contexts in which machine learning models 
are deployed.

Future research endeavors should prioritize the development of a comprehen-
sive end-to-end architecture for effectively managing ML projects within the MLOps 
domain, leveraging open-source tools and embracing advanced CI/CD principles for 
heightened automation. Furthermore, there is a critical need for a more profound 
exploration of the concept of monitoring, which plays a pivotal role in establish-
ing industrialized ML projects. In our increasingly interconnected world, where 
data exchange holds paramount importance, enhanced decision-making capabili-
ties, facilitated by advanced CI/CD practices, have the potential to yield substantial 
added value.
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