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PAPER

A Visual Computing Unified Application Using Deep 
Learning and Computer Vision Techniques

ABSTRACT
Vision Studio aims to utilize a diverse range of modern deep learning and computer vision 
principles and techniques to provide a broad array of functionalities in image and video 
processing. Deep learning is a distinct class of machine learning algorithms that utilize multi-
ple layers to gradually extract more advanced features from raw input. This is beneficial when 
using a matrix as input for pixels in a photo or frames in a video. Computer vision is a field of 
artificial intelligence that teaches computers to interpret and comprehend the visual domain. 
The main functions implemented include deepfake creation, digital ageing (de-ageing), image 
animation, and deepfake detection. Deepfake creation allows users to utilize deep learning 
methods, particularly autoencoders, to overlay source images onto a target video. This creates 
a video of the source person imitating or saying things that the target person does. Digital 
aging utilizes generative adversarial networks (GANs) to digitally simulate the aging process 
of an individual. Image animation utilizes first-order motion models to create highly realistic 
animations from a source image and driving video. Deepfake detection is achieved by using 
advanced and highly efficient convolutional neural networks (CNNs), primarily employing 
the EfficientNet family of models.

KEYWORDS
deep learning, convolution neural networks (CNNs), computer vision techniques, 
visual computing

1	 INTRODUCTION

Vision Studio is a unified application that applies deep learning and computer 
vision techniques to visual computing. The application aims to utilize a diverse 
range of modern deep learning and computer vision principles and techniques to 
provide a broad array of functions in image and video processing.

The computer science disciplines that deal with various visualization techniques, 
such as image processing, computer vision, virtual and augmented reality, and 
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video processing, are commonly grouped together. Deep learning techniques are 
used to construct a more abstract and comprehensive representation of images and 
videos. Deep learning is a distinct class of machine learning techniques that uti-
lize multiple layers to progressively extract more complex features from raw input. 
This is beneficial when using a matrix as input for pixels in a photo or frames in a 
video. By applying the previously described techniques, an individual can replace a 
person’s presence in a video or image with the likeness of someone else. Deepfakes 
are a type of manipulation or generation of visual and audio content that utilizes 
powerful deep-learning strategies. They have a high potential to deceive. Therefore, 
methods must be developed through which individuals can detect deepfakes and 
protect themselves from misinformation. Computer vision is a field of artificial 
intelligence that teaches computers to interpret and understand the visual world. 
Utilizing advanced algorithms from cameras and videos, as well as deep learning 
models, machines can accurately recognize and classify objects, enabling them to 
respond to visual stimuli. The application aims to utilize a diverse range of modern 
deep learning and computer vision principles and techniques to provide a wide 
array of functions in image and video processing [1].

The main motivation of Vision Studio is not only to enable users to utilize pow-
erful techniques for safely manipulating media and understanding the underlying 
technology, but also to raise awareness about these techniques and the potential 
outcomes that may arise. For example, misinformation or fake news can give rise 
to various problems in society. Giving the general public an idea of the far-reaching 
power of such techniques is the first step towards combating misinformation and 
fake news and ultimately creating a better society [2].

The main contributions that have been implemented are as follows:

•	 Deepfake creation: Users input source images and target videos, and algorithms 
superimpose the source face images onto the target videos, creating fake videos. 
This allows for editing without having to reshoot dialogues. Digital watermarks 
aid in identifying these counterfeits, reducing malicious intent.

•	 Digital aging/De-aging: The computer alters an individual’s appearance across 
different ages while preserving their identity by modifying their head shape and 
texture while also maintaining key facial attributes.

•	 Bringing images to life: Digitally, first-order motion models can be used to trans-
form an individual in a photograph into a realistic animation, resembling the 
images inspired by Harry Potter.

•	 Deepfake detection: The process utilizes multiple identification methods to detect 
deepfakes, incorporating countermeasures such as confirmation and provenance 
innovation, in addition to media proficiency measures.

All of the aforementioned functions will be provided in a single, user-friendly 
application that is easy to use. This will abstract the underlying technology and allow 
any person, regardless of their familiarity with it, to fully utilize the application. 
An application that can perform the aforementioned four objectives, as described 
above, i.e.,

•	 Deepfake creation
•	 Digital aging/De-aging
•	 Bringing images to life
•	 Deepfake detection
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The user can utilize these features according to their preferences and delve into 
the realm of deep learning and computer vision. This application can deliver the four 
objectives mentioned above, helping individuals gain a better understanding of the 
current application of deep learning and computer vision methods that impact their 
daily lives. Individuals will be able to distinguish between authentic and manipu-
lated media. Adding more applications of deep learning methods will benefit both 
the general public and companies.

2	 LITERATURE	SURVEY

Visual computing is an interdisciplinary field that encompasses computer vision, 
computer graphics, and image processing. It focuses on the acquisition, analysis, 
manipulation, and synthesis of visual data, making it a fundamental component of 
modern technology and entertainment [3]. The AI generation, driven by advance-
ments in deep learning and neural networks, has revolutionized the production of 
visual content. Machine learning models can generate images, videos, and other 
visual media, making it possible to automate content generation and manipulation 
[4]. Deepfakes are a prominent application of AI generation within the field of visual 
computing. They refer to the synthesis of highly convincing, yet entirely fabricated, 
visual content, with a specific focus on face swapping and face re-enactment [5]. 
Deepfakes have attracted significant attention due to their potential for both creative 
applications and misuse, raising concerns about their ethical and legal implications. 
In the early stages of deepfake development, traditional methods were commonly 
used. These approaches involved face detection in the original image, selecting a 
suitable face image from a candidate set, replacing the original image’s facial fea-
tures, and adjusting for lighting and color to match the original scene [6]. Recent 
advancements have introduced more sophisticated deepfake techniques. Modern 
approaches employ two encoder-decoder pairs. The encoder extracts latent features 
from the original image’s face, while the decoder reconstructs the face using these 
latent features. By exchanging decoders, a unique encoder from the source pic-
ture and a decoder from the target picture are utilized to recreate the target image, 
preserving the features of the source image and producing more convincing and 
realistic results [7].

2.1	 Deepfake	creation

Deepfake creation is an application that primarily focuses on visual deepfake 
techniques, specifically face swapping and face re-enactment. In the past, tradi-
tional methods [8–9] were employed to achieve deepfake creation [26–32]. The 
process includes detecting the face in the original image, selecting a suitable face 
image from a candidate set, replacing the facial features of the original image 
with the selected face, and adjusting for lighting and color to match the orig-
inal scene.

However, recent advancements in deepfake technology have led to the utilization 
of more sophisticated methods. Modern approaches utilize a different technique: 
two encoder-decoder pairs are employed. The encoder extracts latent features from 
the original image’s face, while the decoder reconstructs the face using these latent 
features. After preparation, the decoders are swapped. A unique encoder is used to 
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encode the source picture, and a decoder is used to recreate the target picture, incor-
porating the features of the source picture [10–11].

2.2	 Digital	Ageing/De-Ageing

Facial age transformation plays a crucial role in cross-age recognition and var-
ious entertainment-related applications. Several strategies have been developed 
to address age recognition and age modification in facial images. This literature 
review explores key techniques in this field. One of the approaches discussed is face- 
ageing with identity-preserved conditional generative adversarial networks 
(IPCGANs) [12]. This method utilizes IPCGANs to perform age transformations on 
facial images. Another method mentioned is lifespan-age transformation synthe-
sis [13]. This technique utilizes an identity encoder to extract attributes that are 
pertinent to a person’s identification from the input image. This allows for age 
transformation while maintaining the integrity of the person’s identity information. 
High-resolution face-age editing [14] is also explored in this review. This technique 
utilizes an encoder-decoder architecture to generate a latent space that represents 
facial characteristics, along with a component regulation layer that enables accurate 
age modification of individuals in the image. Lastly, the review discusses the method 
titled, “only, a matter of style: age transformation using a style-based regression 
model” [15]. In this approach, a pre-trained unconditional GAN is used to encode 
real facial images directly into a latent space while incorporating an aging shift to 
achieve age transformation.

2.3	 Bringing	images	to	life

Image animation is a dynamic process that involves using computer software 
to create videos. It combines features extracted from a source image with motion 
derived from a driving video. Over time, various methods and technologies have 
been utilized to accomplish image animation. Historically, image animation 
primarily relied on traditional, object-specific methods. However, with the 
advancement of technology, more modern techniques have emerged, including the 
use of generative adversarial networks (GANs) [16] and variational auto-encoders 
(VAEs) [17–18]. Monkey-Net [19] is a novel and innovative model for picture 
animation. It encodes movement data using central points that are learned in a 
self-directed manner, allowing for more dynamic and creative animations. First-
order motion models [20–21] have proven to be effective, even when dealing with 
significant changes in object pose. It achieves this through self-learned focal points, 
consideration of local contextual changes, a generator that is aware of potential 
limitations, and the use of equivariance loss to improve the evaluation of local 
contextual changes.

2.4	 Deepfake	detection

This text highlights the significance of various multimedia forensic techniques 
designed to detect deep-fake content. These techniques encompass a range of 
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approaches, including data-driven classification, GAN fingerprints, video frame 
synchronization, anomaly detection, and more [22–23]. For image forgery detec-
tion, a feature extractor was trained using support vector machines (SVM) for 
classification. This technique is particularly effective in identifying manipulated 
images [24]. Similar techniques used for image forgery were employed for video 
deepfake detection. Frame-by-frame analysis is used to identify changes made in 
deep-fake videos. To enhance the ability to detect various details in the video for-
mat, improvements were introduced. This includes distinguishing facial features 
such as lip, head, and hand movements [25]. Audio detection is an essential com-
ponent of deepfake detection. Techniques such as high-frequency cepstral coef-
ficients (HFCC) and constant-Q cepstral coefficients (CQCC) were used to analyze 
audio content. SVMs are used to recognize various sound patterns. To combat 
replay attacks, the transmission line cochlea-sufficiency tweak (TLC-AM) and TLC-
recurrence balance were employed to train a Gaussian mixture model (GMM). 
This helps in identifying and countering attempts to imitate authentic audio or 
video content.

Deep learning and computer vision have experienced exponential growth in 
the last couple of years, and their applications are leading to daily transformations. 
Some cutting-edge developments have been discussed in the survey. However, it 
lacks specific examples of modern deep-fake techniques, making it challenging to 
assess their effectiveness and limitations. It does not delve into potential ethical con-
cerns or issues surrounding deepfake technology. This does not provide details on 
their accuracy, limitations, or any comparative analysis. To gain a deeper under-
standing of the current state of age transformation techniques, it is necessary to 
conduct a more comprehensive analysis of their strengths and weaknesses. This text 
does not discuss the ethical concerns related to deepfake technology or its potential 
real-world applications and implications.

3	 DESIGN	AND	IMPLEMENTATION

The work consists of achieving four objectives: deepfake creation, digital ageing 
and de-ageing, bringing images to life, and deepfake detection. This section pres-
ents the design and architecture used to implement this work. Figure 1 illustrates 
the comprehensive flow of the backend operations. The end users are exposed to a 
frontend GUI, as shown in Figure 2, which connects to an internal gateway in the 
application. All content is served using a Flask backend.

There are three separate modules: the Deepfake module, the Digital Aging 
module, and the Image Animation module. The Deepfake module consists of two 
sub-modules: the Creation module and the Detection module. The Creation module 
primarily handles the task of creating deepfakes, while the Detection module is 
responsible for detecting deepfakes. The Digital Aging module and Image Animation 
module handle digital aging and bringing images to life, respectively. Each module 
is connected to the backend server, which houses the trained model and also stores 
the input for future training, which takes place in the training module.

Each module is connected to an endpoint. When the user input is received, the 
module processes it and returns the processed output. The training module aims to 
facilitate continuous improvement in the model iteratively by utilizing newer data 
stored on the server to create more robust models.

https://online-journals.org/index.php/i-jim
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Fig. 1. Proposed system architecture

3.1	 Deepfake	module

The Deepfake module consists of two sub-modules: Deepfake Creation and 
Deepfake Detection, each with its own models. The Deepfake Creation module 
allows users to create deepfakes by providing image and video inputs and receiving 
a video output. The Deepfake Detection module enables users to detect deepfakes by 
inputting a video and receiving an output probability score. This score indicates the 
likelihood of the input being a deepfake.

Figure 2 represents a deepfake creation model that utilizes two encoder-decoder 
pairs. Two organizations use the same encoder and different decoders for the training 
process (top). An image of face A is encoded using the shared encoder and decoded 
with decoder B to create a deepfake (bottom). The application implements and aims 
to enhance the most commonly used pipeline for creating deepfakes as of now.

Fig. 2. Explanation of deepfake creation
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3.2	 Digital	ageing	module

The Digital Aging module consists of two separate models: one for male faces 
and one for female faces. Each model takes an image as input and provides a 
video output, along with image outputs for a specific age range that is being 
considered.

An individual’s appearance changes as they age, while their personality remains 
intact. To perform these tasks, the computer needs to modify the shape and texture 
of the head while maintaining the essential facial features of the input face.

With the development of GANs, it is now possible to synthesize images and cap-
ture a wide range of features. This involves transforming a person’s face over time. 
One of the first techniques that produced high-quality results was face aging with 
IPCGANs. This technique utilizes IPCGANs for face aging. IPCGANs consist of three 
modules: a CGAN module, a character-safeguard module, and an age classifier. 
All parts of IPCGANs are differentiable, and the entire architecture can be trained 
end-to-end.

By utilizing a cutting-edge advancement that employs a novel multi-area 
picture-to-picture generative adversarial network architecture capable of simulat-
ing a seamless bi-directional aging progression within its trained latent space, the 
model was implemented. The model is trained on the FFHQ dataset, which is anno-
tated for age, orientation, and semantic segmentation. Fixed age classes are used as 
reference points to approximate continuous age change.

3.3	 Image	animation	module

The Image Animation module takes a source image and a source driving video 
as inputs and generates a video output that animates the source image based on the 
driving video. The GUI should provide a reliable and easy-to-use interface for the 
user to perform tasks specified by the system. The user application, specifically 
the web application, should offer a dependable and user-friendly interface for users 
to carry out tasks defined by the system. The application should be easy to use for 
everyone. The frontend of the application is written in English, and its flow is similar 
to that of many applications currently in use today. The end user will be able to use 
the application without any difficulty.

The frontend GUI (see Figure 3) is a web application powered by ReactJS. It pro-
vides end users with a user-friendly browsing experience. Users are greeted with 
a visually appealing page that is free of clutter and offers straightforward options. 
There is a central drop-down that lists all the possible tasks that the application 
can perform. They are also provided with a brief description of the task and its 
objectives. When a task is selected, the corresponding input box is modified to match 
the required inputs for that task. Once the user has uploaded the required inputs, 
they can click on the ‘Submit’ button to execute the task and wait for the output to 
be displayed on the page.

The process of digitally transforming an individual in a photograph into a 
short, highly realistic animation that accurately replicates the natural movement 
of the human face can be achieved using first-order motion models. These are 
similar to the moving pictures found in newspapers and posters from the Harry 
Potter world.
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Fig. 3. Graphical user interface

Fig. 4. Explanation of bringing images to life

Picture movement involves creating a video sequence in which an object from a 
source picture is tracked based on its movement in a reference video. The method 
examined in [17] to achieve picture liveliness is illustrated in Figure 4. The technique 
requires a source picture, S, and an edge of a driving video outline, D, as input. The 
solo key point indicator extracts the initial motion representation, which consists of 
sparse key points and relative changes with respect to the reference outline R. The 
dense motion network utilizes this representation to generate a dense optical flow 
from D to S and an obstacle map. The source picture and the results of the dense 
motion network are used to produce the target image by the generator. The applica-
tion, called Vision Studio, provides real-time execution of talks.

3.4	 Deepfake	detection

It is an interaction that distinguishes deepfakes by utilizing multi-modal identifi-
cation methods to determine whether an object has been manipulated or artificially 
created. The most promising technical countermeasures are validation and prove-
nance innovation, along with media literacy measures.

Modern approaches use a combination of two encoder-decoder pairs. The 
encoder is used to extract latent features of the original image’s face, while the 
decoder reconstructs the face using these latent features. This, of course, requires 
two encoder-decoder pairs. Both the original and target files are encoded using sepa-
rate encoders. Once the encoding is complete, the decoders are “swapped,” meaning 
that the source encoder and target decoder are used to generate the final image, 
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which contains similar inactive elements as the source image. When the training is 
finished, the decoders are traded and swapped, and a unique encoder of the source 
picture and a decoder of the target picture are used to reconstruct the target picture 
using the features of the source picture. The use of such a technique not only pre-
serves the emotions and expressions from the original image but is also much more 
effective in generating promising and realistic results.

With increased hardware resources, the expectation is that the models will exhibit 
significantly improved results, allowing for a deeper understanding of how to train 
them with new data and achieve better optimizations. Each module is separate 
from the others, allowing for an additional layer of abstraction. By leveraging estab-
lished methods and optimizing them, the application achieves favorable results in 
its modules. However, if the hardware resources are limited and the quality of the 
photos is too high, resulting in blurry grayscale image frames, then our model fails 
to process the proposed model.

4	 RESULTS	AND	INFERENCES

In general, the EfficientNet models achieve higher accuracy and better efficiency 
compared to existing CNNs [33], as shown in Figure 5. They reduce parameter size and 
FLOPS by an order of magnitude. The application utilizes the EfficientNetB7 model as 
the baseline CNN. For face detection in the model, the BlazeFace library was utilized. 
This library, developed by Google, is known for its ability to detect faces at incredibly 
fast speeds. The modules have been implemented using Python, taking into account 
the fast face detection capabilities of the BlazeFace library. The model was trained 
end-to-end on the large-scale dataset provided by Kaggle for the Deepfake Detection 
Challenge. The dataset contains 49 real videos and 49 fake videos, comprising a total 
of 32,752 frames. The dataset includes a collection of low-quality videos sized 64 ×	64 
and another collection of high-quality videos sized 128 ×	128. The dataset is divided 
into testing and training sets for each quality category, with a 20:80 split.

Fig. 5. Graph comparing EfficientNet model accuracy with other state of the art models
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Tests were performed separately on each of the existing modules, and the results 
are explored in the section below. A few tests were done on the modules, and their 
results are shown below. Other tests were conducted to verify the proper function-
ing of each module, but they are not presented here. All the tests were conducted on 
local hardware, and the time taken varied among modules. On significantly better 
hardware, the modules perform much more efficiently.

Test #1:
Test Input: Deepfake Detection – Video input
Test Expected Output: Score/Probability of video being fake, individual 

frame scores.
Figure 6 displays a frame capture of the input video used for the deepfake. As 

observed, there are noticeable alterations in the face, and the probability score is 
0.992, suggesting that the model predicts the input video is a deepfake with a 99.2% 
likelihood. Figure 7 shows several structured frame captures with the likelihood 
score embedded within the images.

Fig. 6. Deepfake detection test case video input screenshot

Fig. 7. Deepfake detection video output with probability score
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Test #2:
Test Input: Image animation – Image and video input
Test Expected Output: Video output
Figure 8 shows the input image that will be animated, while Figure 9 displays 

a frame capture from the driving video. Figure 10 demonstrates the results of the 
image animation module test, featuring a few frames captured showcasing the 
image animated using optical flow from the driving video.

Fig. 8. Image animation input image Fig. 9. Image animation input driving video 
(frame capture)

Fig. 10. Frames from output video (image animation)
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Test #3:
Test Input: Digital Ageing – Image input
Test Expected Output: Image and sequence video
Figure 11 shows the input image for digital aging, and in Figure 12, it shows 

the complete range of age images generated from ages 0–70. Additionally, a video 
sequence is generated, and a frame capture of the video can be seen.

Fig. 11. Digital ageing input

Fig. 12. Digital ageing age range results

Fig. 13. Frontend of using the deepfake detection module
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Figure 13 shows several snapshots from the final GUI, illustrating how the end-
user would interact with the frontend. It is completely abstracted from the backend 
of the application. The frontend results of using the deepfake detection module are 
as follows: when a deepfake video is given as the input, the output probability is 
observed to be 0.983. The deepfake detection module indicates that there is a 98.3% 
probability that the input video is a deepfake. Additionally, it demonstrates the out-
come of utilizing the Image Animation module in the frontend. The Image Animation 
module displays the input image and driving video and provides the end user with 
the final animated image. This image enhances the input image by utilizing the opti-
cal flow from the driving video. Table 1 displays the results of various modules.

Table 1. Results of different modules

Module Input Output Time Taken* Notes

Digital Ageing 
(Male)

512 ×	512 to 1920 ×	1080 256 ×	256 to  
1920 ×	1080 
(image, video)

2m12s to 3m45s Age Range – 0 to 70, Interpolation = 0.5. Any 
value below this requires more hardware 
resources.

Digital Ageing 
(Female)

256 ×	256 to 1920 ×	1080 256 ×	256 to  
1920 ×	1080 
(image, video)

2m27s to 3m47s Age Range – 0 to 70, Interpolation = 0.5. Any 
value below this requires more hardware 
resources.

Image Animation 
(Face, Pose)

Any resolution video,  
512 ×	512 image, Video 
length = 3s to 10s

512 ×	512 video 55.812s to 5m33s Video lengths longer than 10s will 
require more hardware resources than 
available locally.

Deepfake Detection 1080 ×	720 video (real, fake) 
Video length = 2s to 30s

Score, Individual 
frame pictures

8–15s Highly optimized, the bottleneck is the creation 
of individual frame pictures for visual clarity.

Note: *The time taken refers to how long it took on local hardware.

5	 CONCLUSION

The most important details in this text are the use of deepfakes and realistic media 
manipulation to disrupt the spread of misinformation and fake news. Vision Studio 
can help people easily identify deepfakes, thus curbing the spread of misinformation. 
Deepfakes can also be used for entertainment purposes, such as incorporating imperfec-
tions, generating virtual humans for VR games, and creating corporate training videos 
in the recipient’s language. Content creation has multiple vital applications, including 
virtual reality, videography, gaming, and even retail and advertising. The current devel-
opment of deep learning and machine learning strategies enables users to transform 
hours of manual, painstaking content creation work into minutes or even seconds of 
automated work. Deepfakes can be used to assist in computer-generated content cre-
ation, ranging from CGI to game graphics, thereby saving a substantial amount of time. 
The ability to bring an image to life is mesmerizing, emotional, and highly impactful.
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