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ABSTRACT

This paper investigates how intersectional critical theoretical con-
cepts from social sciences and humanities research can be worked
with in machine learning systems design. It does so by present-
ing a case study of a series of speculative design workshops, con-
ducted in 2021. These workshops drew on intersectional femi-
nist methodologies to construct interdisciplinary interventions
in the design of machine learning systems, towards more inclu-
sive, accountable, and contextualized systems design. The concepts
of “situating/situated knowledges”, "figuration”, "diffraction", and
“critical fabulation/speculation” were taken up as theoretical and
methodological tools for concept-led design workshops. This paper
presents the design framework of the workshops and highlights
tensions and possibilities with regards to interdisciplinary machine
learning systems design towards more inclusive, contextualized,
and accountable systems. It discusses the role that critical theo-
retical concepts can play in a design process and shows how such
concepts can work as methodological tools that nonetheless require
an open-ended experimental space to function. It presents insights
and discussion points regarding what it means to work with criti-
cal intersectional knowledge that is inextricably connected to its
historical and socio-political roots, and how this reframes what it
might mean to design fair and accountable systems.
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1 INTRODUCTION

There is by now a plethora of resources that address fairness and
bias in machine learning (ML) systems, ranging from more techni-
cal de-biasing solutions [13, 22], implementation of criteria such as
demographic parity [47, 68] and equal opportunity [47], to struc-
tural approaches that build fairness on transparency, explainability
and understandability [68, 69, 74, 88]. Suggestions to pay close
attention to data have also been expressed [93], and politics and
processes surrounding the production of algorithmic systems have
been called to attention [21, 82].

Furthermore, algorithmic and design justice scholars have high-
lighted the need for accountable and contextualized systems that go
beyond fairness towards equity and justice [11, 26, 58] and espoused
algorithmic harm rather than only bias as an organizing concept
[28, 34, 71]. Fairness, accountability and transparency (FAccT) re-
searchers have also suggested that in order to address ML systems
in context and orient them towards justice, equity and ethics, it
is important to pay attention to whose knowledge is valued and
included [76], both in terms of the kind of constituencies and polit-
ical actors that get to play a role in systems design, as well as the
kind of disciplinary knowledges that are brought to the discussion
[89]. Calls for intersectional and feminist approaches to ML/AI
research and systems design exemplify this need for inter- and
trans-disciplinary openness and collaboration [24, 32, 36, 66, 67].
The FAccT community in particular has showcased research that
brings together approaches, concepts and methods from social sci-
ences and humanities together with ML research and design, or that
explicitly starts from humanities and social sciences perspectives
when analyzing implications of ML systems and proposing new
development approaches [38, 48, 56, 57, 59].

This contribution is positioned within the debates and existing
research on inter- and trans-disciplinary approaches to fairness,
accountability, and justice in ML/AI systems. It contributes to the
calls for intersectional computing and design [31, 33, 63, 80], and
post-colonial, decolonial, and race-critical perspectives in comput-
ing and AI/ML [2, 55, 72, 75, 81]. We offer one example of how to
work with critical concepts from social sciences and humanities,
specifically intersectional feminist thought, towards more inclusive,
contextualized, and accountable ML systems design. We describe a
process organized through a series of workshops where participants
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were invited to experiment and work with four concepts: “situated
knowledges” [39, 54], “figurations” [4, 15, 41], “diffraction” [6, 7]
and “critical speculation/fabulation” [49, 52, 78]. Participants used
these as guiding principles for ML systems design and applied them
to speculative ML design scenarios. These concepts stem from criti-
cal feminist, anti-racist, anti-colonial, intersectional research and
have been fundamental to feminist epistemology. In the workshops
they were presented as tools to help envision ML systems design
as a more contextualized, reflexive, and interdisciplinary process.

Reflecting on the workshop design and the accompanying ten-
sions and possibilities, we discuss the role that critical theoretical
concepts can play in a design process. We argue that critical con-
cepts can serve as orienting and concretizing moments in design -
as methodological tools that help guide the design towards inclu-
sion, contextualization, and accountability, provided that the design
participants are motivated to follow such direction. We show that
working with critical concepts as design tools requires an open-
ended experimental space that resists formalization, thus creating
both constraints and possibilities. We close the paper with some in-
sights and discussion points regarding what it means to work with
critical intersectional knowledge that is inextricably connected to
its historical and socio-political roots, and how this changes what
it might mean to design fair and accountable systems.

2 THEORETICAL AND METHODOLOGICAL
BACKGROUND

2.1 Critical Concepts

The premise of the work we present is that while computer science
has developed sophisticated technical tools in the field of ML/AI,
challenges remain when it comes to systemic socio-cultural bias.
Critical theories, particularly intersectional feminist, postcolonial,
and anti-racist theories show that such bias is embedded in so-
ciotechnical systems. These theoretical perspectives also explain
how systems not only reproduce but can give rise to new inequali-
ties. Crucially, this scholarship has led to conceptual understandings
and tools that respond to bias and inequality.

It is this systemic, sociotechnical understanding of bias and in-
equalities that provides the foundation to our research. In particu-
lar, we draw on feminist science and technology studies that see
knowledge production as a process that is socially and culturally
contingent and shifting, and involves many actors (both human and
technological) [10, 42, 64, 86]. Feminist epistemologies highlight
that technical tools are not objective and neutral. They are part of
larger sociotechnical entanglements and thus give rise to knowledge
and practices that are partial, situated, embedded and embodied, as
well as implicated in a broader nexus of power relations [39, 44, 45].
It was through efforts to build on this knowledge and theorizing,
that our workshops took up the concepts of “situated knowledges”
(“situating”), “figuration” (“figuring”), “diffraction” and “critical fab-
ulation/speculation”. These were applied as theoretical concepts or
tools to help re-imagine machine learning systems and their design
as part of more contextualized, interdisciplinary processes.

“Situating” as a methodological approach emerged from Black
feminist scholarship [54], and feminist epistemology [39, 44, 44].
Closely resonating with “standpoint theory” [46], it argues that
scientific and technological knowledge is partial and situated in
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specific disciplinary, cultural and political contexts. Science (and
technological knowledge production) therefore generates not ob-
jective and neutral but partial perspectives [39, 40]. This partiality
should be embraced as the basis of accountability and a way to
recognize that knowledge can both help tackle and reproduce inter-
secting oppressions. For example, Patricia Hill Collins has shown
that Black feminist thought emerges from specific standpoints or
situated perspectives of Black women and provides a specific an-
gle of vision, characterized, among other things, by attention to
collectivity, “outsider within” perspective, embracing of different
sites and means of knowledge production (such as literature and
other non-academic sites), and prioritization of experiential and
dialogical knowledge [25, 54]. Situating as a method in ML systems
design [30, 57] allows contextual factors to be taken into account
in a more systemic way and also for technologies to be developed
that are more accountable for their own specific partial ways of
generating knowledge. Situating is akin here to “contextualization”
but in ways that considers multiple contexts and remains aware of
the partiality of perspectives generated through them.

“Figurations” (also sometimes called “conceptual personae”) have
been crucial to feminist theorizing and politics. Figurations are
mappings [15-17] that address particular historical, political and
material locations [14]. They are figures that bring together or
embody meanings, practices, histories, power relations, and polit-
ical controversies [43]. For example, a cyborg has been a potent
figuration [41] that feminist theories have used to conceptualize
relations between nature/culture, body/technology, and other bina-
ries. While having originated in cybernetic and Cold War military
research, the cyborg has given inspiration to cyberfeminism and
a kind of “feminist cyborg politics” that highlight that there are
no “innocent” or “pure” political positions (just like the cyborg
is not pure human or pure machine) and that technological de-
velopment is inextricably entangled with politics. Technologies
can be seen as materialized figurations that bring together both
technological objects and clusters of meaning surrounding them
[85]. As a methodology, figurations and figuring allow for imagin-
ing and developing new design perspectives that are sensitive to
power hierarchies and contextual specificity [61]. In computing it
resonates with the method of persona development [35], however
it expands the persona to include fictional and non-human figures
and necessitates taking into account historical and cultural context
[61].

“Diffraction” as a feminist methodological principle [6, 7, 39]
provides a model for trans-disciplinary research and practice. It
suggests “reading” diverse theoretical approaches “through” one
another as an experimental mode of knowledge. For instance, Karen
Barad’s diffractive work on using insights from quantum physics
to advance feminist theory of difference and using feminist episte-
mology to re-interpret the role of the apparatus in Bohr’s quantum
mechanics is one such example of diffractive research [7]. Fur-
thermore, Barad shows that diffraction as a theoretical concept
highlights the role of technologies, disciplinary perspectives and
tools in the production of knowledge, or in other words: how these
tools and technologies act as “diffraction apparati” [7]. This means
that technological solutions, as well as disciplinary perspectives
and methods are not neutral but actively affect the “objects” that
they investigate and the phenomena or problems that they are
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trying to solve. Used in this way, designing with diffraction necessi-
tates attention to the agency of technology and the role of different
disciplinary knowledges [9].

“Critical fabulation” and “critical speculation” brings together
Black critical theoretical thought [49, 52] and critical and spec-
ulative design scholarship [18, 27, 78]. Critical fabulation entails
speculative thought and imagination — techniques and faculties
crucial for the design of new technologies — and engages these
activities to address absent imaginaries and power hierarchies. In
particular, it is a methodological tool to address missing imaginar-
ies and missing perspectives that provide an alternative to “white
prototypicality” [3, 20, 60] and the solipsistic “I-methodology” [77].
For example, historian Saidiya Hartman throughout her work uses
critical fabulation as a method to work with archives and the stories
that are missing from them. She has explored, among other sources,
archives of transatlantic slavery that exclude the voices and stories
of enslaved people [52] and the personal histories of “wayward”
black women in the late 19th and early 20th century that are so
often reduced to objects of criminality [50]. This approach has been
taken up, in more and less explicitly political ways, in critical design
perspectives [8] and speculative design as a broader practice.

These four concepts, then, allow for the analysis and interven-
tions into sociopolitical and sociotechnical relations that ML sys-
tems are part of. They also endorse the generative potential of tech-
nologies, recognizing that as hybrid (i.e. both social and technical)
objects they open up the possibilities for new relations and inter-
connections. Building on these concepts in our work, we approach
fairness and accountability in ML as irreducible to their formal def-
initions and dependent on the societal and technical, cultural and
informational, contextual and formal-abstract factors (in line with
work such as [11, 23, 58, 82] and much of the work presented at
the CRAFT sessions of ACM FAccT). This in turn means that inclu-
sive, accountable, and contextualized design requires an inter- and
trans-disciplinary approach spanning humanities, social sciences,
and computing. Such an approach also expands debates around
fairness and accountability and orients them towards responsibility
and justice.

2.2 Experimental Practice, Co-Creation,
Speculative Design, and Critical Technical
Practice

Methodologically, this work builds on research through design [92],
speculative [5] and participatory design [73], and critical technical
practice [1]. Participatory design and co-creation were the foun-
dations of the group-work during workshops. We relied on these
approaches to both encourage collective thinking, exchange and
shaping of responsibility, as well as to foster the practice of us-
ing participatory design as a methodology for ML systems design
[59, 62]. Speculative design was employed as a way to think through
ethical concerns that emerge in ML design and to open possibilities
of different futures [29, 90]. Significantly, since the emphasis was
on exploring critical concepts and how to work with them in ML
systems design, speculative design allowed a focus on the method-
ological implications without the constraints of needing to deliver
a working prototype.
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Critical technical practice, as an approach geared towards ques-
tioning implicit design norms and premises of knowledge produc-
tion in and through Al—with its disciplinary in/exclusions and
rigidities—also played an important role in developing the work-
shop series. We aimed to create a space where procedural and disci-
plinary conventions—such as the standard steps of the workflow of
ML design (or lifecycle) as well as division of knowledge and labor
between domain experts, data scientists, operations managers and
others partaking in or being affected by ML system development—
can be challenged and diffracted. Critical technical practice as an
approach here thus resonated with the reflexive impetus of the
critical theoretical concepts selected.

Research through design was an approach that we relied on
to open up space for experimentation in practice without a pre-
determined outcome. We wanted to see what might emerge once
the constraints to optimize ML systems for profit, or even to deliver
something functional, were lifted and instead space was created to
closely work with critical concepts. Furthermore, research through
design included building insights not only during the workshops
but also necessitated paying attention to the phase of the prepara-
tion for and design of the workshop framework—part of research
that revealed valuable insights on the process of bringing more
interdisciplinarity to ML design methodological toolkit.

A separate note needs to be made on the process that we initially
called the “translation” of concepts and their meanings between the
different disciplines: intersectional critical theories and ML systems
design. Our initial goal was to explore how to “use” the knowl-
edge embedded in critical theories and to seek to “translate” this
knowledge, or “adapt” it, for the purposes of ML system design. We
changed this perspective from “using” critical concepts to “working
with” them. As a consequence, we came to understand our project
as spanning disciplines, instead of seeking to transplant knowledge
from one domain to another. Nonetheless, some work of attuning—
if not translation—was required in order to create the conditions
for the workshop participants to develop an understanding of the
critical concepts and to open the possibility for working with them
in a pragmatic way.

3 FRAMEWORK OF THE WORKSHOPS

The workshops took place over the course of two weekends, four
workshops in total, four hours each, all taking place online. Nine par-
ticipants were recruited, primarily students from the fields of HCI
and ML.! The workshops were framed both as a research project as
well as a possibility for participants to learn, in an experimental set-
ting, some methodologies towards more contextualized, inclusive,
and accountable systems design. The key objectives of the work-
shops were: (1) to introduce critical intersectional methodologies
as potential design intervention tools; and (2) to generate creative
ways to work with such methodologies as design approaches and
tools.

!For participant recruitment, data collection, anonymization, and storage and overall
research ethics protocols, the requirements of City, University of London and University
of Kassel were followed.
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3.1 Workshop Pedagogy and Design

All work during the workshops was organized in two smaller groups
of four and five people, in which participants worked throughout
the workshop series. Each workshop was dedicated to exploring and
working with one critical concept. The practical assignment was to
develop a speculative prototype of an ML system. The first work-
shop included choosing a speculative scenario for development, and
the last workshop featured final presentations of the process and the
speculative systems developed by the two participant groups. The
rationale of the workshops was that participants, having chosen
the speculative design scenario during the first workshop, would
continue developing it throughout the series.
Each workshop had a similar structure that consisted of:

1. Introduction of the concept. This included theoretical input
by the facilitators explaining the concept and collective read-
ing of selected texts. All concepts were contextualized within
critical intersectional research, with readings selected from
academic and literary texts.

2. Exploration of the concept through hands-on exercises.
These exercises were designed by the facilitators to present
ways to actualize the concept through engaged activities.

3. Working with the concept through design exercises. These
activities consisted of possible ways, developed by facilita-
tors, of working with the concept as a design tool or method,
specifically in the context of a speculative design scenario.

4. Group sharing, reflection and discussion.

The workshops took place using a video conferencing platform and
collective whiteboard platform. Each workshop also had a key issue
and the main research question that corresponded to the selected
concept. The exercises were carefully drafted as partial perspectives
or examples of how they can be interpreted and explored. They were
explained at the beginning of each workshop after the theoretical
introduction to the concept.

Groupwork took place in breakout rooms. The facilitators did
not take an active part in discussions or conversations within the
groups so as to minimize the influence of the facilitators’ own un-
derstanding of the concept. The idea was to foster an experimental
atmosphere by disrupting the traditional idea of ownership and
expertise: instead of portraying the facilitators as experts on the
critical concepts, we strived to create an open space for interpre-
tation. The participants were advised that the workshops were
meant to act as experimental spaces for trying out new approaches
and that there was no formalized method for how to work with
the concepts—instead, they were encouraged to develop their own
understanding and interpretation of them through exercises and dis-
cussion. We encouraged participants to document their discussions

2The texts selected for collective reading were the following: for WS1 on Situated
Knowledges - excerpts from Patricia Hill Collins’ Black Feminist Thought: Knowledge,
Consciousness and the Politics of Empowerment [54] and Donna Haraway’s essay “Sit-
uated Knowledges: The Science Question in Feminism and the Privilege of Partial
Perspective” [39] For WS2 on Figurations: an excerpt from Gloria Anzaldua’s Border-
lands/ La frontera: The New Mestiza [4]. For WS3 on Diffraction: excerpt from Karen
Barad’s Meeting the Universe Halfway: Quantum Physics and the Entanglement of Matter
and Meaning [7] For WS4 on Critical Fabulation/Speculation: excerpts from Saidiya
Hartman’s article “Venus in Two Acts” [49] and Francesca Spektor’s and Sarah Fox’s
article "The ‘Working Body’: Interrogating and Reimagining the Productivist Impulses
of Transhumanism through Crip-Centered Speculative Design" [83]. Additional refer-
ences for suggested reading were also provided ([41, 61] for WS2, [19, 65] for WS3,
[18, 51, 79] for WS4).
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with images and notes in their group workspaces on the shared
whiteboard.

The following sections present the guiding issues and questions
that framed each workshop (WS) as well as how each concept was
actualized through exploratory and design exercises. For detailed
exercise descriptions that were presented to participants, see the
appendix.

3.2 WS1: Situated Knowledges/Situating

Issue: ML systems are often detached from the socio-political-
cultural context in which they operate. This detachment, or de-
contextualization, happens at the levels of data collection and use
but also can be reproduced during the design process. This de-
contextualization enables ML systems to lay claims to objectivity
and impartiality. This in turn might cause issues with ascribing
accountability when ML systems generate erroneous or harmful
results.

Methodology/concept: Situated knowledges and situating.
The concept expresses the claim that in practice “pure objectiv-
ity” gives way to partial perspectives. Such partial perspectives
acknowledge that knowledge always comes from somewhere: spe-
cific context, specific bodies, specific forms and instruments that
generate it. Grounding knowledge in partiality allows for more
accountability since such knowledge is contextualized, i.e., situ-
ated. Situated knowledges allow for an increased response-ability:
capacity to respond towards their context.

Guiding question: How can ML systems design be situated
towards greater acknowledgement of context and better forms of
response-ability?

Main activity: Mapping contextual positioning of oneself and
constructing shared situatedness.

Additional preparation prompt: List three objects that ex-
press something about your significant connections to the world:
what kind of communities are significant to you, or do you feel you
belong to; what kind of disciplinary or professional background do
you have; what kind of materials do you like working with or are
you fond of.

Exploratory exercises for this workshop consisted of three map-
ping/situating exercises. The first two (the only exercises that partic-
ipants did individually) were Mapping Positionality (“Rooting”)
and Mapping Perspectives (“Shifting”). The “rooting” exercise
was intended for participants to map out their own positionality by
selecting three objects that represented their significant relations
to the world and the reasons for their choices. They were asked to
draw a personal map that reflected places, people or communities,
professional and other significant activities, and values and ques-
tions that were important to them. In the “shifting” exercise we
asked participants to consider what shifts are present in their map
by reflecting on what their personal positionality implies in terms
of what kind of knowledge and concerns are important or accessi-
ble to them, which kind of issues and questions are less accessible,
which communities or environments do they feel responsible to/for,
and what would happen if they shifted their position on this map
(what kind of things would then become accessible/inaccessible).
The idea was that each mapping, each positionality brings with
it a perspective and that it is important to address what kind of
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perspectives and responsibilities are implied or chosen in specific
positionalities. The ideas of rooting and shifting were based on
propositions for feminist activism and politics by feminist scholar
Nira Yuval-Davis [91].

The design exercise Situating Towards Collective Systems
followed the two exploratory exercises and invited participants to
construct a shared map or shared positionality of their work group.
They did that by exploring their commonalities with regards to com-
munities, disciplines, concerns that they share and also the parts
where their contexts and experiences diverge. These discussions
were then summarized and visually represented in a collective map
that identified shared contexts and concerns or significant commu-
nities, shared values and perspectives, and significant differences
in the group. The primary idea for this exercise was to allow partic-
ipants to both get to know each other but also build a shared basis
that included not only their similarities but also their differences,
and to help them become aware of their partial perspectives.

At the end of this workshop, participants selected speculative
ML system scenarios that they wanted to work on in their group.
They could either chose from a list of suggestions, come up with
their own scenario, or let the Oracle of Transfeminist Technologies3
- a creative card system presented during one of the social events
of 2020 Conference on Fairness, Accountability, and Transparency
- decide the parameters of the system. The pre-defined suggestions
included typical examples of systems that are built using ML: a
credit score system for a local government, a recommender system
for a dating website, a prediction system for targeted healthcare.
Participants could also mix-and match the different options. It was
also important to tie these scenarios to their respective positionali-
ties and shared values and concerns.

3.3 WS2: Figurations/Figuring

Issue: ML systems are perceived as ahistorical, disembodied, neu-
tral tools that are devoid of power relations. Furthermore, being
computational, these systems are also perceived as somewhat imma-
terial, operating in the abstract “digital space”. The more material
aspects of systems come in through user modelling. Nonetheless,
here the explicit attention is usually given to the interaction be-
tween the user and the technical system where both are perceived
as distinct entities.

Methodology/concept: Figurations a.k.a. conceptual personae.
Figurations are “materialistic mappings of situated, i.e., embedded
and embodied, social positions” [16] — in other words, material-
discursive entities that account for particular historical, political,
and material locations. They stitch together meanings and practices.
Technologies are materialized figurations that bring together both
actual physical technologies and clusters of meaning (narratives,
discourses, imaginaries) surrounding them, which together form
more or less stable assemblages or configurations.

Guiding question: How can ML systems design be geared to-
wards recognizing and acting from the embodied, embedded and
power-laden conditions of its position as well as the effects of ML
systems?

Main activity: Building a figuration of ML system.

3See https://www.transfeministech.codingrights.org/.
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The exploratory exercises engaged with in this WS were Figur-
ing Materials and Figuring Stories. The former required partici-
pants to look back at the materials that they indicated in additional
preparatory prompts and investigate how these materials operate
as figurations: what are they made of, how they come to be made,
how do they feel, how can they be used, what kind of stories would
they tell and perspectives would they open up if they were animate.
Due to time constraints, Figuring Materials exercise was not applied,
and the groups worked on the second exercise, Figuring Stories. For
that, they were tasked with weaving a figuration as a structuring
metaphor or conceptual imaginary that emerges from the shared
concerns or communities that they identified in their collective
positionality map (see WS1). This was done in two parts: first, by
looking more closely into and mapping out the shared concerns
and/or communities that they had identified: the people or signifi-
cant stakeholders that play a role, imaginaries or personified figures
of speech that get used in those contexts, stories and narratives that
are of importance, and even mythological, cultural, and literary
figures that are associated with them. Then, for the second part,
participants looked for a figuration that might emerge from these
mappings that would be able to embody or otherwise play a role in
the context of their shared concern/community. They investigated
these figurations and structural metaphors by noting what role they
might play and what might they signify.

This was then further applied in a design exercise, Figuring
Systems. Participants addressed their own ML system/scenario
as a figuration itself, inquiring into its material base (what kind
of elements is it made of), its function, and its perspective and
positionality. They drew and mapped out what kind of discursive
elements it was made of: the stories and narratives that it invoked,
how the system-as-figuration was related to the broader context in
which it was supposed to function, and its impacts and relations to
power in that context. Eventually, these exploratory and design ex-
ercises converged into an exploration of a figuration that was either
embodying or acting as a structural metaphor for the speculative
ML systems that the groups were developing.

Towards the end of this WS, participants concretized their ML
systems by defining: their goal/task; the significant stakeholders
that would take part in the design process; the main operations of
the system; and a slogan or a tag line.

3.4 WS3: Diffraction

Issue: ML systems design often lacks interdisciplinarity and an in-
depth understanding of the effects of its specific perspective. This
prevents ML systems from attracting a wider range of expertise
(or knowledge practices) and from being seen and understood in
broader sociotechnical terms.

Methodology/concept: Diffracting the apparatus and tracing
patterns of relations. Diffraction suggests that the apparatus of mea-
surement and the tools of knowledge production themselves play
one of the constitutive roles in generating knowledge. Diffraction
generates patterns of interference, i.e., patterns of difference and
relation, entangling processes of meaning-making and technology.

Guiding question: What are the effects of ML systems as com-
plex apparati of knowledge production?

Main activity: Mapping ML system as a diffractive apparatus.
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This workshop started with participants further clarifying their
ML system and its structure by discussing and deciding about its
tasks, optimization criteria, the data, and the type of algorithm(s) it
would require (e.g. natural language processing, neural networks,
classification, or regression models, etc. — these could be as con-
crete or abstract as groups wanted). They were also introduced
to the classical ML design workflow. After further clarifying the
parameters of their systems, participants then engaged in a com-
bined design and exploratory exercise Diffracting ML. Pointing
out that in the diffraction experiments in physics the experimen-
tal apparatus itself actively shapes the experimental situation and
its outcomes, we asked participants to address their ML system
as a diffractive apparatus. This consisted of three steps: identify-
ing the societal/contextual, technical, discursive/value, and opera-
tional/logical elements of their ML-system-as-diffractive-apparatus
and then diagramming the relations between those elements. Three
categories of relations were suggested: constructive (one element
constructs another), disruptive, and relations of interference. Par-
ticipants came up with visual schematics of elements of their sys-
tem and relations between them. Based on this, they reflected on
broader societal effects of their systems (would it introduce new
or change existing values? Intervene in the way we understand
certain phenomena? Introduce new relations between communities
or phenomena?). The final step was to go back to the characteristics
of the system that they identified at the beginning of the WS and
reflect on what they might want to change or adjust, in view of
possible diffractive effects of their ML systems.

3.5 WS4: Critical Fabulation and Speculation

Issue: ML systems are thick material-discursive knots, however
in design they are regarded as discourse- and story-free ob-
jects/systems. Furthermore, biases emerging in ML systems often
signal not only negative impacts but exclusions of specific voices,
perspectives, and histories.

Methodology/concept: Critical fabulation/speculation. Criti-
cal fabulation entails speculative thought and imagination but it
positions those activities against the absent imaginaries and loci of
power hierarchies. In particular, critical fabulations are methodolog-
ical tools to address missing imaginaries and missing perspectives.
They provide an alternative to “white prototypicality” [3] and the
“I-methodology” [77] that is prevalent in technology design.

Guiding question: How can the specific grounded perspectives
and forms of collective and personal accountability be addressed in
ML systems design? How can these perspectives be designed with
more inclusion?

Main activity: Fabulating and prototyping speculative ML sys-
tems.

The last workshop consisted of three exercises and a final presen-
tation. First, participants engaged in Writing Design Narratives
— short fabulated stories about their ML system and its use that
included anticipated users and/or stakeholders, scenarios of use,
potentially hinting at the role of the figuration that they identified
in WS2, and what kind of difference the system might make for its
users. Then, they spent some time on Analyzing Narratives from
a situated and critical perspective. Participants were asked to look
more closely both at who figures prominently in their narrative,
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from which perspective is it told, but also who or what perspectives
might be missing or hidden from their narratives. By going through
a series of questions identified in the exercise description, partici-
pants made notes and discussed what perspectives were represented
in their narratives. They also discussed the broader significance of
their ML system for those who might or might not be represented.
Finally, they reflected on their own stakes in the design of this (type
of) ML system, connecting it back to their personal positionality.

Following this, participants did a second design exercise, Fabu-
lating with Critical Perspectives. Building on the introduction
of the critical fabulation concept as a political tool that foregrounds
missing perspectives as well as accountability for the stories told
and futures envisioned, participants were asked to construct a new
fabulation by incorporating the insights from their critical analysis.
Specifically, we asked them to consider how their system could
center less heard voices or address absences, alternative histories
and practices, and collective and personal responsibility involved in
its design. They were tasked to adopt a different perspective from
the initial narrative and were encouraged to find collective ways of
writing.

4 WORKSHOP RESULTS AND KEY INSIGHTS

Throughout the workshops participants developed two specula-
tive ML systems: “Time Capsule” and “Therisius”. “Time Capsule”,
with a tag line “Body Speaks, We Listen”, was an assistive technol-
ogy aimed at empowering people in communicating about their
health, particularly to healthcare professionals. The system was
designed to use natural language processing, document matching
and recommendation algorithms to generate a multimedia portfolio.
This may contain images, sounds and video material to comple-
ment patient’s descriptions of their health. Driven by values such
as body autonomy and patient empowerment among others, the
system would be a continuously evolving, co-designed (by artists,
patients, doctors, researchers, and other stakeholders) tool. It would
take multiple knowledge sources into account and center patient’s
knowledge of their health. The “Therisius” (variably also spelled as
“Therisuis” and “Theresias”) combined the words “thesaurus” and
the name of Greek mythological figure Tiresias. It was designed as
a digital educational tool, a crowd-sourced “entangled dictionary”
and a “suggestor” to help users learn and understand the complex
histories and implications of language. The tool would allow users
to create their own dictionary pages, learn about history, context,
and implications of various terms, and share knowledge. For in-
stance, the tool might suggest to a user that a particular word be
considered offensive and would substantiate suggestions with infor-
mation about the context and histories of the word. Motivated by
the shared values of inclusion, respect, and awareness, the creators
of this tool envisioned it as an aid that maintains and supports user
agency, facilitates understanding of different experiences and nu-
ances around language, and supports multiple perspectives. These
speculative prototypes were presented visually as mind maps (e.g.
Figure 1) that the groups created on the last day of the workshop
series. Oral presentations also included the reading of speculative
fabulations that accompanied them.

Overall participants spoke about the workshop positively. No-
table was the openness to engage with critical concepts from a very
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Figure 1: Visual mind maps representing the two speculative projects developed by workshop participants.

different disciplinary field than participants’ own backgrounds and
the growing critical engagement with the concepts and the projects
they were developing. Participants found it challenging to work
through and with the concepts, which we attribute not only to the
use of different disciplinary language, but also to the fact that these
concepts required different modes of engagement than might be
normally expected in computer science and/or ML. For instance,
situating oneself as a person instead of striving for a neutral, imper-
sonal perspective, being open to failure and the lack of guaranteed
results, focusing on the process and discussion as modes of en-
gagement and critical thinking, retaining instead of simplifying
complexity in design results and process, bridging and shifting
between the abstract concepts and concrete implementations — all
these were reactions, reflections and notes that came up as chal-
lenging points in participants’ discussions and feedback. We see
these challenges however also as opportunities to develop more
interdisciplinary curricula and epistemically more inclusive design
methodologies when it comes to ML systems.

The key workshop results that we would like to highlight here
therefore pertain not so much to the speculative technology proto-
types that the participants developed, but to the process of working
with critical concepts in ML systems design, and how this process
pertains to fostering ML systems design towards more inclusive,
contextualized, and accountable procedures and results. This pro-
cess highlighted several key tensions that were notable in the sorts
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of questions that the participants were struggling with, and in the
work of preparing the workshop framework and actualizing the con-
cepts through the exercises. In other words, we want to highlight
the overall challenges and opportunities that emerge in the con-
struction of more interdisciplinary ML systems design approaches.
Namely, tensions emerged between:

I. Actualization and understandability of concepts: how to actu-
alize them in ways that do justice to their foundation without
overburdening participants with too much information.

II. Formalization and open-endedness: how to balance the need
for formalized procedures that the disciplinary setting of
computing often requires and the interpretative flexibility
that is needed for critical reflection and for the work with
critical theoretical concepts.

III. Direct applicability of concepts-as-methods and more incre-
mental orientation of the design process: how to navigate
the disciplinary push towards applicability and pragmatics
of computing methods versus the kind of structural, slower-
paced, and perspectival change that critical concepts can
generate.

Each concept had a different role to play in this regard and
brought different challenges and possibilities. Overall, however,
we note that those tensions were generative in that they opened
space for discussion and reflection on accountability and ethical
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choice, collective responsibility, and the challenges that come with
interdisciplinary work.

4.1 Fostering Contextualization, Inclusivity,
and Accountability Through Concept-Led
Design

Situated knowledges as a concept was actualized through multiple
mappings that allowed participants to both position themselves,
reflect on their perspectives, as well as develop a collective posi-
tionality and identify shared concerns as a group. The important
aspect of this process was that participants were encouraged to
account for their positionality beyond standard identity categories
(that they were free to choose to disclose or not) and also reflect
on how their positionality (in terms of chosen values, discipline, as
well as social positioning). Through situated, partial perspectives,
they were invited to examine the kinds of claims their personal
and disciplinary tools and practices afforded. Furthermore, this
required participants to reflect on their own accountability: who
did they feel that they were accountable to? Which communities
and concerns really mattered to them? We consider such reflection
to be a crucial part of moving towards both context-sensitivity and
accountability of and in ML systems.

In a similar vein, the workshop on diffraction was designed to
invite participants to address the possible effects of the systems they
were designing. In this framework, technologies are understood as
material configurations or assemblages that are not simply inserted
into the social fabric but are agentive and active in constructing,
disrupting and the overall shaping of existing relations as well as
introducing new forms of social and material relations. This led
participants to address contextualization of ML systems and their
effects through a much wider scope, including social context and
institutions, values and discourses, technological and disciplinary
knowledges and operations, and the overall operational logic that
gets introduced into the phenomena that ML systems engage.

Working with figurations helped generate the understanding of
and envision ML systems as material-discursive mappings that are
rooted in specific imaginaries. The way this concept was actualized
closely resonated with the idea of “structuring metaphors” [1] and
the role that they play in imagining and developing new technolo-
gies. Here, the invitation was for participants not only to address
the discursive level of imagination (understanding the system and
its operations through a particular metaphor or figure) but also to
connect it to material elements and practices as well as cultural
contexts. Rooting systems in material as well as discursive contexts
is crucial both for challenging the perceived disembodied nature of
computing systems in general [12], as well as for tethering account-
ability to social, cultural, and material foundations that the systems
rest on. Furthermore, as a conceptual tool actualized through invit-
ing participants to think through the cultural heritage available to
them and their communities, this workshop contributed to a more
inclusive design of ML systems. Inclusive here refers to not only
to identities, but also, importantly, different knowledge practices
(myth, storytelling, conceptual mapping) that are not necessarily
part and parcel of conventional ML systems design toolkit.

Similarly, critical fabulation and speculation also invited inclu-
sion in terms of methods (narrative writing and analysis, narrative
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fabulation) and perspectives (by asking participants to fabulate
from different perspectives). Furthermore, as a design approach
that aims to orient towards building alliances, recuperation of si-
lenced perspectives, interferences into dominant design narratives,
and extension of capacities for accountability through design [17],
critical fabulation was introduced as a method that calls to account
the designers and the systems they create. Critical fabulation is a
political form of materially and contextually grounded, accountable
storytelling that enables to think futures, pasts, and presents to-
gether in order to both recuperate absences in dominant narratives
as well as to change possible futures. In the workshops it also drew
attention to how matter itself is storied and how things that are
made are never just pure “tools” but are embedded in and convey
stories and histories.

All these concepts provided ways to guide the design process
without over-structuring it. They acted as orienting and concretiz-
ing moments by actualizing certain ideas and orienting the design
towards those ideas. This, however, required a delicate balance
between providing sufficient information and background material
for participants to grasp the concept and guiding exercises to actu-
alize it, and leaving enough space for them to develop their own
understanding and ways of putting the concept to work in practice.
For that, an experimental (in a broadest sense), open space was
needed, without constraints of immediate utility or applicability.
The interpretative openness was crucial for keeping with the in-
tersectional feminist and critical anti-racist, post-colonial ethos of
allowing plural interpretations, modes of doing and knowing, and
avoiding foreclosure of meaning and agency. This was often at odds
with the more pragmatic and application-oriented requirements
that characterize the work of technology design in general, and
ML systems design in particular. Nonetheless, we argue that this
tension is productive in that it brings forth and encourages the
questioning of disciplinary premises and highlights the tensions
that are part and parcel of reflections on justice, fairness, equity,
equality, oppression, and power — concepts that can be equally hard
to formalize.

4.2 Re-Orienting Accountability Towards
Response-Ability and Fairness Towards
Justice

The workshop series proposed and enacted a way of understanding
accountability in ML systems as a process rather than a fixed re-
quirement that can be encapsulated in a single method. This is not
necessarily a new idea in research on accountability of technology
[23, 53, 59, 84] — the workshops, however, aimed at providing one
way to actualize this idea. We proposed to participants to think
of accountability as a process that relies on fostering the capac-
ity to respond: response-ability [43]. This capacity depends not
only on drawing official chains of accountability within organiza-
tions, but also on the deeper understanding of the histories and
implications of technologies. This created palpable tensions for
participants between critical theories that highlight processualism
and the disciplinary conventions and pragmatic orientations of
computing design that is often result-oriented. Nonetheless, such
tension generated productive discussions and highlighted the idea
that accountability is only possible when one is able to call one(self)
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and systems to account and implicates one(self) in the histories and
effects of technologies. In the context of critical feminist, anti-racist,
and radical thinking, response-ability is also rooted in collective
reflection and action — an aspect that was also embedded in the
structure of the workshops by focusing on group work.

Collectivity is also an important dimension in re-orienting ques-
tions of fairness towards questions of justice. As has been noted
in various literature on fairness and justice in ML and algorithms
[37, 58, 70, 87], fairness can be a rather limiting concept, partic-
ularly as it can legitimize inequalities and has a limited scope of
application [58]. The conceptual framework of these workshops en-
couraged participants to consider questions of exclusion, inclusion,
and power, thus also steering the design process towards consider-
ations of algorithmic justice, sensitivity to subjugated knowledges,
and multiple ways of knowing. This was also done through in-
cluding a broader scope of context that was taken as significant
for ML systems design, as well as through prioritizing a plurality
of disciplinary and other forms of knowledge (such as personal
and collective experience) and design - in other words, epistemic
plurality [89].

Last but not least, considerations of power differentials, including
inequalities and oppressions, ran as a constant red thread through-
out the workshop series. All the concepts that led the design process
emerge from and are contextualized within explicitly political inter-
sectional, feminist, anti-racist, de- and post-colonial research. This
is the case both with more abstract concepts such as “diffraction”, as
it is entangled in questions of power and politics of knowledge and
objectivity, as well as with concepts such as “critical fabulation”,
which was initially conceived by Saidiya Hartman in the context
of historiography and critical race theory as a method of working
with the archives of slavery [49, 51, 52]. Following the positioning
of critical concepts, the facilitators therefore streamlined reflexive
questions on power and positionality throughout the exploratory
and design exercises. The focus on power and a clear invitation
to align with intersectional feminist, anti-racist, postcolonial, and
overall power-critical concerns is both a challenge and a necessary
part of such concept-led design work towards accountability and
justice.

5 CONCLUSION

In sum, this paper presented an example of working with critical
intersectional concepts towards more contextualized, inclusive, and
accountable ML systems design. Four concepts from intersectional
feminist scholarship were selected: “situated knowledges”, “figu-
rations”, “diffraction”, and “critical fabulation/speculation”. These
were explored through a series of four workshops, actualizing the
concepts through exploratory and design exercises. The concepts
guided the design process, acting as orienting and concretizing
moments, leading to questions of positioning, epistemic plurality,
and power differentials. Apart from detailing the exercises and the
workshop process, we have argued that the power of these concepts
lies in working with them in an open, experimental setting and
maintaining the tensions between open-endedness, interpretative
flexibility, and the need for formalization. We have also argued that
the critical concept-led workshops created a space where questions
of fairness were re-oriented towards justice, and accountability
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towards response-ability. Our goal is to offer this workshop frame-
work as one example of how critical theoretical concepts from the
humanities and social sciences can be worked with in ML systems
design. This is certainly not the only possible way to do this, how-
ever, we hope that it can serve as a reference point and inspiration
for further research and design.

In closing, we would like to offer some questions and reflec-
tions that we find important for the fostering of fairness and ac-
countability in ML systems. One of the questions is how much
the methodology we proposed can be adapted and implemented
in more mainstream computer science ethics curricula and indus-
try or professional development settings. Since this project was
experimental and small in scope, this does remain an open question
yet to be answered. Our initial suggestion is that working with
critical intersectional concepts is possible in mainstream and in-
dustry contexts, yet it requires not only that humanities and social
sciences concepts be “attuned” to computer science, but also that
computer science holds itself open to these different disciplinary
ways of knowing and doing. This requires creating the space for
different processes and languages and adjusting expectations of
what the work process and the end results might look like.

Through discussions with workshop participants, it became clear
that it was important to highlight that there is no fool-proof way
to implement fairness and accountability in and through systems
design. Instead, what seemed important to us, is to position account-
ability and fairness as inextricably dependent on the process of mak-
ing one(self) and systems and communities accountable through
deliberate research and decision-making that is attentive to both
the past, the present, and the future of sociotechnical lifeworlds.
This also requires deliberate willingness to invest in fairness and
accountability, to become response-able to the contexts, materials,
and communities that ML systems operate within and affect, partic-
ularly if we are to create not simply fair but also just technologies.
Such response-ability is as much a disposition, as it is a skill, and
thus not easy to formalize and encapsulate within requirements and
standards. Instead, we would like to suggest that tensions between
formalization and open-endedness, different ways of knowing and
doing (disciplinary and otherwise) need to be held open to foster
the deliberation of values and ethics — in other words, a space must
be kept open for political ground in/of design, in the broadest sense
of the word.
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APPENDIX:

A

“CRITICAL TOOLS FOR MACHINE
LEARNING” WORKSHOP FRAMEWORK
AND EXERCISES

A.1 WS1: Situated Knowledges/Situating

Issue: ML systems are often detached from the socio-political-
cultural contexts in which they operate. This detachment, or de-
contextualization, happens at the levels of data collection and use
but also can be reproduced during the design process. This de-
contextualization enables ML systems to lay claims to objectivity
and impartiality. This in turn might cause issues with ascribing
accountability when ML systems generate erroneous or harmful
results.
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Methodology/concept: Situated knowledges and situating.
The concept expresses the claim that in practice “pure objectiv-
ity” gives way to partial perspectives. Such partial perspectives
acknowledge that knowledge always comes from somewhere: spe-
cific context, specific bodies, specific forms and instruments that
generate it. Grounding knowledge in partiality allows for more
accountability since such knowledge is contextualized, i.e., situ-
ated. Situated knowledges allow for an increased response-ability:
capacity to respond towards their context.

Guiding question: How can ML systems design be situated
towards greater acknowledgement of context and better forms of
response-ability?

Main activity: Mapping contextual positioning of oneself and
constructing shared situatedness.

Additional preparation prompt: List three objects that ex-
press something about your significant connections to the world:
what kind of communities are significant to you, or do you feel you
belong to; what kind of disciplinary or professional background do
you have; what kind of materials do you like working with or are
you fond of.

A.1.1  Exploratory Exercise 1: Mapping Positionality (“Rooting”).
Think about the objects that you selected that represent your re-
lation to the world. Spend some time considering: Why did you
chose these specific objects? What kind of relations do they signify
for you? What kind of places, people and communities, activities
do they relate to? What do they say about your background and
the kind of questions and values that are important to you?

Map out your answers in the digital workspace. Your goal is to
form a map that represents your rootedness and specific positional-
ity, including:

o Places (for instance, geographic locations, but also other
significant background)

e People and communities

o Professional and other significant activities

e Values or questions that are important to you

A.1.2  Exploratory Exercise 2: Mapping Perspectives (“Shifting”).
Consider the following questions:

e WhenIam positioned on my own map, what are the phenom-
ena, issues, situations, or concerns that I can most clearly
see or attend to?

e What are the phenomena/questions/concerns that I cannot
see or things that are blocked from within this map?

e Which communities/concerns/environments do I feel par-
ticularly responsible to? How do the professional or disci-
plinary tools that I have at my disposal help me or hinder
me?

o IfTam to position myself slightly differently within this map,
how would this list of concerns/questions change?

Spend some time thinking about this and noting down your
answers as an annotation to the map that you drew before.

A.1.3  Design Exercise: Situating Towards Collective Systems. See
if you can bring your maps together and construct a shared com-
mon ground within your group. Draw a map of your own group
rootedness. To do that, consider the following questions:
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e What are the communities, disciplines, positionalities, or
orientations that you share?

What are the significant differences that allow for diverse
perspectives to be kept in mind?

What positions might be missing?

Can you identify concerns or problems that are significant
to all of you in some way?

Work collectively to construct a shared map. Your goal is to
indicate the following on this map:

o Shared contexts and concerns or significant communities
e Shared values and perspectives
e Significant differences

A.2 'WS2: Figurations/Figuring

Issue: ML systems are perceived as ahistorical, disembodied, neu-
tral tools that are devoid of power relations. Furthermore, being
computational, these systems are also perceived as somewhat imma-
terial, operating in the abstract “digital space”. The more material
aspects of systems come in through user modelling. Nonetheless,
here the explicit attention is usually given to the interaction be-
tween the user and the technical system where both are perceived
as distinct entities.

Methodology/concept: Figurations a.k.a. conceptual personae.
Figurations are mappings of situated, i.e., embedded and embod-
ied, social positions - in other words, material-discursive entities
that account for particular historical, political, and material loca-
tions. They stitch together meanings and practices. Technologies
are materialized figurations that bring together both actual phys-
ical technologies and clusters of meaning (narratives, discourses,
imaginaries) surrounding them, which together form more or less
stable assemblages or configurations.

Guiding question: How can ML systems design be geared to-
wards recognizing and acting from the embodied, embedded and
power-laden conditions of its position as well as the effects of ML
systems?

Main activity: Building a figuration of ML system.

A.2.1  Exploratory Exercise 1: Figuring Materials. Individually, ex-
plore the material that you indicated in your preparatory prompt
from the previous day. Try to think about this material as a figura-
tion. To help you do that, consider the following questions: What is
it made of? Who made it? What is its history? How does it feel to
the touch/taste/smell? What is the context of its use? What kind of
emotions does it invoke? What are the stories related to it? What
can it be made into? What can it know? Does it have memory?
Does it have agency and if so, what kind? What is its body like?
If it were animate, how would it see the world? What kind of con-
cerns would it have or point to? What are the ways in which it
relates to hierarchies of power? Make notes of your answers in the
workspace.

Discuss together: What new perspectives, challenges or ideas
does an understanding of this material as a figuration bring you? Is
there something that you learned by thinking about it as a figura-
tion?



Critical Tools for Machine Learning: Working with Intersectional Critical Concepts in Machine Learning Systems Design ~ FAccT *22, June 21-24, 2022, Seoul, Republic of Korea

A.2.2  Exploratory Exercise 2: Figuring Stories. For this exercise,
try to weave a figuration as a structuring metaphor or concep-
tual imaginary that is significant for your shared concerns and/or
communities.

First, consider one of the perspectives, communities, or issues
that you identified as shared in your group in the Situated Knowl-
edges collective mapping exercise. Consider the following:

e Who are the people playing a role in the definition of this
issue or community?

e Are there specific imaginaries or personified figures of
speech that appear often in talking about this concern or
community?

e What concepts, stories and narratives are associated with
this concern or community?

e What mythological, cultural, literary, or other figures are
significant for this concern/issue or community?

Note the answers to these questions in the digital workspace:
draw, use post-its, images — whatever media you can think of.

Once you have this rough map, try to see if there is a figuration
- a structuring metaphor or a character - that emerges from these
mappings as a significant concept to think with or as a figuration
that embodies some of these items that you mapped out. Discuss
and note down the following:

e What kind of stories does this figuration tell about your
significant concern or community?

e How does this figuration illuminate, or perhaps even struc-
ture, the issue that the community is facing?

A.2.3  Design Exercise 1: Figuring Systems. The goal of this exercise
it to work on the ML scenario that you selected and apply the
concept of figuration to its design. Spend some time to think as a
group about this ML system as a figuration.

First, consider its material base, the “stuff” it would be made of.

e What kind of immaterial and material elements would come
together to form this system?

e What would its function be?

e Thinking about the system itself, what would it be able to
teach you?

e What is its immediate environment within which it would
make a difference?

Use sticky notes, images, digital pens etc. to note this down in
the workspace.

Then, consider broader context of this system — the broader
“stories” or discursive aspects:

e What historical contexts are important for the workings of
this ML system?

e How does it relate to power distributions in society?

o What kind of stories would it tell?

e What kind of impact would it have?

e What would be its name?

See if you can weave a figure visually, by drawing, using images,
and otherwise (in however abstract or concrete way) figuring it on
the board. Pay attention to its material, discursive elements, and
the relations to its context.

A.2.4 Design Exercise 2: Concretizing ML Systems. Based on the
work that you did for Situated Knowledges day and Figuring Sys-
tems exercise, draw up a rough sketch — a skeleton — of how your
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envisioned ML system would function and what kind of design

steps would be needed for its development. Consider this exercise

to be a drafting of a rough outline and a design plan of your system.
Specifically, define the following:

o The goal or task of your system

e Who would be involved in its design process and what steps
would the design process entail

e How would this system work

o A slogan or tag line that describes what the system is trying
to do, and its name

A.3 'WS3: Diffraction

Issue: ML systems design often lacks interdisciplinarity and an in-
depth understanding of the effects of its specific perspective. This
prevents ML systems from attracting a wider range of expertise
(or knowledge practices) and from being seen and understood in
broader sociotechnical terms.

Methodology/concept: Diffracting the apparatus and tracing
patterns of relations. Diffraction suggests that the apparatus of mea-
surement and the tools of knowledge production themselves play
one of the constitutive roles in generating knowledge. Diffraction
generates patterns of interference, i.e., patterns of difference and
relation, entangling processes of meaning-making and technology.

Guiding question: What are the effects of ML systems as com-
plex apparati of knowledge production?

Main activity: Mapping ML system as a diffractive apparatus.

A.3.1 Design Exercise 1: Clarifying ML System and lts Structure.
For this part, continue working on concretizing the idea of your
ML system and clarifying its parts. The goal is to start building a
kind of info-sheet or portfolio and operational diagram of your ML
system, or clarify it (if you have already started building it).
Define the following as clearly as possible by writing down:

1. The task of your ML system

2. Optimization criteria (what counts as good performance of
your system, what are you trying to achieve)

3. The data that you would ideally use for this ML system and
where would it come from

4. Operational logic of your system (what is the input, output,
how would the system ideally work)

5. If you can, consider what kind of model would your system
require (a model for classification or regression, for example,
or perhaps you can anticipate that it would have to be a
specific type of model, e.g., neural network)

A.3.2  Design and Exploratory Exercise Combined: Diffracting ML.
Think about how the example of light from quantum physics might
help us understand ML systems. When we say that something
(e.g., a light diffraction experimental set up with two slits) acts
as a diffraction apparatus, what we learned is that the apparatus
itself shapes the situation and the outcome. It shapes the problem
formulation and the solutions to the problem. That is, the apparatus
actively intervenes in the context that it is used in. So, to think
diffractively with ML is to begin with an understanding that an
ML system (and everything that comes with it) from the very start
plays a role in defining the situation and the outcome. This also
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provides us with a really exciting possibility: what if we changed
the diffraction apparatus — could we create the conditions for a
different situation and outcome?

The goal of this task is to think of your ML system as a diffraction
apparatus and see what can be changed by toggling with its parts.
To do that, we will first identify the elements and relations that this
apparatus entails and then trace the effects of this apparatus.

An apparatus has both material and immaterial parts, both tech-
nical and non-technical elements.

Step 1: To analyze an apparatus, start by identifying these ele-
ments:

e Societal/contextual elements

e Technical/disciplinary elements
e Discursive/ value elements

e Operational elements/logic

Step 2: Identify the relations between these elements:

e The relations where one element CONSTRUCTS another

e The relations where one element DISRUPTS another

e The relations where one element INTERFERES WITH an-
other

Step 3: Trace the effects of your ML system

o Based on the elements and relations that you identified, trace
what effects your ML system would possibly have. For exam-
ple, would it introduce new values? Change existing values?
Intervene into the way we understand certain phenomena?
Introduce new relations between communities or phenom-
ena?

o Discuss how you might want to change the characteristics
of your system that you drafted during the first part of the
day (the operational diagram of your system) based on your
understanding of these effects.

A.4 WS$4: Critical Fabulation and Speculation

Issue: ML systems are thick material-discursive knots, however
in design they are regarded as discourse- and story-free ob-
jects/systems. Furthermore, biases emerging in ML systems often
signal not only negative impacts but exclusions of specific voices,
perspectives, and histories.

Methodology/concept: Critical fabulation/speculation. Criti-
cal fabulation entails speculative thought and imagination but it
positions those activities against the absent imaginaries and loci of
power hierarchies. In particular, critical fabulations are methodolog-
ical tools to address missing imaginaries and missing perspectives.
They provide an alternative to “white prototypicality” and the “I-
methodology” that is prevalent in technology design.

Guiding question: How can the specific grounded perspectives
and forms of collective and personal accountability be addressed in
ML systems design? How can these perspectives be designed with
more inclusion?

Main activity: Fabulating and prototyping speculative ML sys-
tems.

A.4.1 Design and Exploratory Exercise 1: Writing Design Narratives.
For this task, the goal is to write your design narrative — a short
(~200~300 words) fabulated story on what your ML system is and
what it does, how it would be used and by whom.
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Make sure that your narrative in some way touches the following
questions:

e Who are the anticipated users and who are the other stake-
holders?

e How is the system to be used?

e What role does your figuration (from WS2) play?

e What kind of difference does this system make for its users?

Write this story down in the workspace. Try to write collectively,
i.e., try to make sure that you all contribute.

A.4.2  Exploratory Exercise 2: Analyzing Narratives. The narratives
or fabulations that we create reflect specific situated positions. All
narratives are written from somewhere and for someone and in that
sense they can reveal both crucial future workings of technology
as well as critical missing points.

Look at your narrative again and analyze it more closely:

e What or who are the main protagonists of this narrative?
And, by extension, what or who are missing?

e What are the limitations of the figuration and imaginaries
that you used in this narrative?

e Whose perspective is this narrative written from? Who does
this perspective include or exclude or perhaps completely
ignore?

e Does this narrative show what is the broader significance
of this technology - i.e., why does it matter? If yes, who
is positioned as benefitting from this technology and who
might not? If no, reflect on that.

e What are your own stakes in this design - i.e., why are you
designing this technology? How does it touch your personal
life?

Make notes of your discussions on these questions. Don’t be
afraid to be critical! Analyzing your own narratives (in the context
of this exercise, and more generally) is a valuable tool for under-
standing own positionality and the positionality of your design
projects.

A.4.3  Design Exercise 2: Fabulating with Critical Perspectives. Criti-
cal fabulation as a method has a strong political grounding because
it asks questions about omissions that matter, accountability for
the stories we tell, and construction of the futures that we want to
see. Based on the narrative analysis that you did in the previous
step, fabulate a narrative with these critical questions and insights
in mind. Consider the following:

e How can this system center less heard voices or address their
absence?

e What alternative histories or practices can inform this tech-
nology and/or its use?

e What forms of collective and (your as designer’s) personal
responsibility can be introduced or demonstrated?

For this fabulation, try adopting a different perspective than
you have in the first narrative (e.g., you could write it from the
perspective yourself or your team, or form the perspective of the
ML system itself, or perhaps from a member of a population that
would be indirectly affected by your ML system). Don’t edit the
first story but rather write a new one.
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