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Abstract
Psychological, political, cultural, and sociological factors shape how people
form and revise their beliefs. An established finding across these fields is that
people are motivated to hold onto their beliefs even in the face of evidence
by ignoring or reinterpreting information in a way that supports what they
think. Although these and similar findings are compelling, the predomi-
nantly qualitative theories which guide research in this domain, and the
often implicit definitions of motivation that accompany these theories, come
at the cost of obscuring the cognitive mechanisms that produce motivated
reasoning. Here, we introduce a new Bayesian decision-theoretic framework
which describes three key factors necessary for distinguishing between cases
of practically rational behavior and motivated reasoning. We demonstrate
how the framework works in a series of simulations and argue that it pro-
vides guidance about what psychologists need to measure to determine where
the errors in people’s reasoning are occurring when they fail to revise their
beliefs in light of new evidence. We then propose that this framework pro-
vides guidance for thinking about the development of interventions aimed at
correcting misconceptions.
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Reader’s guide

This is a long and often technical manuscript, so we will highlight the main compo-
nents so that you can focus on aspects of the paper most relevant to you.

In the introduction, we summarize key debates in the literature on motivated reasoning
and orient the reader to the goals of the paper. This section is likely relevant to all
readers interested in the literature on motivated reasoning.

In Part 1, we introduce some technical jargon and then focus on what researchers have
implicitly or explicitly assumed about rationality, bias, and motivation in empirical
studies of motivated reasoning. This section of the paper is most relevant to theorists
and those interested in the distinction and definition of key concepts invoked in the
literature on motivated reasoning. Readers who want a rough lay of the land but are
more interested in modeling or the implications of the model can look at Figure 1 and
then skip to Part 2.

In Part 2, we show how to model the distinction between motivated reasoning and
practical reason (discussed in Part 1), with a particular focus on incorporating utilities
into a Bayesian model of decisions to believe hypotheses. This section demonstrates
the mechanics of a computational framework that guides the remainder of the paper.
This section is most relevant for computational modelers or researchers who want to
understand one way motivated reasoning could be computationally modeled. Readers
who are not interested in the technical details of the model can read the first section
of Part 2 and then skip to Part 3.

In Part 3, we consider two implications of our computational model: measurement
and intervention development. Our central claim in this section is that utilities and
evidence are not typically quantified but ought to be, because measuring these fea-
tures allows us to determine “where” directional utilities affect people’s decision to
believe hypotheses. We highlight how our framework provides a new perspective on
interventions for tackling misconceptions. This section is most relevant for psychol-
ogists who want a high-level summary of what parameters are typically measured in
experiments on motivated reasoning and strategies researchers have come up with to
correct misconceptions in the face of motivated reasoning. Readers who are primarily
interested in intervention development can read Table 3 and then read the section on
intervention development starting on page 43.
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Introduction

There is widespread consensus in the scientific community that climate change is
exacerbated by human activities, but a recent Gallup poll indicates that almost 35% of
Americans do not agree with this claim (Brenan & Saad, 2018). Evolutionary theory is
among the most well-supported theories in all of science, yet over 40% of U.S. citizens be-
lieve in creationism (Gallup, 2014). Meanwhile, large-scale studies have shown that vaccines
are not linked to autism (Jain et al., 2015), and still 10% of the United States population
believes that the side effects of vaccines are more dangerous than the diseases that they
prevent (Gallup, 2014). Why do people hold these and other beliefs when they are in-
consistent with established empirical evidence? Four decades of research have found that
psychological, political, cultural, and sociological factors shape how people form and re-
vise their beliefs (e.g., Alker & Poppen, 1973; Emler, Renwick, & Malone, 1983; Fishkin,
Keniston, & McKinnon, 1973; Hickling, Wellman, & Dannemiller, 2001; Killen & Stangor,
2001; Schult & Wellman, 1997; Shweder, Mahapatra, & Miller, 1987; Shweder & Sullivan,
1993). A cross-cutting theme in this literature is that people hold onto their beliefs even in
the face of evidence by ignoring or reinterpreting information in a way that supports what
they think (e.g., Babcock & Loewenstein, 1997; Dawson, Gilovich, & Regan, 2002; Ditto
et al., 2018; Gilovich, 1983; Hastorf & Cantril, 1954; Jost, Baldassarri, & Druckman, 2022;
Kunda, 1990; Zuckerman, 1979).

The apparent effects of motivation to maintain one’s beliefs are pervasive (e.g.,
Klaczynski, 2000; Kunda, 1990; Lord, Ross, & Lepper, 1979; West & Kenny, 2011). Re-
searchers have observed motivated reasoning in political psychology (e.g., Kahan, 2013;
Kunda, 1990; Taber, Cann, & Kucsova, 2009; Taber & Lodge, 2006), in attitudes about
climate change (e.g., Dixon, Bullock, & Adams, 2019; Hart & Nisbet, 2012), and in science
literacy (e.g., Druckman, 2015; Drummond & Fischhoff, 2017; Pasek, 2018). Even practic-
ing scientists who are aware of the effects of motivation on cognition are not immune to
their influence (e.g., Simmons, Nelson, & Simonsohn, 2011; E. C. Yu, Sprenger, Thomas,
& Dougherty, 2014). Motivated reasoning is often construed as a bias that is inherent in
the decision-making process, and directly related to ideological beliefs, for example, beliefs
which signify and promote loyalty to an in-group (e.g., Kahan, 2013).

Social scientists often study motivated reasoning by way of conducting case studies
guided by verbal theories (i.e., theories which make only qualitative predictions; Alker &
Poppen, 1973; Babcock & Loewenstein, 1997; Dawson et al., 2002; Ditto et al., 2018; Emler
et al., 1983; Fishkin et al., 1973; Gilovich, 1983; Hastorf & Cantril, 1954; Hickling et al.,
2001; Killen & Stangor, 2001; Schult & Wellman, 1997; Shweder & Sullivan, 1993; Zucker-
man, 1979), rather than performing comparisons against computational models that allow
for quantification of the factors that ought to impact how people update their beliefs (e.g.
Cook & Lewandowsky, 2016; Jern, Chang, & Kemp, 2014; Pilditch, Roozenbeek, Madsen,
& van der Linden, 2022). For example, Nyhan and colleagues (2014) found when partici-
pants were provided corrective information about the measles, mumps, and rubella vaccine,
the intervention failed to correct misconceptions among those most skeptical of vaccination,
leading participants to become more hardened in their beliefs. The authors proposed that
participants’ response to the educational intervention was driven by motivated reasoning
(Nyhan et al., 2014). To consider another example, Ditto and colleagues (1992; 2003; 1998)
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examined how college students reacted to evidence that they may be unhealthy following a
test of their saliva. Specifically, participants were told their saliva would be tested for an
enzyme which was claimed to be linked to positive or negative health outcomes. Partici-
pants who believed the enzyme was linked to negative health outcomes concluded the test
was unreliable, but this was not the case when the enzyme was linked to positive health
outcomes. Because participants showed an asymmetric response based on the valence of
the evidence, the authors argued that the tendency to engage in motivated reasoning drove
people’s responses. In both cases, a verbal theory guided the researchers’ interpretation of
the data.

Although these and similar findings are compelling (e.g., Babcock & Loewenstein,
1997; Dawson et al., 2002; Ditto et al., 2018; Gilovich, 1983; Hastorf & Cantril, 1954;
Kunda, 1990; Lord et al., 1979; Zuckerman, 1979), verbal theories and the often implicit
definitions of motivation that accompany these theories come at the cost of introducing
ambiguity; it is more difficult to determine the cognitive mechanisms producing people’s
seemingly irrational behavior. An example can illustrate this point. Many political and
fiscal conservatives are skeptical that human activities impact Earth’s climate, despite near
uniform agreement among climate scientists worldwide. One possible explanation of this
rejection is that accepting the reality of human-caused climate change would entail radically
changing how they must behave, an unwanted outcome. In turn—so the argument goes—
conservatives are motivated to reject or reinterpret evidence of human-caused climate change
(for evidence this occurs in other domains, see Levy et al., 2022).

However, it is possible a climate skeptic has not accessed the relevant facts in forming
their beliefs, instead basing their views on unreliable sources. Conditional on these inaccu-
rate prior beliefs, people may reason “rationally” based on the information at hand (similar
phenomena have been observed in other domains, see Jern et al., 2014). This pattern of
behavior could, on its face, appear to be evidence of motivated reasoning but the mecha-
nisms underlying the output would be quite different than what researchers have typically
suggested. The error would not be in how people make inferences, but rather in the inputs
to their inferential machinery. There are now well-established alternative hypotheses of
effects which were previously presumed to be evidence of motivated reasoning (e.g. Jern et
al., 2014; Kahan, 2013), but in much of the research on attitude and belief change, the con-
ceptualization of motivated reasoning-like effects as evidence of a cognitive defect persists
(e.g., Dixon et al., 2019; Pennycook & Rand, 2019).

A central problem in much of the work on motivated reasoning is measurement. Prior
studies on motivated reasoning have often focused on examining how evidence impacts be-
liefs that are inextricably linked to aspects of one’s identity (e.g., beliefs about politics,
religion, or morality). These topics provide a more naturalistic test of the impact of moti-
vation on reasoning, but certain aspects of these topics may obscure the underlying cognitive
mechanisms. For example, what kind of information is objectively relevant to coming to
believe in human-caused climate change, how much of it ought a reasoner accommodate,
and most importantly, how would we even begin to quantify this evidence? The very nature
of evidence related to climate change (such as consensus among scientists, mathematical
models, severe weather events) will make it difficult to measure the extent to which moti-
vation impacts people’s beliefs about climate change because it is unclear how much each
piece of evidence ought to impact what someone should believe. Or to consider another
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example, if we provide people with evidence that vaccines are safe and effective in the form
of summary statistics from large-scale trials, how much evidence are participants actually
given and, objectively, how ought participants update their beliefs in light of this evidence?1

In both cases, even if we could quantify this evidence, a principled mathematical
benchmark needs to be assumed to properly understand the extent to which motivation
biases people’s reasoning, a difficult task when relying on verbal theories. Some researchers
now argue that once a benchmark is defined, and human reasoning is tested against optimal
models of belief updating instantiating this benchmark, it appears that people approximate
these optimal models more than psychologists have often assumed (e.g. Dasgupta, Schulz,
Tenenbaum, & Gershman, 2020). For example, Jern and colleagues (2014) argue that the
normative standard for reasoning under uncertainty is a kind of probabilistic inference, and
therefore should be subject to the axioms of probability theory. Surprisingly, they find that
when comparing participants’ performance to this normative model, seemingly irrational
decisions—such as belief polarization—conform to (approximately) Bayesian reasoning (also
see, Little, 2021). Work in several other domains has come to similar conclusions over the
last two decades (Austerweil & Griffiths, 2011; Dasgupta et al., 2020; Griffiths & Tenen-
baum, 2006; Jin, Jensen, Gottlieb, & Ferrera, 2022; Tenenbaum, Griffiths, & Kemp, 2006;
Vul, Goodman, Griffiths, & Tenenbaum, 2014; Wallace, 2020; A. J. Yu & Cohen, 2008; Zim-
per & Ludwig, 2009). Whether one accepts their interpretation of the data, it highlights
the need to delineate the factors that ought to impact the beliefs people form.

A further assumption that is overlooked not only in much of the original research
on motivated reasoning but also newer Bayesian alternative explanations of heuristics and
biases, is a somewhat technical but nonetheless important point. Namely, early research
on motivated reasoning along with contemporary Bayesian interpretations often assume
the rationality of the cognitive processes that deliver an output dictate whether this out-
put needs to be corrected. To speak generally, social psychologists’ interest in motivated
reasoning is not limited to understanding the operations of the mind; rather, motivated rea-
soning is studied because people appear to believe many things that are inconsistent with
the facts and their behavior has substantial societal implications – whether for vaccination
uptake (e.g. Horne, Powell, Hummel, & Holyoak, 2015), climate change policy support (e.g.
Lewandowsky, Oberauer, & Gignac, 2013), or racial justice (e.g. Kraus & Tan, 2015). These
beliefs demand correction as a matter of public policy. Assuming that the source of the
underlying problem is a bug in our inferential machinery is thus a plausible starting place.

Papers offering alternative Bayesian explanations (Dasgupta et al., 2020; Lieder &
Griffiths, 2020) seem to make a similar assumption about the connection between under-
lying processes, output, and the need for correction, but the conclusions they draw from
these assumptions are exactly contrary to those of many practicing social psychologists.
Researchers examining the preceding questions from a Bayesian perspective suggest that if
the underlying processes producing polarization, or motivated reasoning-like effects are the
result of optimal Bayesian inference, there is not much to be done – people are reasoning as
optimally as they plausibly could (but see Cook & Lewandowsky, 2016). In fact, we’ll argue

1While many researchers are concerned about the possibility of backfire effects when correcting
misconceptions—where corrective information leads to hardening of the misconceptions—these effects have
not been reliably observed in follow-up experiments (e.g., Wood & Porter, 2019). Thus, there seems to be
a lack of plausible cognitive mechanisms to explain backfire effects.
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that evaluating and attempting to correct the outputs of people’s inferential machinery and
evaluating the rationality of the generative processes are separate issues. Scientists are not
(and should not) be interested in motivated reasoning just as a psychological question, but
because misconceptions (whatever their cause) can impact society, requiring policy-makers
to act (Cook & Lewandowsky, 2016; Pilditch et al., 2022). The last section of this paper
aims to demonstrate how identifying the likely source of people’s errors, including identify-
ing the rational processes producing misconceptions, may be instructive for developing more
effective interventions (see Cialdini, Kallgren, & Reno, 1991; Jachimowicz, Hauser, O’Brien,
Sherman, & Galinsky, 2018). The ability to accomplish this task depends on our ability
to measure key psychological constructs and to use these measurements in a computational
model, or so we will argue.

We can see that there is a confluence of unresolved issues surrounding the interpreta-
tion and implications of motivated reasoning. In this paper, we describe three broad factors
that normatively ought to affect how people update their beliefs when confronted with ev-
idence contrary to what they think. We define a Bayesian decision-theoretic model which
serves as a computational account of how these three factors may be integrated and affect
reasoning when motivations are at play. This model serves as a computational framework
to better understand the limitations of prior research on motivated reasoning and devise a
strategy for measuring and locating the impact of motivation on belief formation and up-
dating. We describe key features of studies that need to be measured and controlled for to
distinguish practically rational Bayesian updating from sometimes pernicious, theoretically
irrational, motivated reasoning. We describe when people’s reasoning ought to be subject
to the norms of theoretical reason, and when their beliefs could be directionally-oriented
but nonetheless compatible with the norms of practical reason. (The distinction between
theoretical and practical reason is unpacked in the next section of the paper). The upshot
of these considerations is not just semantic – we will argue that drawing distinctions be-
tween pernicious motivated reasoning and practical reason provides guidance about how to
develop educational interventions (see Cialdini et al., 1991; Jachimowicz et al., 2018).

The paper is divided into three parts. In the first part of the paper, we introduce
some necessary technical jargon and then focus on what researchers have implicitly or
explicitly assumed about rationality, bias, and motivation in empirical studies of motivated
reasoning. Specifically, we draw a distinction between norms of theoretical reason and norms
of practical reason. A central claim in this section is that credences and decisions should be
evaluated against different norms – whereas credences ought to directly reflect the way the
world is, decisions are acts which ought to integrate the utility of performing those actions.
Consequently, we argue that, in some cases, directional utilities ought to impact people’s
decision to believe some hypotheses.

The second part of the paper focuses on how to model the distinction between moti-
vated reasoning and practical reason, with a particular focus on incorporating utilities into
a Bayesian model of decisions to believe hypotheses. Specifically, we develop a Bayesian
decision-theoretic framework and outline a toy experiment to gain traction on the question
of what must be measured and how measuring these features can distinguish practical rea-
son from motivated reasoning. This section demonstrates the mechanics of a computational
framework that guides the remainder of the paper.

The third part of the paper focuses on two key implications of the Bayesian decision-
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theoretic model: measurement and intervention development. Our central claim in this
section is that utilities and evidence are not typically quantified but ought to be, because
measuring these features allows us to determine “where” directional utilities affect belief
reports. We work through an example of a prior study purportedly demonstrating motivated
reasoning which we recast in the Bayesian decision-theoretic framework to demonstrate
how failure to measure key ingredients obscures the underlying cognitive mechanisms. We
then highlight how our framework provides a new perspective on interventions for tackling
misconceptions. A central question we consider is whether we can improve the efficacy of
common interventions by measuring and manipulating the utility people see in adopting
some beliefs. Finally, we then consider a range of open questions and directions for future
research on motivated reasoning.
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Part I

How have researchers defined motivated
reasoning, and alternative assumptions
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Definitions and assumptions

Researchers studying motivated reasoning often appear to assume different accounts
of rationality—of how people ought to reason—but a thorough discussion of just what
these accounts entail is not always stated in many empirical papers. For example, many
researchers seem to assume that so long as people are reasoning in ways consistent with
the axioms of probability theory, we can say they are reasoning rationally (e.g. Jern et al.,
2014), a kind of probabilism (e.g. Pettigrew, 2019). Or, on a more recent account, once
we account for the fact that they have limited resources (e.g., time), people reason more
rationally than they initially may appear to (e.g. Lieder & Griffiths, 2020). Here, we’ll take
a broader perspective and focus on different norms of reason and their connection to the
outputs and internal states of certain cognitive processes. From this broader perspective,
we’ll see how making decisions which accommodate the axioms of probability theory, but
also taking into account directional goals, could be practically rational.

A brief detour is necessary to link questions about rationality to key distinctions
between types of motivation. On one influential account, motivation is goal-orientation,
and all reasoning is motivated by goals (Kunda, 1990). The kind of goal representation
that impacts a belief distinguishes rational reasoning from defective motivated reasoning.
For example, accuracy goals shape interpretations of evidence to cohere with states of the
world. In contrast, directional goals shape inferences to cohere with conclusions one may
wish to draw about states of the world. On this account, accuracy goals ought to motivate
how we update our beliefs, but directional goals ought not to.

We take a different perspective that two broad factors ought to shape people’s belief
reports. First, doxastic considerations (e.g., one’s priors, data, and the like). Second,
practical considerations, in this case, an assessment of the utility associated with believing
a particular proposition, including an assessment of the utility of one’s belief being true and
an assessment of the consequences of holding that belief (Radcliffe, 1999; Schoenfield, 2018;
Von Neumann & Morgenstern, 2007). We’ll give some reasons why we think this shortly,
but a further bit of jargon is necessary. We distinguish between two types of doxastic
states, first-order and second-order beliefs, which track different internal representations
and integrate different sets of information. First-order beliefs are constructed from doxastic
considerations alone. They are beliefs as people commonly understand them. For example,
the belief that the distance between Los Angeles and New York City is less than 3,000 miles.
When beliefs of this sort fail to represent the way the world really is based on the evidence at
hand, we’ll assume they’re defective (though this claim is itself a matter of debate because
on revisionist accounts of rationality first-order beliefs may be “resource-rational”, Lieder &
Griffiths, 2020). To our knowledge, motivated reasoning as it is typically construed in the
literature is a strictly first-order account because it assumes directional goals shape beliefs
as they are constructed by biasing how evidence is sampled and posteriors are computed. On
this view, researchers have inferred that directional influences bias how evidence is sampled
(i.e., such that they diverge from Bayesian updating; for discussion of this account, see
Little, 2021).

However, directional goals may influence beliefs in other ways –– for instance, by
realigning doxastic states with practical considerations after a posterior is initially computed
(e.g., how reporting a belief can hurt one’s chances of obtaining a goal). Second-order
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beliefs, as we define them, are belief states that incorporate not only doxastic considerations,
but practical considerations as well (see Cialdini et al., 1991; Jachimowicz et al., 2018),
which we operationalize as goal representations, or more precisely, a utility-calculus.2 Goal
representations shape beliefs during this second-order inference step: after people have
properly integrated evidence and determined the utility of taking certain actions. This is a
second-order influence on doxastic states, which is why we call them second-order beliefs.
Thus, second-order beliefs can incorporate directional influences and may therefore diverge
from the verdict of a process that only relies on probabilistic and causal information from
the environment. For example, a Republican may be uncertain human activities affect the
climate based on the evidence they are aware of, but decide to believe our activities do not
impact the climate after recognizing the consequences of believing that they do (e.g., feeling
obligated to take fewer international flights etc.)

Is it ever rational—on any widely accepted account of rationality—for one’s beliefs to
incorporate a directional influence in a way that diverges from probabilistic information?
One might immediately balk at the suggestion that utilities should affect what one believes
at all; in Kunda’s (1990) terminology, it is perfectly rational for reasoning to be motivated
by accuracy, but directional goals are fundamentally at odds with rational inference. Indeed,
one implicit assumption in much of the research on motivated reasoning is that the utility
of holding a belief—which is directional—is irrelevant to what one ought to believe (Little,
2021). What makes motivated reasoning pernicious is the fact that utilities directionally
impact people’s beliefs in the first place. Contrary to this assumption, Bayesian epistemol-
ogists have argued that there are situations where the evidence is logically compatible with
multiple hypotheses, presenting a decision problem where people can assent or dissent to a
hypothesis on the grounds of expected utility (Maher, 1993). We unpack this idea below.

We can understand how rationality and motivated reasoning relate, as well as how
these issues contrast with the account we develop below, by briefly reviewing work on the
distinction between the norms of theoretical and practical reason (Wallace, 2020). We must
acknowledge at the outset that a complete discussion of the work on the norms of reason is
beyond the scope of the paper, so our treatment of these issues will be coarse-grained.

Let us introduce a bit of terminology to sharpen how we think about the issues
under consideration: theoretical reason concerns the relationship between the acceptance
of a proposition and its truth value. This kind of reasoning concerns the evidence for and
truth of propositions absent the consequences of believing them. Practical reasoning has
an “end” that is not truth per se. Rather, the aim of practical reason concerns the value
of taking actions (where actions need not be literal physical acts; Wallace, 2020). The
“reasons” that are relevant here are things that address actions being good or worthwhile
(where goodness is not necessarily morally valenced). Thus, theoretical reasoning concerns
changes in sets of beliefs and practical reasoning concerns reasons that give rise to actions,
including intentions (Bratman, 1987; Harman, 1986; Wallace, 2020).

Work on theoretical and practical reason also aims to address the norms of reasoning.
Theoretical and practical reasoning can both occur irrationally – for theoretical reasoning, it
is irrational to update one’s beliefs in a way that is incompatible with the evidence once we
recognize an inconsistency. Here, a norm of theoretical reasoning is that we should believe

2 To be clear, second-order beliefs should not be confused with how developmental psychologists have
operationalized them in research on theory-of-mind (Perner & Wimmer, 1985).
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propositions that are true. For example, a credible scientist tells me that the climate is
changing, something I did not know before. All else being equal, it would be irrational
not to update my belief to reflect their testimony. In contrast, ethicists typically suggest
that irrationality in practical reason is close to a kind of weakness of will (Wallace, 2020).
For example, I form a plan to exercise more, I ascribe high utility to exercise, but I fail to
execute on my plan – this is practically irrational behavior. In this case, a norm of practical
reasoning is that I execute actions (e.g., decisions, plans, etc.) that accord with (1) what I
believe about the world and (2) the utilities I ascribe to those actions. Thus, the primary
outputs of theoretical and practical reasoning are distinct. Theoretical reasoning outputs
doxastic states or credences that aim to fit with the facts about the world. Credences can
be thought of as complex, fine-grained beliefs about the world – they vary in degree and
roughly correlate with the subjective probability that some proposition is true (Jackson,
2019). Practical reasoning outputs intentions or acts, which incorporate information about
the world but will also include an aim to realize some plan, broadly defined (see Figure 1).3

Figure 1 . Tree diagram showing different accounts of reasoning.

Bearing these definitions in mind, it is tempting to assume that we ought to assess the
beliefs people report in motivated reasoning experiments against the norms of theoretical
reason. People should shift their beliefs to reflect the evidence they’re presented with. We’re
going to cast doubt on the idea this assumption always holds. For example, psychologists
measure whether participants’ doxastic states are corrupted or contaminated by information
which ought not bear on the beliefs people form (e.g. Ditto & Lopez, 1992; Ditto et al., 1998;
Nyhan & Reifler, 2010; Nyhan et al., 2014). Psychologists need to assess whether there is
a mismatch between what people believe and the facts at hand caused by a directional
goal (e.g., Ditto & Lopez, 1992). However, in typical experiments on motivated reasoning,
psychologists do not have unmitigated access to people’s beliefs and how they reflect the
world. And they would not expect to. Rather, psychologists measure belief reports which
they hope reflect an underlying belief directly, but are the outputs of a complex psychological

3We should also note that we’ve drawn a sharp distinction between theoretical and practical reason, but
this distinction may not be so clear. Our beliefs may well always include some action-taking component.
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system which could include decision-procedures (Kahan & Braman, 2006; Maher, 1993).
Thus, while we would want to assess inaccessible internal credences against the norms
of theoretical reason, we’ll argue that belief-reports may instead have altogether different
normative constraints. Beliefs are strictly doxastic representations. Belief reports extend
belief representations to jointly encode an associated action-plan, and thus the utility of
taking certain actions. When people produce a belief report (i.e., a second-order belief) it
can diverge from a first-order belief. In Maher’s terminology, this is a kind of a “cognitive
utility function” because it assigns utilities to cognitive consequences to rationally accepting
hypotheses in ways that may diverge from probabilism (Maher, 1993). For example, Jones
initially thinks they have enough gas in their car to reach their destination (a first-order
belief), but when they realize it’s particularly important their belief is true because there
are no gas stations for the next 300 miles (a second-order belief with an accuracy goal),
they decide to stop for gas anyway.

It is an open question whether psychologists ought to assess belief reports from typi-
cal studies on motivated reasoning against the norms of theoretical or practical reason. An
example will clarify why this is so: Consider a situation in which a participant reasonably
thinks the probability of H is completely uncertain, but they have a second-order belief
that H would yield an enormous reward. For example, a participant thinks the evidence
for the hypothesis, “The number of atoms in the universe is an even number” is completely
uncertain based on mixed evidence they’ve been presented within an experimental study.
However, the participant is told an eccentric benefactor has proposed that if, by chance, it
turns out that the number of atoms is even and the participant forms the belief that the
number is even, then they’ll receive a million dollars. Psychologists now ask the participant
whether they believe the number of atoms in the universe is an even number. The partic-
ipant uses a Likert scale to indicate they “Strongly agree” the number of atoms is even.
This team of psychologists has not measured anything else.

There are two possibilities: One possibility is that the million-dollar prize has caused
the participant to think the evidence for the even-atoms proposition is very strong. This
is a clear case of directionally-motivated reasoning as it is traditionally conceived, and
(arguably) subject only to the norms of theoretical reason – the output, a credence, dictates
the norms of evaluation. The participant has sampled from evidence in a way so as to
discount evidence against the proposition and in line with the reward.

A second possibility is the participant understands that the amount of evidence for
the even-atoms proposition is uncertain, but after assessing the evidence and weighing the
utility of forming the belief, they have formed the intention to believe that the number of
atoms in the universe is an even number. They select a response option on a Likert scale to
match this decision. In this second case, it is uncontroversial that the norms of reasoning
will involve not just an assessment of doxastic features of the situation, but also those
related to the utility of holding a given belief. Further, it is practically rational to form
the intention to believe the number of atoms in the universe is even because the evidence
is compatible with multiple hypotheses, the reward for one hypothesis is large, and they
need to make a decision (e.g., Briggs, 2019; Maher, 1993). We cannot distinguish these
cases when we’ve only measured belief reports without quantifying the evidence, without
measuring a participant’s understanding of the evidence, and without measuring the utilities
people assign to a belief report.
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The distinctions we’ve drawn might seem esoteric, but they have substantial conse-
quences. For example, suppose a participant thinks the evidence for a wonky policy aimed
at reducing carbon emissions is uncertain based on the limited evidence they could reason-
ably have access to, but they later learn that the majority of their political party supports
the policy. The participant doesn’t think that their party supporting the policy necessar-
ily provides evidence they’re correct, but the participant is well-aware that holding a view
consistent with their broader party has high utility (Kahan & Braman, 2006). An exper-
imenter conducts a study examining how presenting mixed-evidence for the wonky policy
affects people’s beliefs with different party affiliations and finds that, sure enough, political
affiliation appears to impact the belief the participant reports – Democrats seem to focus
on one aspect of the mixed evidence and Republicans the other competing aspect of the
evidence (Lord et al., 1979). Just as in the even-atoms case described above, this behavior
is completely compatible with participants respecting the norms of practical reason. Their
assessment of the evidence is not inaccurate (the evidence is unclear), but there is utility
in forming a belief report that’s party-compatible, so their belief report is in line with the
perceived utility of holding this belief (see Cialdini et al., 1991; Kahan & Braman, 2006;
Sunstein, 2000). There is experimental evidence this occurs: people see utilities in form-
ing beliefs, and anticipate the consequences of those beliefs (Falk & Zimmermann, 2016;
Golman & Loewenstein, 2018; Jachimowicz et al., 2018; Levy et al., 2022).

Our view is that it is likely people sometimes act in (1) ways inconsistent with the
norms of theoretical reason, and (2) ways consistent with the norms of practical reason de-
spite having a directional goal. In the former case, we’ll assume people engage in motivated
reasoning and we should assess them by the norms of theoretical reason (but see Lieder &
Griffiths, 2020). Our point here is that the ostensible errors, those which are directionally
goal-oriented, but nonetheless rational, are also likely to occur. We need a computational
framework to distinguish these cases.

Further considerations and implications

Weighing accuracy and directional utility. One immediate question concerns
situations where it’s practically rational for directional-goals to influence one’s belief reports.
For example, when the evidence is logically compatible with different hypotheses, assent
or dissent on a hypothesis could be determined based on an expected utility calculation
(Maher, 1993). However, as Kunda (1990) argues, the motivations in question can take
the form of both accuracy goals and directional goals. This raises the question of how
much utility people ascribe to forming true beliefs and how people weigh this calculation
against directional goals. Even under the norms of practical reason, participants’ utility
function over accuracy and direction needs to be accounted for to determine how we should
assess the compatibility of their belief report with a mathematical benchmark which dictates
the rationality or irrationality of their behavior. One possibility is that once we take the
utility of accuracy into account as well, it may well be that people’s belief reports should
primarily be driven by accuracy goals rather than directional goals. It is an empirical
question but we’d conjecture, for many beliefs, participants are not particularly worried
about being inaccurate because they do not care about the truth of a given proposition
per se, in the same way practicing psychologists are unlikely to care that they’re right
about the even-atoms proposition (Falk & Zimmermann, 2016; Kahan & Braman, 2006).
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Instead, participants are invested in the direction of a hypothesis insofar as they perceive
the consequences of forming that belief for their future behavior or recognize how holding
that belief would change how people perceive them (Falk & Zimmermann, 2016; Kahan &
Braman, 2006). Clearly, people also have strong convictions; they have beliefs which they
are invested in (Skitka, 2010). For example, it’s clear people have strong views about many
general claims, like the claim human-caused climate change is real. However, their beliefs
about very specific climate policies are unlikely to take this form (Kahan & Braman, 2006);
we think these situations are likely the norm rather than the exception. We should note,
though, that there will be individual differences in the utilities assigned to accuracy and
directional goals. For example, as a practicing scientist, we might wholly be concerned
about accuracy, so much so that directional goals are perceived as being irrelevant to the
question of what we believe (but see Maher, 1993).

When and where do credences and belief reports match. A fundamental
assumption in our discussion of first and second-order beliefs concerns the possibility of
people’s internal credences and belief reports can diverge. What is the empirical evidence for
this claim? In fact, there is rich literature which is specifically focused on these and related
questions (Orne, 2017). For example, the creation of one of the most famous paradigms
in psychology—the Implicit Associations Test—rests on the idea that internal credences
about topics like racism, sexism, and the like can diverge from people’s belief reports. It is
a secondary question whether tests like the Implicit Associations Test accurately capture
anything meaningful. But, the fact that these and other more implicit measures exist
suggests that psychologists are well-aware first-order and second-order beliefs could diverge
for a host of reasons (e.g. Greenwald et al., 2020; Orne, 2017). To consider another example,
it is well-known that political polling is not so straightforward that pollsters can simply ask
who one plans to vote for without considering any other factors; people opt out of studies
when they are asked about certain topics (non-response bias; Groves & Peytcheva, 2008), or
might withhold stating their attitude about a polarizing topic for fear of the consequences
of taking a stance (e.g., Harrison & Startin, 2013). This doesn’t mean that second-order
beliefs are always strategic, deceptive, or insincere. They could result from a deliberative
process of weighing their certainty about the evidence, their investment in the truth of the
proposition, and the perceived utility of forming the belief. And these computations could
happen either explicitly or implicitly. 4

The current situation we’ve outlined might lead one to think that we are skeptical cre-
dences could ever be measured in a way to distinguish motivated reasoning from practically
rational behavior. This is not a claim we’re committed to. Rather, in many cases belief
reports surely reflect people’s credences, particularly in cases where there is no utility at all
in forming a belief. For example, suppose that a participant is asked whether they think the
distance between New York City and Los Angeles is greater than 3,000 miles. We’d expect
whatever the report here to directly reflect their credence. However, we think the situa-
tion is altogether different for many of the typical topics social psychologists have aimed
to study. Cases where social psychologists test for motivated reasoning are often the very
cases where belief reports are least likely to reflect credences directly because participants

4Second-order beliefs could result from metacognitive readjustments of a first-order belief constructed
using lower-level perceptual and evidence quantification processes (e.g., Maniscalco & Lau, 2012). In this
sense, a second-order belief is explicitly held while a first-order belief is not.
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can anticipate the consequences of forming a belief about that topic (Falk & Zimmermann,
2016); the topic matters to them and so they consider the consequences in their deliberation
(Horne, Powell, & Hummel, 2015). This means that researchers must go beyond measur-
ing belief reports simpliciter. Researchers must measure the utility participants assign to
holding some beliefs, and participants’ understanding of the evidence for those beliefs.

Revisionist definitions of rationality. Our discussion of practical and theoretical
reason might raise questions in the reader’s mind about how our account relates to well-
established research questions surrounding the definition of rationality, or, for instance,
attempts to reconstrue heuristics and biases as instances of rational decision-making (e.g.
Dasgupta et al., 2020; Hahn & Oaksford, 2007; Horne & Livengood, 2017). The focus of this
paper is to provide a computational framework for comparing motivated reasoning against
established norms of reasoning, like practical reason (Wallace, 2020). We are not propos-
ing a revision of the definition of theoretical rationality to account for features like the
adaptiveness of people’s behavior in complex environments (e.g. Lieder & Griffiths, 2020;
Mercier & Sperber, 2011).

Our decision to focus on comparing behavior against established norms is, in part, due
to the impasse in the literature about when and where people violate the norms of theoretical
reasoning. Whether the cases where credences are incompatible with norms of theoretical
reasoning are actually adaptive (Lieder & Griffiths, 2020) and thus “practically” rational
in another sense of the word, is beyond the scope of this paper. Instead, we are focused
on the utility of forming certain beliefs and cases where it is uncontroversial that utility
ought to affect people’s decisions. More broadly, we are aiming to provide a computational
account of how belief reports are generated to compare behavior against established norms
and speak to the literature on motivated reasoning on its own terms.

We should also mention a related issue in the psychological literature on rationality,
namely, the revisionist idea that rationalization is rational (Cushman, 2020). Theories of
rational action assume beliefs and desires give rise to actions. An action is rational if it
maximizes one’s desires conditioned on their beliefs. Rationalization inverts this process:
actions give rise to beliefs and desires constructed post-hoc to justify an action. Recently,
Cushman (2020) has argued that rationalization is in fact a rational process because it serves
a necessary psychological function – it makes information from non-rational influences on
behavior available during reasoning (e.g., instincts, social norms). Whether rationalization
is in fact rational is a question we won’t consider here. Our account of second-order beliefs
is part of a theory of rational action rather than rationalization; actions are computed from
credences (beliefs) and utility-representations (desires). A utility-calculus can, for instance,
encode information about social norms, which is provided to a second-order belief and
action plan. This is distinct from a situation in which utility information is subsequently
used to provide justification for an action a reasoner has already decided (Audi, 1985). In
this latter case, social norms constrain actions to a subset of the action space, and people
construct beliefs and desires to justify why they performed the action conditioned on the
norm. People do both of these things (Botzen & van den Bergh, 2012; Cushman, 2020;
Falk & Zimmermann, 2016; Maher, 1993), but when and how to distinguish them is an
important question.

An example will clarify the issue: Even though Democrats strongly believe in human-
caused climate change, they may contribute more to carbon emissions from air travel than
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Republicans. Democrats sometimes justify their actions by citing the fact that major com-
panies are the primary contributors of climate change, but this justification seems to be
post-hoc to their decision to fly. This is a kind of rationalization because the actual reason
they choose air travel is that they want to and it’s easier, but the reason they state is the
fact that major companies are primarily responsible for emissions – the actual reason and
the stated reason diverge (Audi, 1985). We can see then that rationalization is quite differ-
ent than incorporating utilities in one’s decision about a hypothesis when, for example, the
evidence is compatible with two competing hypotheses (Maher, 1993).

To conclude, distinguishing theoretical reason from practical reason helps us sharpen
how we talk and think about directionally-motivated belief reports. Directional goals can
rationally influence second-order beliefs in a way distinct from prior accounts, which as-
sume any directional influences are evidence of problematic motivated reasoning (Kunda,
1990). In the next section, we develop a Bayesian decision-theoretic framework to guide
researchers’ measurement of key cognitive constructs and distinguish motivated reasoning
from practically rational behavior.
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Part II

How we distinguish practical rationality
from motivated reasoning
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Computational models of motivated reasoning and Bayesian decision-theory

The first factor is the evidence people update their beliefs on. The evidence people
have and how it is weighted could take a number of forms. For instance, people believe
things because of the testimony of their friends or experts. Likewise, they believe things
based on their own observations about the world. Reasoners assign some weight to each
kind of evidence – the extent to which they think it supports a hypothesis. For example,
some evidence, like anecdotes from friends, might be perceived as relatively weak evidence
compared to testimony from experts. Though, of course, trust in expert testimony will
dictate the weight evidence is likely to be assigned (Imundo & Rapp, 2022).

The second factor is what people believed, and the information available to them,
before considering new data. This could be in the form of known base-rate information,
or a mere hunch about the credibility of a hypothesis. We’d expect some of our priors to
be very weak, perhaps even flat, whilst others to exert a strong effect on what we believe
even after we confront new data. For example, our prior that the number of atoms in the
universe is an even number might be completely uncertain, but our prior that extrasensory
perception is not real might be extremely strong. In the former case, even a little bit of
new information could shift our credence in the proposition, but a lot more data would be
needed to materially impact our belief in extrasensory perception.

The third factor we’ll focus on is the utility of holding a belief. This is the least clearly
defined. Here, we will assume that a reasoner who is motivated to believe a hypothesis
associates some utility with the prospect of holding that belief. For instance, utility could
be associated with the social benefits attained from displaying in-group support of climate
change skepticism (Kahan, Landrum, Carpenter, Helft, & Hall-Jamieson, 2017; Sidanius
& Pratto, 1999). People may perceive some hypotheses as having extremely large utilities
(e.g., eternal salvation) or little to no utility at all (e.g., believing the number of atoms in
the universe is an even number).

We’ll now discuss the computational mechanisms of motivated reasoning and Bayesian
decision-theory. We first describe the typical mechanisms for generating first-order beliefs,
namely, using Bayesian updating. The motivated reasoning model and Bayesian decision-
theoretic model both perform Bayesian updating. What distinguishes these models is that
the motivated reasoning model computes posteriors using a directional prior, a prior which
encodes utility information about hypotheses. In contrast, the Bayesian decision-theoretic
model computes posteriors via Bayesian updating, after which utility information is inte-
grated to produce a second-order belief report. Readers who are not interested in the details
of our computational framework can skip to Part 3 of the paper.

First-order processes

Bayesian updating: Computing first-order beliefs with normative priors.
Bayesian updating is the standard model for computing first order beliefs from data. Both
the motivated reasoning model and the Bayesian-decision theoretic model generate beliefs
via Bayesian updating. People hold beliefs about hypotheses and these hypotheses include
a subjective likelihood attributed to each hypothesis being true. A hypothesis could be
a logical, numerical, or a natural language proposition that explains some feature of a
(logical, statistical, or real-world) system. A single hypothesis, hi, comes from a larger
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Figure 2 . Flowchart showing two ways motivations can shape belief reporting. Diagram A is
the motivated reasoning account. The dashed arrow captures direct influence of motivations
on inferential machinery. Previous research doesn’t specify how this happens. Diagram B
is the Bayesian decision-theoretic account. It shows how utilities can exert influence on
first-order doxastic representations to generate a second-order belief.

set of hypotheses called a hypothesis space, H. The hypothesis space expresses a set of
hypotheses which partition a set of possible worlds as either true (i.e., actual) or false,
where “possible worlds” just means different ways the world could be. Let hi ∈ H be a
hypothesis from a hypothesis space.

People deliberate about hypotheses given data, which needs to be reflected in the
framework. We need to computationally define how evidence is integrated with prior beliefs.
Bayesian updating is a normative framework for doing this. Bayes’ Theorem describes how
to update the perceived probability of certain hypothesis, hi, given new data. It is composed
of three parts: a prior P(hi), a likelihood P(d|hi), and a normalizing constant given the
observed data P(d). When a prior is not conditioned on utility-information, we say it’s a
normative prior. Normative priors are the basis of the Bayesian decision model which we
describe at the end of this section. The motivated reasoning model uses non-normative
priors because they are dependent on utility information.

Let d ∈ D be a representation of some data d sampled from a “data space” D. For
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instance, if this summer is warmer, d, than previous years D, a reasoner would need to
update their beliefs about how hot summers are likely to be. Data is evidence that can
be integrated to generate doxastic states. We can express the updated probability in their
hypothesis hi given d using Bayes’ Theorem:

P(hi|d) = P(d|hi)P(hi)
P(d) (1)

where P(d) is a normalizing constant, that scales the computed posterior values so
they sum to one and form a probability measure. Modelers often disregard the probability
of the data and leave the posterior unscaled because doing so leaves the relative credences
unchanged and simplifies the computations. The posterior calculation can therefore also be
simplified to:

P(hi|d) ∝ P(d|hi)P(hi) (2)

Bayesian updating is the normative process (that is, it satisfies the axioms of proba-
bility theory) for integrating information into belief states. It is uncontroversial that beliefs
updated using this method satisfy the norms of theoretical reason (Vineberg, 2022). We’ll
denote doxastic states that are only updated on the data as first-order beliefs. They are
outputs of the Bayesian updating module from the computations in Equation 2 above.

Motivated reasoning: Directional priors affect evidence integration. In
the Bayesian-decision model, which we’ll detail after this section, normative priors—priors
which are not impacted by motivation—dictate how evidence is integrated to form a first-
order belief. This is in contrast to the common account of motivated reasoning, which
assumes that people are theoretically irrational when motivations shift how they compute
their first-order beliefs. In this paper, we develop a motivated reasoning model which we
think best characterizes how social psychologists have qualitatively described motivated
reasoning. We assume motivation biases the construction of first-order beliefs by direct-
ing prior credences to sample data for hypotheses ascribed higher utility. To instantiate
this assumption in a computational theory, we define directional priors, prior credences
conditioned on utilities. Directional priors weight the prior probability of hypotheses by
their utilities. They can be defined more generally as P∗, where one’s prior credence in a
hypothesis hi is conditioned on its cognitive utility uhi

:

P∗(hi) = P(hi|uhi
) (3)

We can turn to Equation 2 to understand how directional priors lead to motivated
beliefs. Evidence updates a posterior by multiplying the prior and the likelihood. The
likelihood quantifies the amount of information a piece of evidence has, conditioned on a
hypothesis being true. In other words, how much learning should happen given data under
each hypothesis. Priors, on the other hand, encode the a priori probability a reasoner
attributes to each hypothesis being true. The likelihood cannot be interpreted indepen-
dently of the prior because the prior dictates the extent to which the likelihood function
will shape a first-order, posterior belief. Credences sampled from P∗ violate the norms of
theoretical reason because typical accounts of motivated reasoning assume that directional
utilities should not shape first-order beliefs (Kunda, 1990). Note that revisionist accounts
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of rationality may disagree with this claim (Lieder & Griffiths, 2020). From a modeling
perspective, we need to specify a P∗ that best suits a given domain. This requires estab-
lishing some mathematical relation between utilities and prior credences. To illustrate, in
the next section we define, implement, and simulate predictions from Bayesian models with
“optimal” and “motivated priors.” We show how P∗ can be defined as a Beta distribution.
In this motivated reasoning model, an expectation is equal to the expected relative utility
of a hypothesis. We simulate predictions with varying utilities to demonstrate how they
impact the model’s credences.

Thereafter, we provide a toy example of a study which could distinguish motivated
reasoning from practical reason where we measure the parameters discussed above. We
relate two models, the motivated reasoning model and a Bayesian decision model, to this
toy study to show how a study structured this way may be able to distinguish motivated
reasoning and practical reason.

Second-order processes

Computing the expected utility of beliefs. The framework we present describes
how utility information can alter doxastic states and produce second-order beliefs to gener-
ate belief reports. We now describe an expected utility account of how second-order belief
states can be derived from a posterior computed using normative priors. Note that theo-
retical rationality says nothing about second-order beliefs, so this step only applies to the
Bayesian-decision model. We will first describe how expected utilities can be computed for
hypotheses and then describe how to incorporate Bayesian inference in this model.

We’ll write the expected utility of reporting hi as:

EU(hi) = P(hi)U(hi) (4)

where P(hi) is the probability that a given hypothesis hi is true, and U(hi) is the utility the
reasoner attributes to hi being true. For instance, adopting a new belief can be sensitive
to consequences (Williams, 2021), such as maintaining or severing ties to one’s social group
(Kahan, 2013). Social consequences broadly, and the maintenance of the ties we form to our
social groups particularly, have utilities. Consider a reasoner forming a belief about climate
change. The consequences of believing in human-caused climate change is the summation
of the consequences of believing that proposition is true. What does that mean? Some
consequences could be increased business regulation, gasoline taxes, and being discouraged
from air travel unless it is necessary. There are further consequences, of course, such as the
social relationships we maintain as a result of taking a side on a “controversial” issue.

How may we operationalize this? A reasoner may encounter a set of K outcomes (or
prospects) when believing hi, which can be expressed as chi

⊆ C(H). We use c to denote
outcomes because they can understood as real-world consequences the reasoner attributes
to a hypothesis being true. These symbols say the outcome of the hypothesis hi is within
the set of all possible outcomes. Individual outcomes associated with hi are further indexed
by ck

hi
∈ Chi

. The notation for ck
hi

can be understood as follows: the subscript, hi denotes
which hypothesis a given outcome belongs to (here, hi) and the superscript, k denotes the
indexing within the set of outcomes belonging to the hypothesis. Therefore, ck

hi
means the
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kth outcome given hypothesis hi. The reasoner needs to index a hypothesis’ outcomes in
order to compute U(hi).

Outcomes occur with some degree of uncertainty and this uncertainty can vary as
a function of the credence in a hypothesis. For instance, a pro-vaccination parent and an
anti-vaccination parent may attribute similar costs to potentially negative consequences of a
vaccine (e.g., their child getting sick from a vaccine dose), but anti-vaccination parents may
assume the negative consequence are more likely than the pro-vaccination parent (Horne,
Powell, Hummel, & Holyoak, 2015). We need to encode this uncertainty with a probability
measure. In English, the expression below means the joint probability of hi being true and
the probability of possible consequences of hi manifesting as a result (being caused by the
actuality) of hi. We can rewrite P(hi) as the probability of the conjunction of hi and its
associated outcomes as chi

as the joint probability P(hi, chi
). We will expand out this joint

probability in the equation below using a conditional probability.
For generality, we can say that hi produces a set of k outcomes with computable

utilities. By extending Equation 4 above, we can express the utility of hi as a scaled
proportion of its credence and credence of its consequences. More concretely, given a set
of k outcomes to hi, ck

hi
∈ chi

, we can then write the expected utility of a hypothesis as a
function of the utilities associated with consequences conditioned on the hypothesis, which
are scaled by the probability that the hypothesis is true and that the consequences obtain:

EU(hi) = P(hi, chi
)U(chi

) = P(chi
|hi)P(hi)U(chi

) (5)

where we iterate over the possible outcomes and their associated utilities:

K∑
k=1

P(ck
hi
|hi)P(hi)U(ck

hi
) = P(hi)

K∑
k=1

P(ck
hi
|hi)U(ck

hi
) (6)

The preference of an outcome depends on the values of other possible outcomes
(Von Neumann & Morgenstern, 2007); all else being equal, people prefer outcomes which
yield the greatest relative expected utility. We need to express this as a relative expected
utility calculation (the expected utility of a hypothesis relative to the other hypotheses in
the hypothesis space). Rather than having a utility calculation for a hypothesis, we need to
normalize it for the sum of the consequences for all other hypotheses. This will allow us to
think more clearly about the utility between options (which option dominates the other).
We use the function z(hi) to define the relative utility for a hypothesis hi given the utilities
of the other hypotheses. The relative utility can be thought of as a scaled utility value,
where utilities for all outcomes are normed to be between the values of zero and one. We
define a relative utility function because it will be helpful when explaining computations in
the cognitive models.

There are various ways a relative utility function can be computed as the shape of
this equation depends on the preference space (e.g., Regenwetter, Dana, & Davis-Stober,
2011) and other psychological mechanisms (e.g., loss aversion; Tversky & Kahneman, 1991).
Here, we describe the simplest relative utility function which is essentially a value of the
summation of outcomes for each hypothesis scaled by the summation of utilities for all other
outcomes for all other hypotheses. We are not saying this is the computational mechanism
for preference formation, but use this equation as an example to illustrate our framework.



MEASURING MOTIVATED REASONING 25

Let Ki = |Chi
| where |Chi

| denotes the total number of outcomes (or the size of the set of
consequences) for hi, then:

z(hi) = EU(hi)∑
hj∈HEU(hj) =

P(hi)
∑

k∈Ki
P(ck

hi
|hi)U(ck

hi
)∑

hj∈H P(hj)
∑

k′∈Kj
P(ck′

hj
|hj)U(ck′

hj
)

(7)

Here, z(hi) is the relative expected utility function which will compute the utility of a hy-
pothesis relative to the other hypotheses under considerations (i.e., hj ∈ H). This is why
in the second part of the expression (i.e., U(hi)∑

hj ∈H U(hj)) we compute the utility of hi in the

numerator (i.e., U(hi)) and divide it by the summation of utilities for the remainder of the
hypotheses in the denominator. This is somewhat handwavy as a hypothesis in the abstract
doesn’t have a utility per se, rather it is represented as being evidence for possible outcomes
that do have a real-world, computable utilities. So in the third part of the equation, we ex-
pand out the equation to make this fact explicit. This is an application of Equation 6, where
the expected utility of hi is equal to the summation (from 1 to K outcomes) of the joint
probability of a hypothesis and its outcome, multiplied by the utility of those consequences.
This is just an application of Bayes’ rule: the joint probability P(h, chi

) is equal to the prior
probability of hi (P(hi)) multiplied by the probability of the outcome chi

conditional on the
credence in hypothesis hi. We’ll assume for simplicity that people often attempt to hold
hypotheses that are maximally rewarding. Stated another way, people generally aim to
maximize the expected utility they perceive as being a consequence of holding a hypothesis.
We are not specific when describing how to compute a utility function, because there are
various ways to do so (Maher, 1993). For instance, a reasoner may consider a trade-off be-
tween a concern for accuracy (which leads to accepting hypothesis with high probabilities)
versus informativeness (lower probability). A utility function capturing preference for one
desideratum over the other is a cognitive utility function, as it ascribes utility-values to the
outcomes of a hypothesis being true.

In its current form, the framework shows how utility information can be incorporated
into the selection of hypotheses. When a hypothesis is selected given this processes, we call
it a second-order belief. We interpret this process as a second-order sampling of a posterior
scaled by a utility calculus. Utility information can lead to divergences in belief reports
(when conditioned on identical data) in one of two ways: (1) When reasoners set different
utility values to different outcomes and (2) when reasoners infer different likelihoods of
consequences obtaining.

Consequently, the hypothesis h∗ (the sampled second-order belief) is that which max-
imizes the expected relative utility calculation in Equation 7:

h∗ = max
hi∈H

z(hi) (8)

The expected utility of a hypothesis is by definition a function of the likelihood of
that hypothesis being true, scaled by the utility of its outcomes being true. Therefore,
as Equation 8 states, the hypothesis with the largest relative expected utility is the one
that maximizes these two constraints (i.e, the likelihood of being true scaled by the utility
of its trueness). To be precise, the actual belief a reasoner reports is the degree of belief
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(subjective probability of truth) they assign to the maximizing hypothesis h∗ being true,
P(h∗).

Incorporating Bayesian inference when computing second-order beliefs.
By integrating Bayesian updating in our expected utility framework, we get the Bayesian
decision framework, with the three factors stated above (i.e., the likelihood, the prior, and
the utility):

EU(hi|d) = P(hi|d)U(hi) ∝ P(d|hi)P(hi)U(hi) (9)

Equation 9 is an extension of Equation 5 in which P(hi) is replaced with the posterior
of hi given d. Therefore, the expected utility of a hypothesis is updated via Bayes’ Rule to
incorporate learning new data.

We can then expand Equation 9 to its fully expressed form:

EU(hi|d) = P(hi|d)
∑

k∈Ki

P(ck
hi
|hi)U(ck

hi
) ∝ P(d|hi)P(hi)

∑
k∈Ki

P(ck
hi
|hi)U(ck

hi
) (10)

This equation states that we will update the utility in line with Bayesian updating.
Further, people will report the belief which maximizes utility in this equation, given a utility
calculation and an integration of data where the reasoner reports the belief h∗ given data.
We calculate that value with this expression:

h∗ = max
hi∈H

z(hi|d) (11)

This function maximizes the relative utility over the hypothesis space, given observing a
new piece of data d. This is how a reported belief is calculated in our framework.

An implication of our proposal is that reasoners weigh the Bayes factor of a hypothesis
against the relative utility of an opposing hypothesis. In effect, weighing evidence against
utility. This result has important implications (and makes testable predictions) for how we
think about concrete examples like how people form beliefs about climate change, vaccines,
and the like. Consider a case where a reasoner has to decide what to believe between two
hypotheses h1 and h2 given data d and utilities of the consequences of U(ch1) and U(ch2). In
this framework, EU(h1) = P(h1|d)U(ch1) and EU(h2) = P(h2|d)U(ch1). And our central
claim is that if EU(h1) > EU(h2) then the reasoner will decide on h1. This is because the
reported belief h∗ is the hypothesis hi with the largest value. We discuss this result in the
model simulation section.

How do motivation-representations affect beliefs?

As shown in Figure 2, a reasoner evaluates evidence for or against their beliefs in
generating a belief report. One way directional motivations could impact belief updating
is by shaping evidence representations in the Beta-Bernoulli model. This is the view tac-
itly assumed by much of the research on motivated reasoning. In contrast to this view,
directional motivations can alter one’s decisions after integrating the evidence to construct
a first-order belief. Motivations shape second-order belief representations after a Bayesian
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model optimally transforms evidence to a belief. In the motivated reasoning model, first-
order beliefs encode directional information. In the Bayesian decision model, first-order
beliefs do not encode directional information — this is a key difference between the models.

In the former case, directional goals “corrupt” first-order beliefs (but again, see Lieder
& Griffiths, 2020). In situations in which this occurs, it is possible then, for example, that
encouraging people to attend to the accuracy of headlines they read could lead to better
sampling of the evidence and in turn better judgements about the truth or falsity of the news
(Pennycook, 2022; Pennycook & Rand, 2021). However, in situations where directional goals
affect belief reports after evidence integration, these interventions may not be as effective
– we return to this point in more detail in the Implications for developing interventions
aimed at correcting misconceptions section of the paper. These are not mutually exclusive
possibilities in that the effects of motivation could manifest both at the stage of updating
and after evidence representations are formed.

These two paths of influence have different implications from the standpoint of ratio-
nal updating: Directionally motivated reasoning could be a violation of theoretical reason,
where rational norms demand our first-order belief states match the way the world really is
(once we know a mismatch is present). Alternatively, it may be a belief report is actually a
decision that is the result of utility-sensitive Bayesian updating, and this decision conforms
to the norms of practical reason because it is uncontroversial that decisions should take into
account doxastic and utility considerations (Maher, 1993; Von Neumann & Morgenstern,
2007; Wallace, 2020). Both of these cases are realizable in the computational models we
described above.

In Table 1, we summarize the assumptions and consequences of the Bayesian decision-
theoretic framework outlined above.
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Table 1
Summary of assumptions and consequences of the Bayesian Decision-Theoretic Framework.

Assumptions Consequences

– The factors that shape people’s beliefs
include priors, likelihoods and utilities

– Bayesian decision-theoretic framework
generates belief reports as a function of
these three factors

– Utility is computed separately
from posteriors given data

– Representations of uncertainty are
separated from utility calculations

– Directional motivations can
impact evidence representations
directly or indirectly

– Directional motivations can violate
norms of theoretical reason or
conform with norms of practical
reason

Model simulations distinguishing motivated reasoning from practical
rationality in a toy experiment

How can researchers design experiments to study motivated reasoning in light of the
Bayesian decision-theoretic framework? The details of researchers’ questions will dictate
the answer, but we think it’s still possible to offer some general guidance.

One way to measure the impact of directional goals on the sampling of evidence and
the construction of a second-order belief is to (1) sequentially present evidence for a hypoth-
esis and (2) ask participants about their memory for the amount of evidence which supports
one of two hypotheses, where a distinguishing feature of one hypothesis is it yields a reward.
There are established designs in psychophysics where the experimenter systematically varies
decision thresholds by assigning different reward-values (i.e., utilities) to the outcomes (e.g.,
Wickens, 2001). In this design, the experimenter induces a directional goal. A virtue of
inducing a directional goal is that participants will not have predetermined expectations
about the likelihood of the data under each hypothesis, so the effects of participants’ priors
will be more easily quantified. That is, inducing a directional goal would make it easier to
assume that the prior distribution is approximately flat.

In the design described above, researchers could distinguish practical reasoning from
motivated reasoning based on inferences about people’s decisions. For example, if their
memory for the evidence is accurate (or not systematically biased towards a directional
goal), but their decisions nonetheless indicate they’ve incorporated the utility of holding
the hypotheses with the larger reward, this could indicate they are reasoning in a prac-
tically rational way. In Table 2 we list a series of features of experimental designs which
both capture typical ways people form beliefs about the world and would be necessary to
incorporate to distinguish motivated reasoning from practical reason.

In the remainder of this section, we spell out this proposed toy experiment further.
The purpose of this experiment is to highlight how the Bayesian decision-theoretic frame-
work differentiates motivated reasoning and practical reason in a constrained setting. Our
goal is not to provide empirical evidence that—as a matter of fact—people are reliably prac-
tically rational rather than engaged in motivated reasoning, or make any other similarly
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Table 2
Key features of belief formation in naturalistic settings.
• People accumulate evidence about a hypothesis before they make a decision. This
means one’s memory of the evidence can impact what they believe.

• People might perceive evidence as being consistent or inconsistent with what they want
to believe. Evidence can also be ambiguous under hypotheses they are considering.
Either way, people can make decisions despite their level of uncertainty.

• Individual pieces of evidence are not necessarily definitive. That is, they may support
a hypothesis, but rarely outright confirm or reject a hypothesis.

• People do not receive immediate feedback about whether their judgements are correct,
but they do anticipate the consequences of assent or dissent towards a hypothesis.

• For many beliefs of interest to people, there is some utility associated with endorsing
a hypothesis.

• People’s directional goal for an outcome could be relatively weaker or stronger (i.e.,
the utility associated with a given outcome could vary), which suggests the need to
investigate how different rewards impact the accuracy of people’s beliefs.

broad claims. This question can only be answered with respect to a specific context once re-
searchers have measured people’s priors, their utility functions, quantified the evidence, and
compared their behavior against a mathematical benchmark based on principled reasons.

Experimental setup

We built two computational models that simulate credences in situations where utili-
ties and evidence can impact beliefs. The motivated reasoning model uses directional priors,
which encode utility information for the hypotheses. The Bayesian decision model incorpo-
rates utilities after sampling credence values in an additional belief-report step based on an
expected utility calculation. We run these models through a toy motivated reasoning exper-
iment. We discuss how each model can yield a similar decision even though the underlying
representations which produce this decision differ.

As we’ve discussed, psychologists often measure participants’ prior beliefs towards a
hypothesis hi before they’re presented with evidence. Alternatively, participants can be
presented with base-rate information so the prior distribution is easier to quantify. In this
toy experiment, our models are presented with a series of facts, some of which support a
hypothesis hi and some of which support an alternative hypothesis. We treat the number
of facts (i.e., evidence count) supporting hi as a discrete random variable, evworld, sampled
uniformly from values ranging from zero to five. We represent this mathematically as
evworld ∼ unif [0 : 6]. We sample from a uniform distribution because in the imagined
current experiment, the models have no prior expectations about the distributions of the
evidence under each hypothesis.

In studies of motivated reasoning, participants are motivated to believe one hypothesis
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over another. For example, they are motivated to believe that their political party has the
right economic policy (Caddick & Rottman, 2021). We quantify this motivation using a
utility function, which maps world states (e.g., the actuality of a hypothesis hi) to utility
values. We set the utility of hi being true equal to three, U(hi) = 3 and the utility of ¬hi,
equal to one, U(¬hi) = 1. The numbers themselves are somewhat arbitrary; the point is
only that the perceived utility of one hypothesis being true is higher than the utility of
its negation being true. Consequently, in the present toy experiment, each model’s prior
expectations are manipulated independently of the prior distribution – a feature that is
atypical of most experiments examining motivated reasoning (e.g. Ditto & Lopez, 1992;
Lord et al., 1979; Nyhan et al., 2014), but a feature which simplifies our ability to quantify
the unique impact of both the prior distribution and the utility function.

Assume a reasoner is deciding between reporting they believe a hypothesisH or notH
(denoted as ¬H). Both hypotheses have some probability of being correct. If the reasoner
reports the correct hypothesis, they get a reward. The probability and reward structure for
these hypotheses follows:

H : (pH = 0.5, uH = 3)
¬H : (p¬H = 0.5, u¬H = 1)

Assume the reasoner encounters a discrete count of evidence di forH being true. What
should their posterior credence inH be? Rational choice theory says agents should maximize
their expected utility, but what are the agent’s internal credences? The two accounts we
discuss differ in how di impacts credence in H, and provides competeting answers. The
Bayesian decision model incorporate utilities after first-order beliefs are constructed in a
second-order inference step. For this example, we define the Bayesian-decision prior in H as
the normative prior, or simply, pH . In the motivated reasoning model, priors are directed
by the perceived utility of a hypothesis.

There are many ways to model how utilities could influence the prior distribution, but
we will consider the simplest possible case, where P ∗ equals the expected relative utility:

P∗(H) = pHuH

pHuH + p¬Hu¬H
= 0.5× 3

0.5× 3 + 0.5× 1 = 3
4 (12)

The directional prior in ¬H is simply 1− P(H), or its relative utility z(¬H). In this
simple case, increasing the utility of reporting H linearly updates – or directs – the prior
credence in H.

The expectation of β(a, b) is a/(a + b). Consequently, setting aprior = uH and
bprior = u¬H allows us to define a probability distribution over credences with the de-
sired expected value. This modeling choice allows us to not only include uncertainty when
sampling credence, but also demonstrates a path for developing statistical models that can
be fit to behavioral data. Directly equating a and b parameters to utilities is only possible
when utilities are integers (the β distribution takes integers as inputs) and when the nor-
mative prior is uniform. We will not cover here how we might solve systems of equations
for finding a and b values for other utilities and priors.

While this model may be limited, it serves as a useful illustrative example. To help
gain an intuition for why instantiating a directional prior as a β distribution may make sense,
consider the shape of the distribution for different combinations of a and b. When a = b = 1,
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the utilities are equal, and the β is uniformly distributed. When a < b, uH > u¬H , and
credences favoring H are more probable. Conversely, when a > b, uH < u¬H , and credences
favoring ¬H are more probable. In the Bayesian-decision model aprior = bprior = 1.

Because the β distribution is conjugate to the Binomial distribution, we can update
beliefs using Bayes rule analytically given a discrete count of evidence i (out of n trials) for
H. By updating the parameters of the β distribution to aposterior = i and bposterior = n−i+1,
we can then sample a posterior credence (first-order belief).

Results from toy experiment

In Figure 3 and Figure 4, we simulate predictions for the motivated reasoning model
and the Bayesian decision model. These simulations show that the motivated reasoning
model has a boost in credence for H for each evidence count. In contrast, in the Bayesian
decision model, because utilities affect second-order beliefs (i.e., after a credence is con-
structed), the credence function is normative. Stated another way, utilities do not impact
credences directly. Divergences from this line shows how much a utility impacts a credence
at a given evidence count.

After a credence is constructed, we assess an output against the norms of practical
rather than theoretical rationality. In behavioral tasks, psychologists measure second-order,
belief reports which represent a combination of both a credence and a decision to assent to
a hypothesis (Maher, 1993). The Bayesian-decision theoretic model describes how internal
credences produce belief reports. In Figure 4, we plot the probability of deciding on H (the
higher utility hypothesis), which shows that the utility of the hypothesis affects the model’s
decision to choose it. Even though the probability of choosing a hypothesis varies as a
function of utility, as shown in Figure 3, the internal credence—the posterior probability
representing the model’s first-order belief—is unaffected. These simulations show that a
Bayesian decision model can generate credences which conform to the norms of theoretical
reasoning while executing decisions that can, on the surface, look like prototypical instances
of motivated reasoning. Thus, we see that the model’s credences can diverge from its belief
reports, a situation which can be practically rational when the evidence for the hypotheses
are uncertain, but a reasoner needs to make a decision (Maher, 1993).

These models can therefore serve as a framework for distinguishing motivated reason-
ing and practical reason. As we discuss in the section on implications for intervention
development, distinguishing cases of motivated reasoning from practical reason can affect
how we choose to correct misconceptions. But as should be clear, the ability to distinguish
these cases requires measuring and quantifying the prior distribution, the evidence partici-
pants are considering, and the utilities people assign to accuracy and directionality. As we
discuss in the next section, the bulk of the previous research on motivated reasoning doesn’t
measure these key representations which obscures the underlying cognitive processes.
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Figure 3 . Credences sampled from three models. Two motivated reasoning (MR) models
and one Bayesian-decision theoretic (BDT) model. The motivated reasoning models sample
credences in favor of higher utility hypotheses when compared to the (normative) Bayesian
decision model. In the MR model, as the u(H) grows, so does its credence.
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Part III

Implications of the Bayesian decision
framework
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Measurement implications: A new perspective on measurement of motivated
reasoning

In this section, we aim to provide a snapshot of what researchers studying motivated
reasoning have typically measured to guide the development and modeling of future studies
examining motivated reasoning. Let’s start by making a few general claims about work
on motivated reasoning. One claim in the enormous and varied literature on motivated
reasoning is that motivations exert “direct effects” on people’s ability to represent informa-
tion for or against their beliefs, and as a consequence, people fail to update their beliefs as
they should (e.g., Hart & Nisbet, 2012; Kunda, 1990; Little, 2021; Taber & Lodge, 2006).
It is worth noting that much of the research on motivated reasoning has been conducted
in social psychology, which primarily relies on verbal theories which examine the relation
between the inputs (data) and outputs (belief reports), while treating the processing that
links the two as a difficult-to-quantify black box (but see Austerweil & Griffiths, 2011; Cook
& Lewandowsky, 2016; Jansen, Rafferty, & Griffiths, 2021; Jern et al., 2014; Little, 2021).
These links are sometimes instantiated in mediation or structural equation models, and re-
searchers make informed conjectures on the basis of these models, but we think it is fair to
say the conjectures rarely rise to the level of making predictions which could be compared
against a computational model. We are going to use our framework to discuss how their in-
ferences about the effects of motivation on belief updating have not been adequately tested,
in part, because what has been measured in their experimental designs and the modeling
strategies used in this research preclude the possibility of doing so (Little, 2021).

We will consider a series of experiments where participants were presented a ficti-
tious health outcome that had positive or negative health implications depending on the
experimental manipulation (Ditto & Lopez, 1992; Ditto et al., 2003, 1998). We alluded
to this series of experiments in the introduction of the paper. Ditto and colleagues (1992;
2003; 1998) told participants they were testing their saliva for a “TAA enzyme,” which was
supposedly linked to favorable or unfavorable health outcomes. In the TAA-negative con-
dition, participants were told that having this enzyme would make it less likely for them to
develop pancreatitis (a favorable health outcome), whereas in the TAA-positive condition
participants were told they were more susceptible to pancreatitis (an unfavorable health
outcome). The experimental procedure included asking participants to put their saliva on
a color-changing strip of paper which tested for the presence of a TAA deficiency.

In one version of this experimental setup, participants were provided base-rate infor-
mation about the prevalence of TAA in the general population. This manipulation entailed
telling participants base-rate information either before or after they self-administered the
enzyme test. In the high probability condition, 1 in 3 (33%) people had the TAA enzyme
whereas in the low probability condition, 1 in 20 (5%) had the enzyme. The authors found
that the base-rate information (which they interpreted as the prior probability) impacted
participants’ beliefs in expected directions –– those in the high probability condition re-
ported greater likelihood of having the enzyme and vice versa. However, participants who
believed TAA enzymes to be deleterious to their health reported that it was less likely
they had the enzyme than participants who believed TAA enzymes would lead to favorable
health outcomes. This finding suggested the impact of directional motivation on people’s
beliefs because participants interpreted the outcome of the TAA-deficiency test to maintain
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the belief that they are, in fact, healthy.
In another version of the experimental setup, the researchers manipulated the like-

lihood of false positives. When describing the test, participants were told that unusually
high or low blood sugar levels could affect the reliability of the test. Participants in the
TAA-negative condition showed no sensitivity to the probability of blood sugar as an al-
ternative explanation for their test result, but participants in the TAA-positive condition
did. The use of this alternative explanation (Powell, Weisman, & Markman, 2022) in some
cases but not in others again suggests participants were engaged in motivated reasoning.

How should we understand these results, including what’s been measured, in the
context of a Bayesian decision-theoretic framework? First, we see that although participants
were given base-rate information, the sample was primarily undergraduate students. While
this is not a unique problem to this series of studies, it presents a unique problem in the
current experiment. For example, undergraduate students are mostly healthy and thus
might correctly balk at the purported evidence that is inconsistent with what they know
about their health. Namely, they are young and thus very likely to be healthy. Consequently,
it would be surprising to find out they were secretly unhealthy. In effect, although base-rate
information has been communicated to participants, this isn’t the entirety of the prior which
would inform how one would expect participants to interpret data they are presented with.
For example, the authors would also need to measure the participants’ perceptions of their
own health, in addition with the base-rate information, to quantify the extent to which the
participants’ posterior reflects the evidence they are provided, base-rate information, and
the more complete prior distribution.

Thus far, we’ve focused on how differences in an undergraduate’s prior in their own
health could correctly impact their interpretation of a test result. For simplicity, we will
assume that the amount of evidence provided by the test itself is quantifiable, and so under
the Bayesian decision-theoretic framework we laid out above, the remaining open question
is how the utility of holding a certain belief could alter the interpretation of the results of
the studies.

It is clear in these experiments that the utility functions over “being in good health” or
“possibly developing pancreatitis” have gone unmeasured. This fact alone makes it difficult
to determine the extent to which the utility has been inappropriately incorporated into the
decision to discount the test result. Belief reports are decisions. To evaluate these decisions
we need to compare perceived utilities of the outcomes scaled by the posterior distribution
against a mathematical benchmark. Can we infer these utilities? People differ in the utility
they ascribe to being healthy: Some people smoke and some do not, despite the evidence
that smoking is a strong predictor of poor health outcomes. Some people exercise and eat
nutritious food, and some do not. The point is the utilities about how healthy one cares to
be vary, which reflects the utility function over that outcome. On our account, this must be
measured to understand how and whether utilities are changing the way evidence is sampled
or being rationally integrated into a belief report.

Our aim here is not to single out any particular set of research, but rather demon-
strate how measurement of specific information is necessary to understand the underlying
mechanisms producing a belief report. We’ve argued psychologists need to measure people’s
prior beliefs, how people weigh the evidence presented (and this needs to be quantified),
and the utility they assign to holding certain beliefs. In our minds, it is exceedingly likely
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people engage in pernicious forms of motivated reasoning that lead them to sample from
the relevant evidence inappropriately, and the above studies may well suggest this is true as
well. However, to more firmly establish this claim, we need to measure and precisely quan-
tify several key ingredients to distinguish cases of motivated reasoning as they have been
traditionally construed from cases where participants show practically rational sensitivity
to the utility of holding a particular belief.

In the next section, we go beyond considering a handful of cases. We summarize
what’s been measured in a larger number of papers on motivated reasoning from the past
four decades (1970-2022). To be clear, an exhaustive meta-analysis of work on motivated
reasoning is not the main focus here. Rather, we hope that this snapshot of the current
state of the motivated reasoning literature can help shape future work in the field.

A snapshot of what is measured in research on motivated reasoning

We conducted two rounds of searches on Google Scholar, the first used keywords
such as “motivated reasoning” or “motivated cognition”, “belief polarization” and “backfire
effects” or “boomerang effects” to find the most widely cited experiments across various
fields (e.g., social psychology, cognitive science, economics, communication, political science,
marketing) in peer-reviewed journals between the years 1990-2020. The second search
used keywords like “persuasion” and “biased reasoning” for papers prior to 1990, because
researchers more typically used this terminology then.

For both searches, our inclusion criteria was that a paper must have one or more
experiments to test the presence of motivated reasoning. We did not set any explicit bench-
marks for the number of participants, research area, and type of research design. We created
a summary table which included author names, paper titles, primary findings, authors’ ex-
planations for their findings, and any additional relevant information for each study. This
information is located in the supplement. Of central interest was what most research on
motivated reasoning has measured. Under the Bayesian decision-theoretic framework, re-
searchers need to quantify prior beliefs, evidence, and the utility associated with accuracy
and directional goals to distinguish motivated reasoning from practically rational behavior.

We operationalized priors across these studies as the beliefs held by people before
participating in the experiment (e.g., pretest beliefs). We conceptualized the quantification
of evidence as the numeric weight assigned to the evidence presented within each experi-
ment. For instance, we marked an experiment as having quantified evidence if participants
were presented evidence in the form of statistical data or percentages (e.g., Baekgaard,
Christensen, Dahlmann, Mathiasen, & Petersen, 2019). Accuracy goals motivate people to
seek out relevant evidence to form a true belief, whereas directional goals motivate people
to evaluate evidence to support existing beliefs and perspectives. We noted these constructs
as having been measured if the researchers either measured or manipulated constructs that
even roughly approximated utility. To be maximally charitable in our coding of what re-
searchers measured, we marked a paper as “successfully” measuring a given parameter if in
any of the tasks, experiments, or conditions claimed the parameter to have been measured.

To be clear from the outset, we are not attempting to argue that purported cases of
motivated reasoning are in fact instances of practically rational Bayesian decision making.
Instead, Table 3 is meant to help assess whether current literature can test this question at
all.
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Table 3 provides a snapshot of the factors that are often measured in research on
motivated reasoning. We’re reluctant to draw firm conclusions based on this review alone,
but we can conjecture that it is rare for papers to measure all of the parameters in our
framework (i.e., prior, evidence, utilities). It also appears that researchers measure people’s
priors and the evidence more frequently now than they once did. Consequently, against the
backdrop of our framework, the current state of what’s measured in the literature and their
findings will make it difficult to distinguish not only Bayesian updating from motivated
reasoning (Jern et al., 2014; Little, 2021), but also practical rationality from motivated
reasoning. This snapshot indicates that more needs to be measured to understand when
and where people are engaging in motivated reasoning.

Guidance on measuring priors and utilities

We should acknowledge that it’s an open question how to measure each of the pa-
rameters in our framework. Entire psychometric careers are made on trying to pin down
the best ways to capture people’s priors in a task, or attempting to measure people’s utility
functions. Researchers have made progress on these questions, but an extensive discussion
of each of these issues is beyond the scope of the paper. Nonetheless, we’ll point the reader
to sets of papers which have addressed the estimation of prior distributions and utility func-
tions. We leave it up to researchers to determine how best to quantify the evidence they
present participants.

Measuring a prior distribution. Psychologists have typically measured prior
distributions in one of two ways. First, they measure pretest attitudes (or a network of
pretest attitudes) in a longitudinal design using Likert scales (Horne, Powell, Hummel, &
Holyoak, 2015; Miske, Schweitzer, & Horne, 2019; Powell, Weisman, & Markman, 2018).
Second, they provide participants with base-rate information. These are reasonable starting
places for measuring a prior distribution, but some care needs to be exercised. For example,
beliefs are often related to each other coherently, so it’s likely researchers need to measure
more than a single focal belief (Jern et al., 2014; Powell et al., 2018). It’s been demonstrated
that, in some cases, people update their beliefs more optimally than it may initially appear
once we understand how a network of beliefs is structured (e.g. Cook & Lewandowsky,
2016; Gershman, 2018; Jern et al., 2014; Powell et al., 2018). Likewise, providing base-
rate information could be sufficient so long as this exhausts the information participants
bring to bear in the study; that is, people have no other unmeasured expectations about the
likelihood of the data in the task. A third, though less typically relied on method in research
on motivated reasoning, is to create a task where researchers can assume a participant’s
prior distribution is flat. This might be possible by inducing a motivated reasoning context
rather than studying a domain where a prior distribution will be necessarily strong (e.g.,
vaccines or climate change; Cook & Lewandowsky, 2016; Kahan et al., 2017; Nyhan et
al., 2014). This was the approach we proposed in the toy experiment described in the
modeling section of the paper. Whatever the strategy a researcher chooses to employ, for
researchers to compare behavior against a mathematical benchmark, we need to explicitly
quantify the prior distribution and this could be comparatively more difficult using different
measurement strategies (e.g., relying on Likert scales vs. providing participants with base-
rate information). Finally, we must acknowledge that there are longstanding disputes about
how to measure or specify a prior distribution – known as the “problem of priors” (e.g.,
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Easwaran, 2011). We cannot overlook these issues when choosing a measurement strategy.
Measuring a utility function. People assign different utilities to different out-

comes. For instance, if we place a bet in a game of chance and win, all else being equal,
this outcome has higher utility than if we placed a bet and lost. The utilities people asso-
ciate with the same consequences also vary – for instance, an ultra-wealthy person might be
approximately indifferent to winning a bet whereas we would not (academics are not ultra-
wealthy). Economists and psychologists have measured utility functions in several ways, but
they bear some important similarities (see Alchian, 1953; Farquhar, 1984). For example,
economists have measured preferences by having participants compare hypothetical choices,
including choices where the certainty of the outcome is manipulated (Halter & Mason, 1978;
Mellers, Schwartz, Ho, & Ritov, 1997; Robison, 1982). A key goal across these measurement
approaches is the estimation of indifference points, where participants are asked to modify
their responses until they indicate indifference between the given alternatives (e.g., Luce,
1991). Economists have developed multiple methods for determining participants’ indiffer-
ence curves. First, the probabilistic equivalence method is a method where researchers ask
a decision maker to determine the probability for which they are indifferent to obtaining
a certain outcome given two alternatives. Second, the value equivalence method is where
researchers ask a decision maker to modify the value they assign to one of two outcomes
until they are indifferent about the outcomes. Third, the certainty equivalence method is
where researchers ask a decision maker to provide the amount of payoff they are certain
would make them indifferent between two alternatives (Hershey & Schoemaker, 1985).

We should also consider several factors that can impact participants’ preferences (see
Halter & Mason, 1978). For instance, an estimate of risk aversion can be informative as
some risk properties indicate the implausibility of certain utility functions (e.g., Farquhar,
1984; Tversky & Kahneman, 1974). Other issues in utility measurement stem from re-
searchers using descriptive theories of decision-making without first testing the validity of
these theories. For instance, contextual differences can affect people’s preferences for cer-
tain outcomes and people can display irregularities in their choices towards outcomes (see
Birnbaum, 1992; Regenwetter et al., 2011). Researchers conducting a preliminary analysis
of participants’ utility functions in a new domain might begin with questions about mono-
tonicity, boundedness, differentiability, continuity, risk attitudes, and other properties of
utility functions (Bleichrodt, Abellan-Perpiñan, Pinto-Prades, & Mendez-Martinez, 2007;
Farquhar, 1984).

The cases we’ve been particularly focused on are situations where people see the
formation of a belief as having a kind of utility (Maher, 1993); whether it means support
from one’s in-group or recognizing the implications of adopting a belief for one’s future
behavior (e.g., I think climate change is exacerbated by human activities and realize that
means I should take fewer international flights). While we don’t think it’s controversial
that adopting beliefs can have utilities, historically, behavioral economists and psychologists
have not measured these sorts of utilities as often. Still, techniques behavioral economists
have typically used to estimate utility functions can be adapted to assess the utilities of
forming a belief. For example, Botzen and colleagues (2012) measured risk beliefs and the
demand for low-probability, high-impact flood insurance, and found that people did not
behave according to a traditional expected utility model. Here, the researchers modeled
participants’ beliefs about their homes’ sensitivity to flood damage and indirectly measured
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their utility function using a willingness-to-pay measure (in this case, their willingness to
buy flood insurance). Similar measurement strategies could be adopted for beliefs with
applied outcomes (e.g., vaccine uptake), but also more abstract outcomes. For instance, a
researcher could measure people’s perceived utility of secrets being disclosed to one’s friends
(Slepian, 2022), or of acquiring new information more generally (Falk & Zimmermann, 2016;
Golman & Loewenstein, 2018).

We can see that there are several decision points when measuring a prior distribution
and estimating the perceived utility of holding a belief. The appropriateness of any of the
methods is context and topic dependent. Nonetheless, to resolve where in the reasoning
process directional goals influence people’s beliefs, we need to measure these parameters, a
difficult task but one which has seen substantial psychological advances.

This section highlighted a set of implications for the measurement of motivated rea-
soning and provided us with a snapshot of the current state of research on the topic. In the
next section, we discuss further implications of the Bayesian decision-theoretic framework,
ones which we think have been particularly overlooked by modelers providing alternative,
rational accounts of motivated reasoning – the development of interventions aimed at cor-
recting misconceptions.
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Implications for intervention development

Motivated reasoning, as we’ve defined it, is a situation where evidence representations
are biased by directional-goals. Researchers often appear to assume evidence representations
must be distorted by directional-goals when participants’ belief reports do not shift in ways
they seemingly ought to following intervention. On its face, this suggestion is plausible
because across many experiments, participants appear to hold onto their beliefs in the face
of evidence contrary to what they think. However, this research often leaves many of the
core representations unmeasured (see Table 3), and is thus unable to distinguish between
situations where people may have properly integrated the evidence before taking the utility
of holding that belief into account from situations in which motivations directly impacts
how people sample from the evidence. These are distinct situations that implicate different
sets of cognitive processes, which may demand altogether different kinds of interventions.

The distinction between practically rational behavior and motivated reasoning is not
merely a semantic issue but impacts how we may develop interventions that correct miscon-
ceptions. For example, it may well be that someone respects the norms of practical reason
and nonetheless believes that climate change is a hoax. Thus, even if a person’s reasoning
is rational under some set of norms, there could be a need for intervention as a matter of
public policy. As a consequence, effective interventions may take very different forms when
misconceptions are due to defects in one’s inferential machinery (i.e., so called “first-order
interventions”) versus when misconceptions arise because of second-order influences from
directional goals (i.e., so called “second-order interventions”). The goal of this section is
to explore how the Bayesian decision-theoretic framework may be applied to distinguish
between these two cases in order to guide intervention development.

We distinguish between two classes of interventions, first-order and second-order in-
terventions. First-order interventions aim to revise inputs to the belief-decision process,
typically (but not only) focusing on doxastic factors. For example, they could take the form
of a nudge to encourage participants to more accurately encode information (Bago, Rand,
& Pennycook, 2020; Pennycook & Rand, 2019), or by increasing trust in established bodies
of knowledge (Van der Linden, Leiserowitz, & Maibach, 2019; Van der Linden, Leiserowitz,
Rosenthal, & Maibach, 2017). First-order interventions operate on first-order beliefs and
aim to correct the alignment between internal credences and the way the world really is.
However, they need not focus exclusively on doxastic factors. For instance, interventions
highlighting utilities may incentivize reasoners to use accuracy goals when interpreting ev-
idence during reasoning (Kunda, 1990). This is a case where a utility focused information
is designed to revise inputs to a doxastic representation.

Second-order interventions, on the other hand, target second-order beliefs (and conse-
quently, belief reports), often by revising people’s perceived utilities associated with holding
a belief (although, second-order interventions need not always operate on utilities). For ex-
ample, education researchers have found that stating the real-world utility associated with
learning a piece of information is a strong driver of students’ eagerness to learn and remem-
ber that information (Hulleman & Harackiewicz, 2009; Soicher & Becker-Blease, 2020).
Second-order, utility focused interventions highlight the empirical consequences of a rea-
soner’s decision to hold a belief, and thus are designed to realign second-order beliefs after
doxastic information has been integrated. Second-order interventions aim to make salient



MEASURING MOTIVATED REASONING 44

how decisions to hold certain beliefs can facilitate achieving one’s goals.
First-order interventions are tested more frequently than second-order interventions.

The research paradigms most typically used in social psychology partially explain this trend:
Psychologists developing interventions often only measure first-order doxastic representa-
tions, focusing on how motivation biases sampling during the construction of an initial
credence. However, in cases where first-order interventions fail to shift people’s beliefs, it
is nonetheless possible there are other means of shifting people’s beliefs (Priniski & Horne,
2019). For instance, a more effective intervention might be developed by appreciating the
role second-order utility plays in affecting belief reports (Kahan & Braman, 2006; Kahan
et al., 2017).

To illustrate how the Bayesian decision-theoretic framework can assist researchers
in developing second-order, utility-value interventions, we will discuss two frequently-cited
first-order interventions, accuracy nudges and inoculation tactics, which intervene on the
separate processes of evidence representation and evidence integration, respectively. We
will then discuss how they may be adapted to target second-order, directional-goals.

Example 1: Enhancing Accuracy-nudge paradigms with second-order util-
ity information. Nudges are a popular approach in the decision sciences literature for
influencing people’s behavior and beliefs (Thaler & Sunstein, 2009). Recently, many re-
searchers have been interested in applying nudges to mitigate the spread and uptake of
misinformation (e.g. Bago et al., 2020; Bronstein, Pennycook, Bear, Rand, & Cannon,
2019; Fazio, 2020; Fazio, Rand, & Pennycook, 2019; Pennycook et al., 2021; Pennycook,
McPhetres, Zhang, Lu, & Rand, 2020; Pennycook & Rand, 2019, 2020, 2021). So called
“accuracy-nudges” are designed to get people to think more carefully about the accuracy of
a piece of information before engaging with it (e.g., updating their beliefs, sharing the in-
formation on social media). The central idea is that a reasoner’s reflective, and deliberative
“System 2” processes are better suited at detecting a piece of information’s veracity than
their effortless, intuitive “System 1” processes (Bago & De Neys, 2017, 2019; Pennycook
& Rand, 2019; Thompson, Turner, & Pennycook, 2011). Accuracy nudges are designed to
subtly nudge people to use System 2 processing when interpreting potentially false infor-
mation.

There are various ways these nudges may be instantiated. For example, they could
require participants to explain why a headline is true or false before gathering accuracy
perceptions (Fazio, 2020). Other more implicit tacts have been taken, like varying the time
participants are allotted to decide if they would share a piece of information on social media
(Bago et al., 2020). Some researchers have used direct methods to nudge people towards
accuracy, like reminding participants at the beginning of a misinformation detection task to
consider accuracy (Pennycook et al., 2020). The authors of many of these papers report that
these effects can inform us about the underlying mechanics of reasoning and belief revision
(Brashier, Pennycook, Berinsky, & Rand, 2021; Pennycook et al., 2021; Pennycook & Rand,
2019). In particular, a consistent claim across many of these studies is that because political
affiliation does not correlate with participants’ ability to detect or share misinformation,
and accuracy nudges do not interact with political affiliation, reasoners are lazy rather than
“motivated” when engaging with potentially false information (e.g., Pennycook et al., 2021,
2020; Pennycook & Rand, 2019).5

5This point is contentious, however (Roozenbeek, Freeman, & van der Linden, 2021). For instance, a
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However, there are a few things worth considering when interpreting the results and
assessing the viability of accuracy-nudge paradigm. The first thing to consider is that the
effects of accuracy nudges (and nudges more generally) are small (e.g., correlations between
responses on the Cognitive Reflection Task and ability to detect false information range
from 0.1 to about 0.25; Pennycook & Rand, 2019). A recent meta-analysis found that
nudge-based approaches are likely to exert extremely small effects once publication bias is
accounted for (Maier et al., 2022). It is an empirical question, but the magnitude of these
effect sizes may also suggest that the source of the tendency to share misinformation is not
predominantly a function of a problem with people’s doxastic representations. Instead, it is
possible practically rational considerations are shaping people’s decisions. Thus, it might be
fruitful to use other equally-scalable intervention tactics that leverage the perceived utility
of a belief report.

The second concern focuses on researchers’ failure to measure constructs that resolve
how exactly accuracy-nudges are supposed to work, and to what extent they will generalize
beyond the domains they have investigated. A considerable body of research on accuracy
nudges analyzes behavior involving news headlines, and consequently aims to measure rep-
resentations relevant to how news headlines are interpreted and shared (e.g., Brashier et al.,
2021; Pennycook et al., 2021, 2020; Pennycook & Rand, 2019, 2020). For instance, while
these studies often include a measure of political ideology (which can be seen as a broad
correlate of prior beliefs), they also lack precise measurement of a participant’s priors for a
specific belief at hand (but of course, there are exceptions; see Pennycook et al., 2020). A
reasoner’s prior belief about the information in a specific news headline should have con-
siderable influence not only on their perceptions of accuracy, but also on their intention to
share that information.6 There is sure to be substantial item-level variation, because the
perception of a news headline will interact with a participant’s unique prior belief about
that issue. This is not accounted for in many of the current designs and statistical models
in the accuracy nudge literature. Further, most authors have failed to measure utility infor-
mation at all. For example, group-based utility information may change how news headlines
are interpreted (e.g., how do members of my group interact with this type of information;
Kahan & Braman, 2006). After all, the very reason sharing is of interest to researchers
is because of the assumption that information shared by one’s in-group will beget further
sharing. Consequently, it is possible that deploying utility-value information as an interven-
tion could increase the efficacy of nudges that have predominantly focused on accuracy, but
have not yielded particularly large behavioral effects (Bago & De Neys, 2017; Pennycook et
al., 2020; Pennycook & Rand, 2019; Roozenbeek et al., 2021). To make this more explicit,
we will now discuss how researchers could design an experiment that incorporates utility
information into an accuracy-nudge paradigm.

Incorporating second-order information in accuracy-nudge paradigms.
People often read misinformation in online environments where interactions between peo-
ple’s social networks can serve as a rich source of second-order utility information. Conse-
quently, making salient how a piece of information was engaged with in one’s social networks

motivation for accuracy is a motivation nonetheless (Kunda, 1990).
6Although perceived accuracy and intention to share may be weakly correlated in some situations, rea-

soners might still willingly share misinformation (e.g., Altay, de Araujo, & Mercier, 2022; Chen, 2016; Chen,
Sin, Theng, & Lee, 2015; Laato, Islam, Islam, & Whelan, 2020; Madrid-Morales et al., 2020)
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could help the reader assess the social costs associated with sharing a piece of information.
For example, researchers could manipulate the social consequences associated with sharing
a piece of potentially false information, which could be in the form of predicted engagement
with a piece of information. In this imagined experiment, a high-group support condition
could inform a participant that in-group members are more likely to share and favorite a
headline based on past sharing behavior of friends in their network. Researchers can then
quantify these effects by varying engagement metrics to more completely define a utility
space (e.g., one retweet and one “like” is a smaller group-based reward than 50 retweets,
50 likes, and five new followers). Researchers could then compare participants’ intentions
to share and perceptions of accuracy to participants in a low-group support condition – a
condition in which participants are told that in-group members are unlikely to share and
favorite a given headline, or are more likely to unfollow, mute, or block people who have
shared similar content. To control for the influence of trust (a first-order, doxastic consider-
ation), a researcher could also measure how engagement metric information shifts people’s
evaluation of the evidence itself, allowing them to observe the unique effects of second-order,
utility-value information.

Misinformation may encourage misperceptions of consensus – false beliefs about what
one’s group uniformly agrees to believe. These misperceptions can influence people to report
beliefs that are possibly out of sync with their internal credences, in turn establishing a
social norm that prevents people from updating their reported beliefs about polarizing social
issues. For instance, nearly three-fourths of Americans support climate change mitigation
policies, but the general public believes that the proportion is closer to one-third (Sparkman,
Geiger, & Weber, 2022). Many people—specifically conservatives—may therefore believe
that climate change is real and would support policies designed to deal with it, but fear
potential social consequences of reporting so. Assuring conservatives that there would be
little-to-no social consequence in reporting support for climate change policies (because,
in fact, the majority of their party also believes climate change is real and would support
mitigation policies), can be one way to realign people’s first-order and second-order beliefs
(e.g., Constantino et al., 2022; Lewandowsky & van der Linden, 2022).

We can now see a possible benefit of developing a computational framework for dis-
tinguishing practically rational behavior from motivated reasoning: it allows us to assess
what’s gone unmeasured in current studies and thus suggests a way forward in the creation
of new intervention strategies. The benefits of developing our framework are not unique to
research on nudges. We’ll now consider a second example.

Example 2: Inoculating gateway beliefs with preventative arguments.
Most people are not trained to interpret scientific evidence. People’s attitudes towards
topics in science hinge on factors most scientists do not view as objectively relevant to how
we should understand the evidential quality of a piece of scientific research. For example,
it has been established that perceptions of scientific consensus shape how people evaluate a
piece of science (Cook & Lewandowsky, 2016; Imundo & Rapp, 2022; Roozenbeek, van der
Linden, Goldberg, Rathje, & Lewandowsky, 2022; Van der Linden et al., 2019). “Gateway
beliefs” to climate attitudes and perceptions of consensus play a pivotal role in shaping
how evidence for climate change is integrated into people’s belief systems. Researchers
have found that Bayesian networks of climate change attitudes that include a “perception
of consensus” node (such that high-trust in consensus among climate scientists predicts
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trusting scientific evidence for climate change) can simulate belief polarization following
exposure to evidence of climate change. Because Bayesian networks are able to capture po-
larization effects, researchers have concluded that the cognitive processes underlying these
effects are rational (in that they do not violate the axioms of probability theory, e.g., Cook
& Lewandowsky, 2016). These results suggest that climate change misconceptions persist
because of inputs to people’s inferential machinery rather than the operations of the ma-
chinery itself. Consistent with this claim, researchers have successfully strengthened beliefs
in climate attitudes by presenting participants with “consensus arguments” that change
people’s gateway beliefs.

Misinformation, particularly about science, often targets gateway beliefs by casting
doubt on established sources of knowledge (Enders, Uscinski, Klofstad, & Stoler, 2020;
Lewandowsky, Cook, Fay, & Gignac, 2019; Pierre, 2020; J. Stanley, 2015). The effects of
misinformation which undercut established sources of knowledge can have a continued in-
fluence on people’s beliefs, even after correction (Lewandowsky, Ecker, Seifert, Schwarz, &
Cook, 2012). Researchers have therefore also argued for preemptive approaches to counter-
ing misinformation by designing interventions that establish “defensive priors” by exposing
people to weakened forms of misinformation – a kind of “belief vaccine” that inoculates
people against misinformation (Compton, van der Linden, Cook, & Basol, 2021; McGuire,
1964; Traberg, Roozenbeek, & van der Linden, 2022; Van der Linden et al., 2017; Vivion et
al., 2022). For example, an inoculation intervention for climate change could contain infor-
mation that preemptively refutes common arguments claiming that there is no consensus
among climate scientists about the realities of human-caused climate change (Pilditch et
al., 2022; Traberg et al., 2022).

In the cases described above, the interventions that have been developed have focused
on first-order, typically doxastic, information to correct misconceptions (or strengthen oth-
erwise uncertain beliefs). But there is no doubt that misconceptions about climate change
persist (e.g., Brenan & Saad, 2018; Lewandowsky et al., 2012), so it is worth considering
how researchers can improve on existing messaging by going beyond intervening exclusively
on first-order, doxastic considerations. Below, we consider how incorporating second-order,
utility-value information could augment existing interventions.

Second-order inoculation to guard against conspiracy narratives. Conspir-
acy theories are a common type of misinformation targeting beliefs about science. They
discredit scientific findings and recommendations by linking scientists to malevolent (often-
times political) characters (Bodner, Welch, & Brodie, 2020). During the COVID-19 pan-
demic, for example, conspiracies quickly emerged online – generally claiming that public
health experts were conspiring alongside left-wing politicians and tech elites to exert con-
trol over the public (Douglas, 2021). Conspiracy narratives are integral to climate change
denialism as well. These narratives, which are often echoed on conservative news outlets,
aim to construe climate science as politically motivated individuals working with left-wing
politicians to limit free-market capitalism (Hornsey, Harris, & Fielding, 2018; Uscinski,
Douglas, & Lewandowsky, 2017).

One way to build a second-order intervention to guard against the effects of con-
spiracy theories is to consider how conspiracy theories exploit group-based biases. For
instance, conspiracy narratives are often structured with an in-group bias, in that they are
designed to negatively construe events (e.g., public health measures during a pandemic) by
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positing that they are against the goals of the group (e.g., out-group totalitarian control).
This is why conspiracy theories were so effective at inflaming political tensions during the
COVID-19 pandemic (Douglas, 2021; Jolley, Douglas, & Sutton, 2018). Conspiracies lever-
aging in-group bias also allow for people to rationally reinterpret contradictory evidence by
dismissing the source of evidence as unreliable (Gershman, 2018; Jern et al., 2014).

To explore how we can develop a second-order inoculation intervention, we will focus
on the case of vaccination attitudes, particularly in situations where we aim to increase
vaccine uptake during disease outbreaks. Researchers have found that these situations are
often accompanied by misinformation (Midgon, 2022). Misinformation inoculation follows
two steps: forewarning of tactics and refutation of tactics. In the forewarning phase, re-
searchers could provide participants with information about conspiracy theories and why
they’re used. For example, researchers could inform participants that conspiracy theories
are designed to facilitate trust in certain people. Researchers can then provide participants
with examples of how conspiracy theories have been used for harm in the past (e.g., Nazi
Germany, Rwandan Genocide). Thereafter, researchers can provide participants with con-
crete examples of how conspiracy theories were used to undermine public health efforts
during the COVID-19 pandemic (e.g., how vaccines were planted with tracking devices).
Researchers can then survey people’s beliefs about a novel, ongoing outbreak (e.g., Mon-
keypox) and measure their susceptibility to the narrative offered by emerging conspiracy
theories. This will allow them to test the effects of a norms-based message to promote
more positive vaccine attitudes (e.g., see Constantino et al., 2022; Lewandowsky & van der
Linden, 2022).

Inoculation tactics usually adopt a refutation step where they logically or statistically
undercut a misinformation claim researchers predict participants will have been exposed to.
However, refutation interventions target first-order beliefs when second-order beliefs may
play a larger role than researchers have typically assumed (Jachimowicz et al., 2018). One
way researchers could take second-order beliefs into account is by providing participants
with icon arrays of vaccination rates of a participant’s community or a participant’s politi-
cal party, which would establish the norms among a participant’s in-group. Indeed, it’s been
found that participants view anecdotal information about people as similar to themselves
influences vaccine attitudes (Horne, Powell, Hummel, & Holyoak, 2015). Similar effects have
been observed in other domains: For example, Jachimowicz and colleagues (2018) observed
that second-order normative beliefs predicted participants curbing their energy use even
though participants’ first-order credences did not. Under the Bayesian decision-theoretic
framework, we would predict that in domains where people perceive the evidence is uncer-
tain but the utilities favor one theory over the other, intervening on second-order, utility
oriented beliefs may be a more effective intervention tactic than interventions exclusively
focused on first-order, doxastic features.
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Open questions and conclusion

Open questions

Utility and rationality. One open question concerns the formation of the utility
representations that can impact people’s belief reports. We proposed a simple utility func-
tion that can be used to compare outcomes and make a decision. We assumed a predefined
utility calculus (e.g., a specified mapping of states to reward values) that guides reasoning.
Although this is a common assumption in the reinforcement learning literature because the
values of world-states are often assumed and used as input for an agent, our framework
doesn’t discuss how utility representations are computed in the first place (for a discus-
sion of related issues, see Bostrom, 2009). It is possible that directional goals influence
utility representations just as they can impact how evidence is sampled. In cases where
directional goals impact people’s utility function, second-order influences on doxastic states
could arguably be a case of motivated reasoning.

Along similar lines, earlier we noted that irrationality with respect to theoretical rea-
son concerns the mismatch between one’s beliefs and the way the world really is. Practical
irrationality, in contrast, is instead a failure to execute an action plan consistent with your
utility function and knowledge of the world. In this latter case, when can we conclude a
belief report is practically irrational? An open question is how exactly this occurs. First,
we’d expect that people might have utilities that they don’t correctly join with information
they believe, or utility functions which deviate from rational-actor models (Loewenstein &
Molnar, 2018; Tversky & Kahneman, 1991). Second, people could fail to act in ways which
are compatible with the utilities themselves (like when we plan to exercise but fail to), or
fail to update their utilities when they are provided with new information (Edwards, 1954;
Kalis, Mojzisch, Schweizer, & Kaiser, 2008; Stetzka & Winter, 2021; Wiggins, 1978). All
of these possibilities distinguish the Bayesian decision framework from revisionist accounts
of theoretical rationality, like the idea of resource rationality proposed by Lieder and col-
leagues (2020). Under the Bayesian decision framework, irrationality could take the form
of inaccurate assessment of the relevant utilities, failing to act in accordance with one’s
utility function, or failure to integrate credences and one’s utilities appropriately. These is-
sues are wholly distinct from (important) questions regarding how time constraints, limited
cognitive resources, and the like place upper-bounds on otherwise Bayesian reasoners.

Another open question is whether practically rational belief reports could beget cre-
dences at odds with the norms of theoretical rationality. It’s possible that initially practi-
cally rational behavior could eventually lead people to sample from the evidence improperly
– that is, engage in motivated reasoning. As we’ve discussed, belief reports are in effect
a decision to report a credence in a way that takes into account both the credence itself
and the utility of forming that belief. This suggests that a belief report itself may not be a
stable attitude. Instead, it is the product of perception of the environment at a particular
time and context. And it is known that the perceived utility of some actions change as
other states of the world change (e.g., see Holton, 1999; Meyer & Hundtofte, 2022; Port-
more, 2013; Stetzka & Winter, 2021). One question then is whether an initially practically
rational decision could lead to a stable credence at odds with the evidence. We think this
is both possible and likely. Researchers have demonstrated that once people make a deci-
sion, they subsequently adjust their beliefs to cohere with the decision they’ve made (e.g.,
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Simon, Pham, Le, & Holyoak, 2001; Simon, Stenstrom, & Read, 2015). Thus, to return to
our prior example, we can imagine that while a participant initially is well-calibrated to the
evidence, their decision to report a belief in accordance with its utility could subsequently
lead them—perhaps unknowingly—to shift their beliefs about the strength of the evidence
for the theory they’ve reported believing. In this way, initially practical rational behavior
could produce internal credences which no longer reflect the facts about the world.

The idea that people’s decisions can impact their stable credences could have benefi-
cial consequences as well. For example, imagine we’ve implemented a second-order, utility
focused intervention to shift climate change behaviors because first-order doxastic interven-
tions have been ineffective. If people’s credences are shifted because they aim to maintain
coherence between their behavior and their beliefs, then a second-order, utility intervention
could eventually lead people to form stable credences which are also appropriately calibrated
to the evidence (Jachimowicz et al., 2018; Simon et al., 2015). Our framework highlights a
promising direction of future research on this topic.

Using results from game theory to understand second-order belief report-
ing. People may report a second-order belief because it is perceived to be widely-held by
in-group members (e.g., families, political or religious groups, nationalities) . Reporting
beliefs that align with one’s group requires coordinating with others (Kashima, Perfors,
Ferdinand, & Pattenden, 2021). What mechanisms underlie coordination and how may
their operation guide second-order belief revision?

Game theoretic models extend rational choice theories to study interactive decision-
making, where optimal decision strategies hinge not only on one’s own understanding of
the world, but also on one’s beliefs about other people’s beliefs and desires (Colman, 2003).
The computational mechanics of this process are the subject of extensive research and
thus cannot be rehearsed here, but we can speak broadly about how games may relate to
belief reporting in social networks. Games describe how rational agents would act given
a space of states and associated utilities. Optimal decision-strategies, or Nash equilibria,
optimize the expected value of an action given these constraints. When another agent’s
actions are uncertain, optimal decision-strategies are probabilistic, called mixed-strategy
Nash equilibria. In mixed strategy Nash equilibria, more than one strategy could be optimal,
but it ultimately depends on how other’s will behave. One direction for future research could
focus on how to manipulate people’s understanding of how other behave to shape second-
order beliefs. For example, consider the “stag hunt” game, one of the most widely studied
cases in game theory and philosophy (Skyrms, 2004). In a stag hunt, two hunters must
decide without communication to hunt either a stag or a hare. Both hunters can only kill
the stag with the other hunter’s help. Each hunter could kill a hare hunting alone. However,
a hare yields less meat and less reward. The hunters must coordinate to capture the meaty
stag, but coordinating is uncertain and depends on an infinite chain of expectations about
how the other hunter is expected to act. Mathematical models of this game can describe
how social structures (Skyrms, 2004) and norms (Bicchieri, 2005) emerge, as well as how
people infer another person’s motivations and belief-states during strategic interaction (van
Baar, Nassar, Deng, & FeldmanHall, 2022). Rational decision-making in these games can
have negative consequences

A key aspect of second-order interventions that change perceived utilities is to update
probability matrices so agents decide to report more socially-positive beliefs. The misper-
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ception of lack of climate change support among Americans demonstrates this idea. By
manipulating perceptions of the ubiquity of a belief in a group, the optimal reporting strat-
egy changes. A game-theoretic treatment of this process may not describe how first-order
beliefs become second-order beliefs (the focus of this paper), but it may guide better how
social sampling and utility calculations shape second-order belief reporting. Future work
should explore ways to merge game theory with Bayesian cognitive modeling to understand
the interplay between the top-down (coordination) and bottom-up (evidence integration)
processes guiding second-order belief reporting.

Recasting previous psychological measures as measures of utility. We have
argued that psychologists need to measure the perceived utility of accuracy and direction-
ality to distinguish between motivated reasoning and practical reason. Although utility
is a key construct in decision-making research, economics, and neighboring fields, it’s less
clear that psychologists have explicitly measured the utilities people associate with forming
certain beliefs. However, one direction for future research could examine how psychological
constructs which have featured prominently in research on motivated reasoning could, in
fact, be measures of utility. For example, psychologists have measured participants’ Need
for Cognition in studies of motivated reasoning (Arceneaux & Vander Wielen, 2013; Cad-
dick, 2016; Caddick & Feist, 2021; Nir, 2011), which we could recast within our framework
as a measure of the utility people attribute to engaging in effortful cognitive tasks (Ca-
cioppo & Petty, 1982; Petty, Briñol, Loersch, & McCaslin, 2009). It may be that higher
scores on measures of Need for Cognition are akin to attributing higher utility to forming
accurate beliefs. Similarly, psychologists have studied Need for closure and Personal need
for Structure (Moskowitz, 1993; Neuberg, Judice, & West, 1997; Neuberg & Newsom, 1993;
Webster & Kruglanski, 1994), which several researchers have reported as being related to
motivated reasoning (Ask & Granhag, 2005; Dijksterhuis, Van Knippenberg, Kruglanski, &
Schaper, 1996; Kruglanski, Pierro, Mannetti, & De Grada, 2006; Kundra & Sinclair, 1999;
Sinatra, Kienhues, & Hofer, 2014). As is the case for Need for Cognition, these measures
could be recast as measures of the utility of getting quick answers, or alternatively, the
utility of being accurate. Thus, researchers interested in applying our framework may be
able to use existing, validated measures to measure one half of the utility function which
can impact second-order belief reports (viz., accuracy goals).

Conclusion

The present research provides a Bayesian decision-theoretic framework for under-
standing when and where motivated reasoning occurs and highlights the measurement and
intervention implications of developing this framework. We first considered different norms
of reason, drawing a distinction between theoretical and practical reason. Our aim was to
sharpen how motivated reasoning is discussed and ground this discussion in an established
literature on rational norms. We then developed a framework for quantifying motivated
reasoning and demonstrated the Bayesian decision-theoretic framework with a toy experi-
ment. The model simulations highlighted several key features of experimental designs for
distinguishing motivated reasoning from practical rationality. The payoff of these devel-
opments is that the framework adds tools to psychologists’ intervention toolkit – where
first-order interventions may be comparatively ineffective, second-order interventions may
be more promising. Altogether, this work highlights a different perspective on motivated
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reasoning and relates this perspective to the measurement and development of interventions
aimed at correcting misconceptions.
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