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Abstract

The response of a system to some external perturbation is almost ubiquitous in Physics. The
application of perturbation theory through an electronic structure method such as Density
Functional Theory has had significant contributions over the last few decades. Its imple-
mentation, aptly named Density Functional Perturbation Theory has seen use in a number
of ab initio calculations on a variety of physical properties of materials which depend on
their lattice-dynamical behaviour. Specific heats, thermal expansion, infrared, Raman and
optical spectra are to name just a few. Understanding the complex phenomena has sig-
nificantly corroborated the current understanding of the quantum picture of solids. The
Sternheimer scheme falls under the umbrella of methods to compute response functions in
Time-Dependent Density Functional Theory. Initially developed to study the electronic po-
larisability, it is now commonly utilised in the field of lattice dynamics to study phonons and
related crystal properties. The Sternheimer equation has also been used to model spin wave
excitations by computation of the magnetic susceptibility. The poles of the susceptibility are
known to correspond to magnon excitations and these computations have been corroborated
by experimental inelastic neutron scattering data. These excitations are of a transverse
nature, in that they involve fluctuations of the magnetisation perpendicular to a chosen z
axis. The lesser-known longitudinal excitations involve fluctuations of the magnetisation
along z, an investigation of collective modes present in transition metals may be carried out
from self-consistent computations of the Sternheimer equation. The dielectric response is an
important linear response function in solid-state physics. Its computation from first principles
provides an invaluable tool in the characterisation of optical properties and can be compared
to the experimental method of spectroscopic ellipsometry.

The work in this thesis concerns the implementation of the Sternheimer method in computing
the dynamical response from either an external plane wave or spin-polarised perturbation.
These response functions are the dielectric and spin (magnetisation) susceptibilities respec-
tively.



x

The scheme to compute the frequency-dependent dielectric response is implemented in a
plane-wave pseudopotential DFT package. Calculations are performed on the semiconducting
systems of Silicon, Gallium Arsenide, Zinc Oxide and perovskite Methylammonium Lead
Triiodide. The overall shape of the dielectric spectra is in good agreement with spectroscopic
ellipsometry data, however, there is a shift which is attributed to the limitations of DFT.

The scheme developed to compute longitudinal spin dynamics is applied to the transition
metal systems of body-centred cubic Iron and face-centred cubic Nickel. In a similar
manner to another first principles approach, a single dominant peak is shown to be present in
the magnetisation channel with the charge dynamics being effectively null in comparison.
However, the exact position of these peaks is not in agreement with the other approach, a
discussion is made regarding difficulties pertaining to self-consistent optimisation.
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Chapter 1

Introduction

Electronic interactions form the fundamental fabric of nature. As the first elementary particle
identified by J. J. Thomson in 1897, it marked a pivotal moment in the history of physics [1].
Thomson’s experiments on cathode rays led to the identification of tiny, negatively charged
particles that came to be known as electrons. This discovery challenged the prevailing
classical understanding of physics and was followed by work from Robert A. Millikan which
precisely determined the electron charge in 1913 [2].

These discoveries paved the way for the development of quantum mechanics, which provided
a comprehensive framework for understanding the behaviour of electrons and other subatomic
particles. Max Planck’s quantum hypothesis in 1900 was corroborated by experimental
observation and provided strong evidence that the energy of electron motion in matter is
quantised [3]. Louis De Broglie proposed the wave-particle duality in 1924, suggesting that
electrons exhibit wave-like characteristics, challenging the notion that such particles were
necessarily localised [4]. Stimulated by this study, Erwin Schrödinger developed the wave
equation in 1926, describing the behaviour of electrons through a mathematical function
that he denoted as the wavefunction. This equation is central to this thesis and presents
the mathematical formalism employed to calculate the probability distribution of finding
electrons (or other quantum particles) in different states [5]. Werner Heisenberg’s uncertainty
principle, formulated in 1927, highlighted the inherent probabilistic nature of quantum
mechanics and posed a fundamental limit to the precision of simultaneous measurements
[6]. Paul Dirac in the late 1920s, whilst working on the quantum mechanics of systems with
magnetic moments, realised that the electron had to possess an intrinsic angular momentum,
which is now known as electron spin. This laid the foundation for quantum electrodynamics
(QED), the theory of how electrons and photons interact. QED is one of the most successful
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and precise theories in physics, accurately describing the behaviour of charged particles and
electromagnetic interactions [7, 8]. Much of the technological advancements and discoveries
of the 20th century were made possible due to the growing understanding of electronic
interactions. From the use of semiconductors which form a critical part of every electronic
device to lasers which have various uses in industry, medicine and communications.

1.1 Modelling Electronic Structure

Scientific simulations act as a powerful tool to bridge the gap between theoretical concepts
and experimental observations [9]. The validity of a theoretical approach can be verified
by comparing simulation to experimental data, potentially highlighting issues with the
underlying model. Simulations provide a platform for testing hypotheses and exploring
the effects of different parameters or variables on system behaviour. The simulation can
be regarded as a virtual experiment and input parameters can be conveniently manipulated,
allowing one to observe how changes impact the system [10]. This iterative process helps
refine theories and gain a deeper understanding of the underlying mechanisms. There are
often variables such as high temperature or pressure in which a researcher would want to
study a prospective system. However, these are sometimes inaccessible or impractical to
achieve experimentally; computational modelling provides a viable solution. An example
particularly relevant in modern science is the search for high-energy storage capacity materials
[11]. Without computational simulation, researchers would be restricted to the approach
of synthesising various materials along with physical property measurements in attempts
to find viable candidates. These processes are iterative and can be time-consuming as well
as resource-intensive. Computational modelling in this instance aims to complement and
accelerate this search with the ability for researchers to predict and screen systems before
any experimental synthesis and testing. This hybrid approach is efficient and has been used
to develop battery technologies [12, 13, 14].

Significant technological advances over the past decades have paved the bridge for novel
computational simulation techniques [9]. In the field of electronic structure, the principle
problem is to solve the (N) many-body Schrödinger equation [9, 15]:

Hψ(xxx1, ...,xxxN) = Eψ(xxx1, ...,xxxN), (1.1)

where the Hamiltonian H contains the kinetic and potential interaction terms of the electrons,
nuclei and the solution ψ describes the wavefunction associated with the eigenvalue E.
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This solution, if found, is a powerful quantum mechanical object which encodes all the
information of the system. However, despite modern high-performance computing, a direct
numerical solution to the Schrodinger equation is unfeasible. The i-th electron position in the
d-th dimension is denoted above by xxxi = (x1,i, ...,xd,i). Accordingly, an N electron system
necessitates ψ to be a d ·N dimensional object. Contextualising this within the context of
modern computing, where storage and handling of the wavefunction are required. If a uniform
discretisation of the wavefunction is assumed with an order of O(K) points in each direction,
it follows that the resulting wavefunction which must be stored involves O(Kd·N) degrees of
freedom. Assuming the usual d = 3, N > 1 and it becomes clear that storing this wavefunction
is unfeasible. Consequently, there has been significant attention to developing various
approximations and implementations to obtain the many-body wavefunction. Quantum
Monte Carlo methods [16] deal directly with the interacting many-body wavefunction and the
Hartree-Fock (HF) scheme [17] involves several approximations which make the computation
feasible. This thesis is concerned with the development of Density Functional Theory (DFT)
and its implementations in determining excited-state properties.

Over the past few decades, DFT has emerged as one of the most extensively employed
methods for calculating the properties of electronic systems [9, 15, 18]. The fundamental
concept revolves around a single quantity, the electronic density, which is proposed to contain
all the information needed to extract the many-body wave function. Initially, this seems
unlikely, the complicated N electron wavefunction is encapsulated in a simple scalar function
of three variables in position. However, Hohenberg and Kohn (H-K) were able to show that
the ground-state energy of a quantum system can be determined by minimising the energy as
a functional of the density [19]. The energy is a function of the density which itself is also
a function. The implementation of this to the many-body Schrödinger equation results in
the Kohn-Sham (KS) equations, which in principle, correspond exactly to the ground-state
density and energy [20]. This simplification of dealing with an electronic density that has x,y
and z coordinates instead of the many-body wavefunction that scales exponentially with N
electrons renders such computations feasible with modern technology.

H-K were able to show the correspondence of the electronic charge density and energy of
the many-body wavefunction by postulating an exact functional [19]. Whilst H-K rigorously
proved that a functional of the electron density exists, nothing was said about the actual
form [9, 18]. This is one of the reasons why early DFT computations did not capture the
serious interest of chemists [21]. Various approximations needed to be made to account for
the exchange and correlation of electronic behaviour. Moreover, there exists no systematic
procedure to refine the exact form of the functional. A competing electronic structure method
favoured by chemists in the 20th century is the Hartree-Fock (HF) method [21]. The electron
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is described in HF as a product of one-electron orbitals organised to the Pauli exclusion
principle. The method accounts for Coulomb and exchange interactions of electrons but does
not consider any correlation [9, 17]. However, HF could in principle be extended to more
sophisticated approaches such as configuration interaction, which involves incorporating
electron correlation effects beyond the mean-field approximation of HF [22]. The ideas
accounting for electrostatics and exchange in HF were utilised by KS who also included
correlation which resulted in a practical methodology to apply DFT to molecules and solids
[20, 23]. Indeed, the overwhelming majority of DFT computations used today specifically
employ the formalism introduced by Kohn and Sham [24].

Amongst the earliest DFT calculations include the works of Gunnarsson et al (1976), on
computing the system energy of small diatomic molecules [25]. It was a success, even
though a naive approach was made in using correlation from the homogeneous electron
gas [26], DFT computations of properties such as dipole moments and binding energies
exhibited better agreement with experimental data compared to HF calculations [27]. The
program efficiency of these emerging methods was discussed through how they scaled with
basis functions, a set of functions in which some linear combination is used to model the
electronic wavefunction. An early work of Johnson et al in 1992 is mentioned for the
interested reader [28]. The program used in the study (GAUSSIAN 92) demonstrated that
DFT scales favourably in comparison to HF, with the number of basis set functions scaling
an order of magnitude lower than HF [28]. Modern electronic structure packages make use
of powerful linear algebra libraries [29] and parallel communications [30]. It is not as trivial
to indicate which method is more efficient regardless of the system or physical property to be
computed. Nevertheless, the relatively resource-efficient approach of handling the electron
density as opposed to the many single-orbital wavefunctions of HF, has garnered significant
computational advancements for the method’s versatility across a broad spectrum of systems
and properties [9, 15, 18]. The distribution of reference citations presents an exponential
growth of DFT publications from an approximate period of 1970s to the late 1990s [21].
Since 2000, DFT-related publications have shown linear growth, with the current publication
volume doubling every 5-6 years [24].

Owing to a significant scientific and computational effort, DFT has been used to calculate
various properties of materials from first principles. These calculations, termed ab initio, are
performed solely on fundamental physical principles and do not require the use of empirical
parameters or experimental data. The Car-Parrinello method of 1985 introduced a practical
approach to determining electronic structure and atomic positions [31]. This set a series
of computational developments which is still in use today within first principles codes to
perform molecular dynamics simulations [32]. Complex DFT calculations, which were
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once computationally prohibitive, are now within reach, allowing for more accurate and
comprehensive investigations of a wide range of materials and properties. Determination
of lattice constants (equilibrium structure) [33, 34], binding energies [35], thermodynamic
[36] and mechanical properties such as elastic constants [37] demonstrate the breadth of
capability. This has been achievable owing to advancements in computational technology.

1.2 High Performance Computing

High performance computing (HPC) refers to the use of advanced computing technologies
and systems to solve complex problems such as the many-body Schrödinger equation [38].
The latest advancements over the years include the widespread adoption of multicore pro-
cessors with manufacturers continuing to increase the number of cores and processor clock
speed [39]. The instruction set architectures for these processors have also been refined
with optimisation to features such as SIMD (Single Instruction, Multiple Data), these allow
processors to perform the same operation on multiple data elements simultaneously. For the
dense linear algebra operations, particularly matrix-matrix multiplications utilised in DFT to
solve the Kohn-Sham equations, these result in a computational speedup [40]. Advancements
in reducing memory latency and improving data access speed over time have enabled faster
computation and reduced data bottlenecks [39].

The introduction of parallel computing architectures and standards such as the Message
Passing Interface (MPI) has allowed researchers to fully leverage the power of distributed
systems [30]. These clusters offer scalability and efficiency with the ability to progressively
scale resources to accommodate larger problem sizes and serve more users with varying
requirements. The availability of high-performance libraries and tools built on MPI is utilised
by scientific codes to optimise algorithms. The DFT package employed in this thesis utilises
the Fast Fourier Transform, and the MPI interface ensures efficient communication as well as
valid data distribution of the calculation amongst parallel processes [41]. It is often the case
that a complex problem can be split into smaller, more manageable tasks that can be executed
independently across different processes. The scientific code implemented in this thesis will
implement parallelism that is directly related to the physics of the problem, providing clear
scope for the user to understand and exploit parallel strategies.

Exascale computing refers to a level of computing performance capable of performing at
least one exaflop, which is a quintillion (1018) floating-point operations per second. The
Frontier exascale supercomputer based at Oak Ridge National Laboratory is based on Hewlett
Packard Enterprise Cray EX architecture with 9408 AMD compute nodes, each containing
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a 64-core 2 Gigahertz CPU with 4 Radeon Instinct MI250X GPU’s [42]. The LINPACK
(Linear Algebra Package) benchmarks introduced by Jack Dongarra et al [43] measure
how fast a computer solves a dense system of linear equations Ax = b, where A is a square
matrix and x and b are vectors. Systems of this type are typical in the fields of engineering,
computer science, economics and physics [44, 45]. Later on, it will be demonstrated that
the solutions to these linear systems play a crucial role in the research presented in this
thesis. The LINPACK 500 benchmark is widely recognised in the HPC community to assess
and compare the computing performance of different systems, particularly for large-scale
scientific simulations and data-intensive applications [46]. As of June 2023, Frontier has
retained the first position in the TOP500, surpassing the Japanese Fugaku HPC system
the previous year [47]. Typical use cases for Frontier include cosmological hydrodynamic
simulations in efforts to accurately model the universe [48]. The system is host to the
development and application of atmospheric modelling with the Energy Exascale Earth
System Model (E3SM) project [49]. In particular, the Simple Cloud Resolving E3SM
Atmosphere Model (SCREAM) is being run on the exascale system [50]. Resolving clouds
is a famously challenging task for climate models, which typically operate at resolutions too
coarse to represent clouds. The GPU-optimised SCREAM model was able to complete a
simulated year of the global climate in a single day with resolved clouds and a 3.25 kilometre
resolution [50]. This enhanced predictive ability is of great interest to researchers to predict
how precipitation in various regions will change with the warming climate. There are several
artificial intelligence and machine learning algorithms being explored which have profound
applications in geological modelling and engineering [51]. Work is currently underway
to optimise quantum mechanical simulations from first principles which will be used to
investigate material properties as well as molecular processes [52, 53]. These have prospects
of improving current energy storage and transport technologies [54, 55].

1.3 Linear Response

A widely employed approach to investigate the behaviour of electrons is to introduce a
perturbation and analyse the resulting response. An electromagnetic field often serves as a
suitable probe to investigate electron dynamics [9, 15]. Additionally, other particles such as
beams of neutrons are used to explore various physical phenomena [56]. In principle, this
concept forms the basis for all scattering/spectroscopic experimental techniques, including,
but not limited to, spectroscopic ellipsometry, inelastic neutron scattering, Raman and
electron energy loss spectroscopy [57, 58, 59].
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The theoretical analogue to the above can be realised with the field of perturbation theory
[60]. Starting with a system of equations that describe a system, applying some perturbation
(in the form of some external field) and then solving for the perturbed system. The nature
of this perturbation is of particular interest, it is clear that there must be a time dependence
which is characterised by the perturbation [61]. If not, then by causality, it is entirely unclear
as to whether the response of the system was indeed due to the perturbation. Considering the
electron interaction with experimental probes as small disturbances to the system serves as a
starting point for constructing a linear function that encapsulates electron behaviour [15].

In essence, the purpose of a response function is to provide a mapping between an external
field and some physical observable. It is proposed that this response can be expanded in a
power series with respect to the field strength, provided that the external field is weak [62].
Taking this perturbation to first-order and computing this function is the objective of linear
response theory. For an observable A and an external field F , the linear response of the
observable [63]:

δA(1)(rrr, t) =
∫

dt ′
∫

drrr′χ(rrr,rrr′, t− t ′)δF(1)(rrr′, t ′), (1.2)

where χ is defined to be the linear response function and δF(1) is the external field expanded
to first order in field strength. One such example of a response function is the polarisability,
which connects the first-order response of an electric dipole moment to an applied electric
field [64]. The magnetic susceptibility connects the first-order response of a magnetic moment
to a magnetic field perturbation [65, 66]. The work presented in this thesis will show that
response functions can be computed by using properties of the unperturbed system. These
response functions are shown to correspond to physical quantities which can be compared to
experimental data.

The formulation of linear response in computing the physical quantities of a system away
from equilibrium can be traced back to the works of Kubo [67]. Whilst the theoretical
framework was applied to statistical thermodynamics, one can apply the approach of Kubo
to explore the dynamic properties of materials in the condensed matter regime [60, 67]. It
follows that in order to implement a perturbative-based formalism, one must already have
knowledge of the equilibrium state. In principle, the theoretical framework introduced by
Hohenberg and Kohn is exact for determining the ground-state [19]. Runge and Gross
developed a comparable density-functional formalism for arbitrary time-dependent systems
[68], approximately 20 years after the seminal papers of DFT were published. This prompted
the development of a series of practical schemes that extended time-dependence to the
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KS electron density and KS orbitals for subsequent use in perturbative computations. The
first practical calculations of linear response Time-Dependent Density Functional Theory
(TDDFT) were performed in the early 2000s [69, 70]. Various phenomena related to optical
response and excited states comprised the majority of early TDDFT computations [71, 72,
73].

Within the field of TDDFT, there are several methods available for calculating response
functions. The time-propagation method of Yabana and Bertsch [74], involves a numerical
time-stepping scheme which propagates the KS orbitals [75]. The Sternheimer scheme takes
an alternative approach of transforming the KS equations to frequency space [63]. Provided
that the time-dependent external perturbation is weak, the KS states and Hamiltonian are
expanded in a power series after which the response quantities can be extracted [64]. This
scheme is central to the work of this thesis and a later discussion will demonstrate how
only occupied KS states are involved in computing the response, highlighting computational
efficiency [76]. Another TDDFT method derived by Casida follows from the Sternheimer
formalism [77]. The response quantities are derived from a sum-over-states expansion of the
KS orbitals which includes unoccupied states. The Casida scheme is typically used in the
determination of excitation energies and absorption spectra [78, 79]. All of these methods are
grounded in KS DFT and are formally equivalent, yet numerically distinct implementations
to compute physical quantities. Whilst the work in this thesis will restrict the Sternheimer
expansion to linear terms, it is possible to generalise to higher orders [80].

1.4 The Classic Harmonic Oscillator

Whilst this work will exclusively focus on the linear response regime in quantum mechanics,
a number of key findings can be obtained from an example in classical physics. The
development of linear response with respect to the damped harmonic oscillator will be
presented here [81]. First, the equation of motion in the presence of some driving force is

d2x
dt2 + γ

dx
dt

+ω
2
0 x = F(t), (1.3)

where γ is the damping constant and ω0 is the natural frequency of the oscillator. In the
linear response regime, as discussed in equation (1.2), the response function χ(t− t ′) maps
the motion of the system to the driving force:
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x(t) =
∫ +∞

−∞

dt ′χ(t− t ′)F(t ′). (1.4)

Now the form of χ(t) is required; the inverse Fourier transform:

χ(t) =
∫ +∞

−∞

dω

2π
e−iωt

χ(ω). (1.5)

Substituting this into equation (1.3):

∫ +∞

−∞

dω

2π

∫ +∞

−∞

dt ′
[
−ω

2− iγω +ω
2
0
]

e−iω(t−t ′)
χ(ω)F(t ′) = F(t). (1.6)

As the delta function is written as

δ (t) =
1

2π

∫ +∞

−∞

dωe−iωt . (1.7)

The form of the response function required in order to satisfy equation (1.6) is

χ(ω) =
1

−ω2− iγω +ω2
0
. (1.8)

It is now useful to look at the real and imaginary parts of the response. Multiplying both the
numerator and denominator of (1.8) by

[(
ω2

0 −ω2)+ iγω
]

and simplifying:

Re [χ (ω)] = χ
′ (ω) =

ω2
0 −ω2(

ω2
0 −ω2

)2
+ γ2ω2

, (1.9)

and the imaginary part:

Im [χ (ω)] = χ
′′ (ω) =

ωγ(
ω2

0 −ω2
)2

+ γ2ω2
, (1.10)

where the notation for the response is of the form:

χ (ω) = χ
′ (ω)+ iχ ′′ (ω) . (1.11)

Figures 1.1a, 1.1b plot the real and imaginary part of the response function for real ω and a
given ω0, γ . The real part of the response is referred to as the reactive part of the response, it
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(a) Real part of the response. (b) Imaginary part of the response.

Fig. 1.1 Components of the response function for the harmonic oscillator, plotted with ω0 = 1
and γ = 0.5

is noted to be an even function with χ ′ (ω) = χ ′ (−ω). The imaginary part of the response is
an odd function with χ ′′ (ω) =−χ ′′ (−ω). Additionally, χ ′′ peaks around ±ω0 (the natural
frequency), the existence of these peaks and their origin is one of the main reasons as to why
the imaginary part is focused upon. To understand this, the dissipation (or energy absorbed)
of the system is considered:

dW
dt

= F(t)
dx
dt

. (1.12)

Inserting the response function from (1.4) and taking the inverse Fourier transform (1.5) of
all functions:

dW
dt

=
∫ +∞

−∞

dω

2π

dω ′

2π
[−iωχ (ω)]e−i(ω+ω ′)tF(ω)F(ω ′). (1.13)

The driving force is real with a frequency ν :

F(t) =
F0

2
(
e−iνt + eiνt) . (1.14)

Taking the Fourier transform and making use of the delta function (1.7):

F(ω) = 2πF0 [δ (ω−ν)+δ (ω +ν)] . (1.15)

Substituting into (1.13):
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dW
dt

=−iF2
0 ν
[
χ(ν)e−iνt−χ(−ν)e+iνt][e−iνt + eiνt] . (1.16)

Take the average of this over a cycle:

dW
dt

=
ν

2π

∫ 2π/ν

0
dt

dW
dt

=−iF2
0 ν [χ(ν)−χ(−ν)] . (1.17)

As illustrated by figure 1.1a and in general, χ ′(ω) is an even function function whilst χ ′′(ω)

(shown in figure 1.1b) is an odd function. This means

dW
dt

= 2F2
0 νχ

′′(ν). (1.18)

Therefore the dissipation (work done) is proportional to χ ′′, explicitly written as

dW
dt

= 2F2
0

γν2(
ω2

0 −ν2
)2

+ γ2ν2
. (1.19)

At the natural frequency (ν = ω0) the dissipation is at its maximum. It is at these frequencies
that the system is able to absorb energy. As γ → 0 the dissipative part of the response tends
to two delta functions which are centred around ±ν . As will be shown in this thesis, peaks
in the imaginary part of the response will be analysed. As discussed above, these peaks have
a physical origin and their analysis is a powerful tool in characterising systems. Note that
the relation between dissipation and χ ′′ follows only using the odd/even properties of the
response function. In this example, as the exact form of the response is known, it is clear to
see the relation of χ ′′ as ω approaches ω0. However, in the ab initio quantum mechanical
computations considered in this thesis, this relation is unknown and no analytic solution
exists. What is accessible is only a spectrum of the response function at ω .

1.5 Technological Applications

The dielectric and spin response quantities computed in this thesis have numerous technolog-
ical applications across various fields. Dielectric materials with a high dielectric constant
are excellent candidates for capacitors [82]. The primitive structure of a capacitor consists
of a dielectric material with metal plates attached to both sides. This allows for the storage
and sensitive manipulation of electrical charges, as a result, they are ubiquitous in electrical
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circuits. Examples of devices that employ capacitors include; amplifiers, uninterruptible
power supplies, cameras and lasers [83]. Thin dielectric films are used in microelectronic and
optoelectronic devices to provide electronic isolation and protection against the environment
[84]. Some dielectric materials such as Zinc Oxide exhibit the piezoelectric effect [85], con-
verting mechanical stress or pressure into electrical voltage and vice versa. These materials
are used in sensors, actuators and ultrasound transducers typically employed in the medical
industry [86]. Silicon-based dielectrics are the most common semiconductor material in
solar cells, representing approximately 95% of all the modules sold [87]. Such dielectric
materials can be used as encapsulating layers in solar cells to enhance light absorption, reduce
reflection, and protect the active materials from environmental degradation [88].

Knowledge of the spin susceptibility provides a critical characterisation for the response
of a material to an external magnetic field. Magnetic storage devices such as hard drives
and magnetic tapes utilise magnetism to store and retrieve digital information [89]. A hard
drive consists of one or more platters coated with a thin layer of magnetic material such
as Iron or a Cobalt-based alloy [90]. The platter surface is segmented into regions known
as magnetic domains, where each domain can be magnetised to signify a binary 0 or 1 of
digital data. To write data, a magnetic write head positioned above the platter generates a
magnetic field. This field aligns the magnetic domains on the platter, encoding the desired
information. To read data, a magnetic read head detects the changes in magnetic fields as it
moves over the spinning platter. The variations in the magnetic field correspond to the stored
binary data, allowing the read head to retrieve the information. Magnetic tapes also use the
same mechanism, to which the change in the system response to a magnetic field is used to
encode digital data. Spintronics is a field dedicated to utilising the spin of electrons in order
to develop new devices [91]. Magnetic Random Access Memory is a non-volatile memory
technology, which means it retains data even when power is turned off. This memory employs
an emerging technique, spin-transfer torque, using spin-polarised electrons to modify the
orientation of a magnetic layer which in turn can be used to read/write binary data [92].
Navigation systems, biomedical devices and medical field imaging all require the use of spin
sensors for detecting magnetic fields [93].

1.6 Thesis Outline

This thesis is concerned with the development of Density Functional Perturbation Theory
(DFPT) in CASTEP to calculate the frequency-dependent dielectric and spin response. The
implementation will make use of the Sternheimer scheme and is applied to semiconductor
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systems for the case of the dielectric response and transition metals for the response to a
perturbative spin-polarised external field.

The work described in this thesis is organised as follows:

1.6.1 Chapter 2

The many-body Schrödinger equation is introduced. The formulation developed by Ho-
henberg, Kohn and Sham is presented as a means to reduce the many-body problem into
the single-particle self-consistent method of Density Functional Theory. An extension to
time-dependent DFT is made, with a discussion of the relevant theorem developed by Runge
and Gross. The Sternheimer equation, which is the central equation of this thesis is derived
and involves a perturbative treatment of the Kohn-Sham equations. The electronic structure
code of CASTEP is presented along with a practical discussion on computing the ground-state.

1.6.2 Chapter 3

This chapter aims to provide the reader with a background into the origin of quantities
involved in the dielectric response. To this effect, the GW method is introduced. Quantities
such as the non-interacting Green’s function and the Dynamical Screening are discussed.
It is shown that these make up the non-interacting density response function, after which
taking into account frequency dependence, yields the dielectric matrix. Since the form of
the density response function shown here involves an implicit sum over electronic states, a
connection is made with sum-over-states perturbation theory and the Sternheimer scheme.
Numerical methods are identified, most notably the BiConjugate Gradient Stabilised Scheme
which is implemented for both dielectric and spin response computations.

1.6.3 Chapter 4

A series of density functional perturbation computations of the dielectric response is pre-
sented. The dielectric spectra of Silicon, Gallium Arsenide, Zinc Oxide and Perovskite
Methylammonium Lead Triiodide are illustrated, along with experimental spectroscopic
ellipsometry data. Such calculations require attention to the choice of computational parame-
ters used in the CASTEP code package. The choice of the numerical method is substantiated
by comparing the convergence behaviour of the BiConjugate Gradient method to that of the
BiConjugate Gradient Stabilised scheme.
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1.6.4 Chapter 5

In this chapter, the response to an external spin polarised potential is considered. The self-
consistent Sternheimer scheme is developed to compute the susceptibility from a collinear
magnetic ground-state. The importance of exchange-correlation which is a constituent of the
Kohn Sham potential is highlighted. Spectra of the induced magnetisation are illustrated for
the transition metal systems of body-centred cubic Iron and face-centred cubic Nickel.

1.6.5 Chapter 6

A summary of work completed to date is provided. Conclusions and perspectives are
presented, along with suggestions for further work and investigations.



Chapter 2

Theory

The solution of the time-dependent Schrödinger is prohibitively expensive, there has been
significant development and implementations of various approximations to solve the equa-
tions for a many-body system of interacting electrons and nuclei. The first which will be
discussed is known as the Born-Oppenheimer approximation (BO) [94], which posits that
the dynamics of the electrons can be decoupled with respect to the nuclei as electrons are
orders of magnitude lighter. This means that the nuclei can be regarded as fixed and that we
can express a wave function in terms of the electron and nuclear positions. Atomic units are
used throughout this thesis (ℏ= e = 1). The many-body Schrödinger equation is

Ĥψ(rrri,RRRI) = Eψ(rrri,RRRI), (2.1)

where Ĥ is the Hamiltonian operator, E is the total ground-state energy of the system, rrri are
the electron coordinates and RRRI are the nuclei coordinates. The Hamiltonian operator contains
a sum of kinetic energy and potential operators. The terms of the Hamiltonian, in order,
correspond to the kinetic energy of the nuclei and electrons as well as the potential energy
operators associated with nuclei-nuclei, electron-electron and nuclei-electron interaction.
This is expressed as

Ĥ = T̂N + T̂e +V̂NN +V̂ee +V̂Ne, (2.2)

where the kinetic energy operators are

T̂ = T̂e + T̂N =−∑
i

1
2mi

∇
2
i −∑

I

1
2MI

∇
2
I , (2.3)
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where mi,MI are the masses of the electron and nuclei respectively. The BO approximation
allows one to neglect the kinetic energy TN since it is smaller than Te by a factor of MI/mi

which is of order ∼ 103− 105 and their position is fixed. The potential energy operators
include the Coulomb interactions between electrons and nuclei, with ZI,ZJ referring to the
nuclear charges:

V̂ = V̂NN +V̂ee +V̂Ne =
1
2 ∑

I ̸=J

ZIZJ

|RRRI−RRRJ|
+

1
2 ∑

i ̸= j

1
|rrri− rrr j|

−∑
i,I

ZI

|rrri−RRRI|
. (2.4)

Since the nuclear positions are well-defined, VNN is instead added as constant to the eigenvalue
equation. The many-body Hamiltonian under the BO approximation reduces to

H =−∑
i

1
2mi

∇
2
i −∑

i,I

ZI

|rrri−RRRI|
+

1
2 ∑

i̸= j

1
|rrri− rrr j|

, (2.5)

where the nuclei-nuclei interaction energy would have to be added to yield the total energy of
the system. All of this is to obtain the many-body wavefunction which should provide all the
information about the system in question. A popular implementation will now be discussed
which aims to obtain the many-body wavefunction via a method which is computationally
feasible.

2.1 Density Functional Theory

2.1.1 Hohenberg-Kohn Theorems

The basis of the theoretical framework regarding DFT naturally begins with the discussion of
the Hohenberg-Kohn theorems [19]. The theorems state:

1. The external potential is a unique functional of the electronic density in the ground-state
n(rrr). As a consequence, all properties of the system are functionals of the ground-state
density.

2. The total energy (E[n]) of an electronic system has a minimum equal to the ground-state
energy at the exact ground-state density.

Hohenberg and Kohn (H-K) defined a universal functional F [n] which includes all electronic
energy, that is the kinetic energy (T ) and potential energy from electron-electron interaction



2.1 Density Functional Theory 17

(Vee). The Born-Oppenheimer approximation allows one to neglect the nuclei kinetic energy
and consider only a static (external) nuclear potential. From the first theorem above, this
universal functional along with its constituents is a functional of the density:

F [n(rrr)] = T [n]+Vee[n]. (2.6)

For a given external potential vext(rrr), the energy functional E[n] is

E[n] = F [n]+
∫

vext(rrr)n(rrr)drrr. (2.7)

The exact density dependence of this universal functional is not known. From the second H-K
theorem, the minimum of the energy functional is found at the exact ground-state density
(n = nGS):

δF
δn(rrr)

=−vext(rrr). (2.8)

Though the H-K theorems are able to prove that this universal functional exists, for realistic
systems, there remains no practical method of determining what this functional is, nor how
to obtain the ground-state density [9].

2.1.2 The Kohn-Sham method

The Kohn-Sham (KS) equations provide a practical implementation of the H-K theorems [20,
23]. The method is to take the many-body interacting particle picture and instead, impose
a non-interacting, fictitious potential to describe the electrons. As long as this potential
produces the same ground-state density as compared to the many-body picture, then by the
first H-K theorem, all properties of the interacting system are now accessible. Kohn-Sham
proposed the following for the universal functional:

F [n] = T0[n]+EH[n]+Exc[n], (2.9)

where T0[n] is the kinetic energy of the system of non-interacting electrons, EH[n] is the
Hartree energy functional:
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EH[n] =
1
2

∫ ∫ n(rrr)n(rrr′′′)
|rrr− rrr′′′|

drrrdrrr′′′. (2.10)

Exc[n] is the exchange-correlation (XC) functional and factors in the remainder of the total
kinetic energy not included in T0[n]. The functional derivative of an energy functional is the
potential [9, 15]. Taking the functional derivative of all terms, the minimisation problem
presented in equation (2.8) is now expressed:

δT0[n]
δn(rrr)

=−vH− vxc− vext. (2.11)

Now consider the following functional:

EKS[n] = T0[n]+
∫

n(rrr)vKS(rrr)drrr, (2.12)

where,

vKS(rrr) = vH(rrr)+ vxc(rrr)+ vext(rrr). (2.13)

Equation (2.12) is a functional of a system of non-interacting electrons with respect to a fixed,
potential vKS(rrr), denoted as the KS potential. The minimisation of the energy functional
EKS[n] is equivalent to the minimisation of the universal functional in equation (2.11). The
KS potential is an effective potential, experienced by all electrons. The single-particle
equation is

[
−1

2
∇

2
i + vKS(rrr)− εi

]
φi(rrr) = 0. (2.14)

This is equivalent to the Schrödinger equation but with the KS potential instead of the external
potential. Note that the KS ground-state orbitals (φi) and eigenvalues (εi) are mathematical
formulations. Whilst the KS electron density is connected to the interacting system [15],
the validity of directly taking the KS eigenvalues to model physical properties such as the
bandgap will be discussed. The KS potential relies upon the electronic density, which, in
the KS method is dependent on the single-particle states as shown by equation (2.15). These
dependencies necessitate that the KS scheme is solved in a self-consistent manner. The
summation of Kohn-Sham orbitals run over the occupied states:
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n(rrr) =
occ

∑
i
|φi(rrr)|2. (2.15)

In practice, the determination of the self-consistent ground-state electronic density is an
iterative process. An initial density is constructed in which the KS potential can then be
calculated. Through the solution of equation (2.14) and then with equation (2.15), a new
electron density is calculated. The energy associated with the initial and new densities
are compared and if sufficiently similar, the ground-state density is found. If not, then the
iterative process continues in minimising the energy functional. An alternative formulation
of the KS scheme of equation (2.15) is to minimise the functional [95]:

E[n] = 2
occ

∑
i

εi−
1
2

∫ ∫ n(rrr)n(rrr′)
|rrr− rrr′|

drrrdrrr′−
∫

vxc(rrr)n(rrr)drrr+ Ẽxc[n], (2.16)

where Ẽxc[n] includes the exchange-correlation kinetic energy. The summation over eigen-
values considers the spin degeneracy, hence the factor of two.

2.1.3 Spin Density Functional Theory

Until now, the prevailing assumption regarding electron spin has been that the expression for
two electrons occupying a spatial orbital is the same. Thus, the Kohn-Sham states feature a
spin-degeneracy and it is sufficient to solve the Kohn-Sham equations for only one of the
spins. However, the magnetic behaviour of solid-state systems such as transition metals is not
captured by this approach, requiring one to treat the spin of electrons separately [96]. This
section will present the work of von Barth, Hedin, Rajagopal and Callaway who originally
formulated the development of spin-DFT [26, 97]. The wavefunction is now composed of
two-component spinors which require a 2 × 2 size Hamiltonian. The spinor wavefunctions,
|φ⟩, are projected onto an orthonormal spin basis of |α⟩ and |β ⟩. These spin indices run over
the electron |↑⟩ and |↓⟩ states, note that an implicit sum over electronic states is assumed
here:

nαβ (rrr) =
1
2
[
n(rrr)δαβ +mmm(rrr)σσσ

]
. (2.17)

For a complete description of the state of an itinerant magnetic system, the spin (mag-
netisation) density, as well as the charge density, is required. The charge density is given
by
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n(rrr) = ∑
αβ

⟨φαβ (rrr)|δαβ |φαβ (rrr)⟩ . (2.18)

Along with the vector magnetisation density which is nonzero for the magnetic case:

mmm(rrr) = ∑
αβ

⟨φαβ (rrr)|σσσ |φαβ (rrr)⟩ , (2.19)

where the Pauli spin matrices are used to define the three components mmm = (mx,my,mz) of
the magnetisation vector.

σx =

(
0 1
1 0

)
, σy =

(
0 −i
i 0

)
, σz =

(
1 0
0 −1

)
. (2.20)

The kinetic energy, external potential and Coulomb operators of the Hamiltonian have the
following form:

Tαβ =−δαβ

N

∑
i=1

∇
2
i , (2.21)

Vαβ =
N

∑
i=1

vext
αβ

(rrri), (2.22)

Uαβ = ∑
i= j=1,i̸= j

δαβ

|rrri− rrr j|
. (2.23)

Other than the external potential, this is formally equivalent to non-spin inclusive DFT. A
redefinition of equation (2.7) is required to include operators that yield spin components of
the density matrix (ñ) with elements nαβ :

E[ñ] = F [ñ]+V [ñ], (2.24)

where,

F [ñ] = T [ñ]+
∫ ∫ n(rrr)n(rrr′)

|rrr− rrr′|
drrrdrrr′+Exc[ñ], (2.25)
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and,

V [ñ] = ∑
αβ

∫
vext

αβ
(rrr)nαβ (rrr)drrr. (2.26)

The density matrix elements can be further simplified if single-particle wavefunctions (φiα )
are used, this holds for the associated eigenvalues which lie below the Fermi energy EF :

nαβ (rrr) =
N

∑
i=1,

εiα εiβ≤EF

φiα(rrr)φ∗iβ (rrr). (2.27)

The spin-KS equation is postulated:

∑
β

(
−δαβ ∇

2 + vKS
αβ

(rrr)− εiδαβ

)
φiβ (rrr) = 0. (2.28)

From this, the kinetic energy is written as

T0[ñ] =
N

∑
i=1

εi−∑
αβ

∫
vKS

αβ
(rrr)nαβ (rrr)drrr. (2.29)

The variational principle from H-K sets the condition:

δE[ñ]
δ ñαβ (rrr)

= 0. (2.30)

Which yields the KS potential:

vKS
αβ

(rrr) = vext
αβ

(rrr)+2δαβ

∫ n(rrr′)
|rrr− rrr′|

drrr′+ vxc
αβ

(rrr), (2.31)

where,

vxc
αβ

(rrr) =
δ

δ ñαβ (rrr)
(Exc[ñ]+Txc[ñ]) . (2.32)

Equations (2.28), (2.31) and (2.32) form the spin-dependent KS equations which are coupled
and thus require self-consistent treatment. The total energy functional is reformed in a similar
manner to that of equation (2.16):
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E[ñ] =
N

∑
i=1,

εi≤EF

εi−
∫ ∫ n(rrr)n(rrr′)

|rrr− rrr′|
drrrdrrr′−∑

αβ

∫
vxc

αβ
(rrr)nαβ (rrr)drrr+Exc[ñ], (2.33)

where the notable differences are the α and β indices which run over the electron spin states.

2.1.4 Exchange-Correlation (XC)

The first term of equation (2.13) is the Hartree term and takes into account electrostatic
interactions. The external potential is not a functional of the electronic density and will be
discussed later. The exact form of the exchange-correlation potential is not known and in
practice, approximate functionals are used which are based on the electronic density. One
of the simplest is known as the local density approximation (LDA) [23], it assumes that the
exchange-correlation energy at a point rrr is equivalent to the exchange-correlation energy of a
homogeneous electron gas which has the same density at point rrr:

ELDA
xc [n(rrr)] =

∫
n(rrr)εxc(n(rrr))drrr, (2.34)

where εxc, the exchange-correlation energy is a function of the density and is only local. The
exchange-correlation potential may be written as

vxc(rrr) =
δExc[n(rrr)]

δn(rrr)
. (2.35)

The assumption made in the LDA means that inhomogeneities in the electron density are
ignored. However, it is able to capture several electronic structure properties such as lattice
constants, cohesive energies and bandgaps [98, 99, 100]. The accuracy to which the electronic
bandgap can be captured using the LDA will be highlighted in due course. For spin-polarised
systems, exchange and correlation of the homogeneous spin-polarised electron gas is utilised.
This is known as the local spin density approximation and will be further discussed in a later
section regarding longitudinal response.

Another common approximation often employed is the generalised gradient approximation
(GGA) [99, 101]. This is a semi-local functional which incorporates the effect of inhomo-
geneities by including the gradient of the electron density in addition to the density. There
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are many forms of this functional; the Perdew, Burke and Ernzerhof (PBE) [102] is employed
in this work:

EGGA
xc [n(rrr)] =

∫
n(rrr)εxc(n(rrr),∇n(rrr))drrr. (2.36)

Both of these functionals are attempts to fit a functional that is exact in the Kohn Sham
formulation of (2.9) and no tuning parameters are used.

2.2 Time Dependent Density Functional Theory

Until now the time-dependence regarding DFT has not been discussed. The H-K theorems
stated before allow for the connection of the ground-state electronic density to the properties
of a system. That is, all properties of a system are functionals of the electronic density.
However, does this apply to the time-dependent case? The Runge-Gross and Van Leeuwen
theorems provide the basis for this.

2.2.1 Runge-Gross Theorem

Consider a time-dependent Hamiltonian,

Ĥ(t) = T̂ +V̂ee +V̂ext. (2.37)

Runge and Gross [68] proved that there is a 1-1 mapping:

n(rrr, t)
Ψ0←→ vext(rrr, t). (2.38)

This is in essence, a similar result to the first H-K theorem. The densities n(rrr, t) and n′(rrr, t)
evolving with Ĥ(t) from a common initial state Ψ0 are necessarily different. This is true
provided that the two local (now time-dependent) potentials vext(rrr, t) and v′ext(rrr, t) which are
expandable in a Taylor series about the initial time t0 satisfy the following:

vext(rrr, t) ̸= v′ext(rrr, t)+ c(t). (2.39)
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Later, a generalisation of this theorem was proved by van Leeuwen [61, 103]. By extension of
Runge-Gross, it holds that this 1-1 mapping exists for both fully interacting systems and for
non-interacting particles. Therefore, there are two unique potentials that correspond to a given
time-dependent density n(rrr, t). One potential vext[n,Ψ0](rrr, t) propagates the interacting time-
dependent Schrödinger equation with an initial state Ψ0 and another potential vKS[n,Φ0](rrr, t)
which yields the same density by propagating the non-interacting time-dependent Schrödinger
with initial state Φ0.

vext[n,Ψ0](rrr, t)←→ n(rrr, t)←→ vKS[n,Φ0](rrr, t). (2.40)

The time-dependent KS system of equations can now be introduced, where again it is stressed
that the density on the ground-state n(rrr) given by the KS wavefunction is assumed to be the
same as the one given by the interacting (true) wave function.

i
∂

∂ t
φi(rrr, t) =

[
−1

2
∇

2 + vKS(rrr, t)
]

φi(rrr, t). (2.41)

With the time-dependent electronic density:

n(rrr, t) =
occ

∑
i
|φi(rrr, t)|2. (2.42)

It is now understood that this 1-1 mapping is only possible if the exact local potential
vKS(rrr, t) is known. However, similar to determining the stationary ground-state density, there
is no recipe for building a potential which is exact in principle. There is a self-consistent
dependency of the KS (effective) potential on the density which in itself, depends on the
initial state calculated through equation (2.42).

vKS[n](rrr, t) = vH[n](rrr, t)+ vxc[n](rrr, t)+ vext(rrr, t). (2.43)

In practice again this is an iterative process in which for the first iteration, the initial orbitals
which are used to compute the stationary ground-state density are now reused. The time-
dependent KS equations are solved self-consistently using an approximate KS potential.
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2.2.2 Time Dependent Exchange-Correlation

In ordinary DFT, the XC potential is normally written as a functional derivative of the XC
energy. However, it is not straightforward to extend this formulation to the time-dependent
case [104]. The XC functional at time t ′ is a functional of the electronic density at time t and
it is necessary that t ′ ≥ t. The contrary would otherwise violate causality. One of the earliest
works to include time-dependence in XC was Ullrich et al who proposed a time-dependent
optimised effective potential to explicitly determine the time evolution of the system in
response to an external potential [105]. Later, Dobson et al proposed an alternative form of
the XC potential which contained memory of the electronic density at previous times [106].

The linear response work of this thesis will exclusively employ the adiabatic local density
approximation (ALDA) [103]. The exchange-correlation functional is taken to be the
derivative of the ground-state energy functional evaluated at an instantaneous density.

vALDA
xc (rrr, t) =

δELDA
xc

δn(rrr, t)

∣∣∣∣
(n(rrr,,,ttt)=n(rrr))

. (2.44)

This procedure is computationally simple and allows for the use of existing functionals (LDA,
PBE) employed for ground-state DFT. The approximation made here is that the construction
of the functional is local in time. In principle, this should be adequate to describe the
time-dependency in systems close to equilibrium [104].

2.2.3 Formulation of the Sternheimer Equation

The central equation of this thesis is the Sternheimer equation, here it is formulated in a gen-
eral manner using perturbation theory up to linear order. The time-independent Schrödinger
equation is

Ĥ |ψn⟩= εn |ψn⟩ , (2.45)

where Ĥ is the unperturbed Hamiltonian, ψ and ε refer to the quantum mechanical wave-
function and its corresponding energy eigenvalue. The parameterisation in rrr is dropped for
convenience and the subscript n runs over the electron states. The quantities in (2.45) are
perturbed to first-order by adding a linear term:

Ĥ(λ ) |ψn(λ )⟩= εn(λ ) |ψn(λ )⟩ , (2.46)
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with,

Ĥ(λ ) = Ĥ +λ Ĥ(1), (2.47)

ψn(λ ) = ψn +λψ
(1)
n , (2.48)

εn(λ ) = εn +λε
(1)
n . (2.49)

Inserting the linear perturbation in (2.47), (2.48) and (2.49) into equation (2.46) yields:

(Ĥ +λ Ĥ(1)) |ψn +λψ
(1)
n ⟩= (εn +λε

(1)
n ) |ψn +λψ

(1)
n ⟩ . (2.50)

Expanding:

Ĥ |ψn⟩+λ Ĥ |ψ(1)
n ⟩+λ Ĥ(1) |ψn⟩+λ

2Ĥ(1) |ψn⟩

= εn |ψn⟩+λεn |ψ(1)
n ⟩+λε

(1)
n |ψn⟩+λ

2
ε
(1)
n |ψ(1)

n ⟩ . (2.51)

Terms which are quadratic in λ are neglected and therefore only the linear response of the
system is considered. What is left is the original unperturbed equation and terms linear in λ

which are:

Ĥ |ψ(1)
n ⟩+ Ĥ(1) |ψn⟩= εn |ψ(1)

n ⟩+ ε
(1)
n |ψn⟩ . (2.52)

Factoring out the wavefunctions,

(Ĥ− εn) |ψ(1)
n ⟩=−(Ĥ(1)− ε

(1)
n ) |ψn⟩ . (2.53)

At this point the right-hand side of equation (2.53) is considered and the following operators
are introduced:

P̂occ = ∑
n∈occ

|ψn⟩⟨ψn| , (2.54)
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P̂unocc = ∑
n∈unocc

|ψn⟩⟨ψn| , (2.55)

where P̂occ is a projection operator over occupied states and P̂unocc is over unoccupied states.
These operators obey the condition of

1 = P̂occ + P̂unocc. (2.56)

Due to the orthonormality condition imposed on the zeroth-order wavefunctions:

⟨ψn|ψm⟩= δnm. (2.57)

The parallel-transport gauge [107] imposes an orthonormalisation with respect to first-order
wavefunctions and yields that

⟨ψn|ψ(1)
m ⟩= 0. (2.58)

Applying
(
−P̂unocc

)
onto Ĥ(1) |ψm⟩:

(−1+ P̂occ)Ĥ(1) |ψm⟩=−Ĥ(1) |ψm⟩+ ∑
n∈occ

|ψn⟩⟨ψn| Ĥ(1) |ψm⟩ . (2.59)

It can be shown that the summation term on the right-hand side refers to the first-order
eigenvalues by the closure relation. To show this, the factored perturbed Schrodinger
equation (2.53) is multiplied through by ⟨ψm|:

(⟨ψm|)(Ĥ− εn) |ψ(1)
n ⟩= (⟨ψm|)(−Ĥ(1)+ ε

(1)
n ) |ψn⟩ . (2.60)

From the gauge-freedom of the first-order wavefunction using condition (2.58), the left-hand
side of equation (2.60) is zero, simplifying the right:

0 =−⟨ψm| Ĥ(1) |ψm⟩+ ε
(1)
n ⟨ψn|ψm⟩ , (2.61)

and using the orthonormalisation condition in (2.57):

ε
(1)
n = ⟨ψn| Ĥ(1) |ψn⟩ . (2.62)
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The first-order eigenvalues are placed instead of the summation term on the right-hand side
of equation (2.59) which is now given as

(−1+ P̂occ)Ĥ(1) |ψm⟩=−Ĥ(1) |ψm⟩+ ∑
n∈occ

ε
(1)
m |ψn⟩δnm. (2.63)

Simplifying:

(−1+ P̂occ)Ĥ(1) |ψn⟩=−(Ĥ(1)− ε
(1)
n ) |ψn⟩ , (2.64)

where the right-hand side of equation (2.53) has been formulated. Now it is asserted that
Ĥ(1) = V̂ext:

(Ĥ− εn) |ψ(1)
n ⟩= (−1+ P̂occ)V̂ext |ψn⟩ . (2.65)

In order to account for time-dependent perturbations, the following ansatz is proposed [108]:

ψ
(1)
n (rrr)→ e±iωt

ψ
(1)
n (rrr,±ω), (2.66)

V̂ext → V̂ext(rrr,±ω). (2.67)

Now if the equation is time-dependent:

i
∂ψn

∂ t
= Ĥψn. (2.68)

The Sternheimer method which was initially developed to compute polarisabilities [64] can
now be formulated:

(Ĥ− εn±ω) |ψ(1)
n (rrr,±ω)⟩=−(1− P̂occ)V̂ext(rrr,±ω) |ψn(rrr)⟩ . (2.69)

The exact form of the wavefunction has been kept ambiguous, in practice the wavefunctions
here correspond to KS states in which a plane-wave basis set is utilised. The property of
orthonormality is required, which plane waves possess [109]. In addition to this, an adequate
description of both occupied and (some) unoccupied states is needed to properly define the
projection operators, with a suitable choice of basis set parameters this can be accomplished.
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Whilst all of the above concerns the development of applying linear perturbation theory to the
true (interacting) many-body wavefunction. The same treatment holds for the Kohn-Sham
system of equations. Providing that an accurate ground-state density can be determined, all
the theorems previously discussed allow for a perturbative treatment of DFT [110]. This
approach is aptly named Density Functional Perturbation Theory and this thesis aims to
present implementations of computing response functions with this approach.

2.3 The CASTEP package

The development of DFPT techniques in this thesis will be carried out in the CASTEP

package. The (CA)mbridge (S)erial (T)otal (E)nergy (P)ackage was originally programmed
in FORTRAN 77 and has since then been completely redesigned using modern FORTRAN

[111]. The package makes use of efficient implementations of Linear Algebra [29] and Fast
Fourier Transform libraries [41]. It can be run in parallel with systematic data distribution
through a number of schemes [112, 113]. Whilst this section will introduce the theories
employed in CASTEP, these are relevant to other DFT packages such as Quantum ESPRESSO
and ABINIT [114, 115].

2.3.1 Bloch’s Theorem and Plane Waves

The KS method previously discussed is an approach to solving the many-body electron
problem of quantum mechanics. A set of single-particle equations that include the effective
KS potential is proposed to describe the correlated nature of electrons. However, the issue
still remains that the number of electrons is on the order of 1023 per mole of atoms [116].
One can recognise that many condensed matter systems such as crystalline solids are periodic
in structure, this periodicity can be exploited to drastically reduce computational cost and
render such calculations feasible [9]. It is quite reasonable to argue that a repeating structure
of nuclei and electrons in a crystal structure consists of an electronic charge density which is
also periodic [9]. If RRR is one of the real space lattice vectors that define the structure, rrr is an
arbitrary vector in space, then the density has the condition:

n(rrr+RRR) = n(rrr). (2.70)

This means that the KS orbitals from equation (2.15) satisfy:
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|φ j(rrr+RRR)|2 = |φ j(rrr)|2, (2.71)

where there is an implicit sum over all unique KS eigenstates, indexed now by j. This implies
that

φ j(rrr+RRR) =CCC ·φ j(rrr), (2.72)

where CCC has the condition:

|CCC|2 = 1. (2.73)

The dimensionless quantity CCC can be expressed as

CCC = ei·kkk·RRR, (2.74)

where at this point, kkk is defined to be an arbitrary parameter with dimension proportional
to the inverse of space. The expression for CCC (2.74) meets the condition of (2.73). The KS
orbital of equation (2.72) is

φ j(rrr+RRR) = ei·kkk·RRR ·φ j(rrr). (2.75)

Whilst there is no mathematical rigour here in determining the form of CCC, the index kkk and
the form of the KS orbital. It can be shown using symmetry and periodicity of the crystal
structure with respect to RRR, that the KS orbitals can be written in the form of (2.75).

Bloch’s theorem [116] states that the electronic wavefunction with band index j, subject to a
periodic potential may be written as

ψ j,kkk(rrr) = eikkk·rrru j(rrr). (2.76)

The function u j(rrr) possesses the periodicity of the potential, u j(rrr+RRR) = u j(rrr), where now
RRR is a vector that spans the length of the smallest possible structure needed to represent the
periodic system, i. e. the unit cell. The band index is denoted by j to differentiate from
the imaginary unit of i present in the exponential. The generalised version of the theorem
states that RRR can correspond to any translation vector of the lattice. The wave vector kkk will be
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discussed in due course. This formulation naturally leads to the choice of a plane-wave basis
set to describe the wavefunction within the unit cell. The periodic part of the wavefunction
of (2.76) can be expressed in a Fourier series as

u j(rrr) = ∑
GGG

c j,GGGeiGGG·rrr, (2.77)

where the c j,GGG are plane-wave coefficients and GGG are the reciprocal lattice vectors which
satisfy the relation GGG ·RRR = 2πn, where n is an integer. The basis set employed by the CASTEP

package is to utilise plane waves in order to describe the KS states:

ψ j,kkk(rrr) = ∑
GGG

c j,kkk+GGGei(kkk+GGG)·rrr. (2.78)

2.3.2 Reciprocal Space Sampling and Basis Set

The quantity kkk in Bloch’s theorem of (2.76) is a component of the arbitrary phase factor and
is defined to have a dimension which is inverse to that of the lattice vector. This object kkk is
known as the wave vector and it is useful to consider this as a quantum number characteristic
of the translational symmetry present in the periodic potential [116]. That is, every KS state
is indexed by its unique crystal momentum proportional to ℏkkk. Since there is consideration
of only the unit cell, the wave vector kkk can always be confined to the first Brillouin zone
(BZ). Any wave vector such as kkk′ that is not in the first BZ can be written as

kkk′ = kkk+GGG, (2.79)

where GGG is a reciprocal lattice vector and kkk lies in the 1st BZ. Since eiGGG·RRR = ei2πn = 1 for any
GGG, Bloch’s theorem holds for kkk and kkk′. Whilst (2.78) allows one to consider a finite number
of electrons present within the unit cell, each KS state now has an infinite number of k-points
to occupy [116]. In practice, one only needs to sample reciprocal space since the electronic
wavefunction at k-points that are sufficiently close together will be nearly identical [9, 117].
To this aim, a function can be written as an integral over the BZ:

Ω

(2π)3

∫
BZ

f (kkk)dkkk = ∑
j

w jF(kkk j), (2.80)
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where Ω is the cell volume, F(kkk) is the Fourier transform of the function integrated over the
BZ and w j are weighting factors [118]. The choice of k-points (kkk j) used to sample reciprocal
space in the CASTEP package was developed by Monkhorst and Pack (MP) [119, 120].
The k-points are linear combinations of three reciprocal lattice vectors (bbb1···3) distributed
uniformly through space as [118]:

kkk j = x1 jbbb1 + x2 jbbb2 + x3 jbbb3, (2.81)

where,

xi j =
li
n j
, (2.82)

where li are the lengths of reciprocal lattice vectors. The number of k-points in the j-th
set is denoted by n j and the index j runs from 1 to n j. Practically, the MP k-point set is
specified by an evenly spaced 3-dimensional grid as an input parameter for the computation
with the form n×n×n, where a larger n results in a finer MP grid as shown in (2.82). The
importance of sampling the BZ with the MP grid will be made apparent within the context of
linear response calculations. Computational savings can be made by utilising the point group
symmetry of the lattice, this will be discussed in due course.

In addition to k-points, (2.78) contains an infinite series with respect to GGG, the reciprocal
lattice vector. The Fourier plane-wave coefficients have a kinetic energy proportional to
|kkk +GGG|2 [45]. For most wavefunctions, there will be a limit to which the states can be
described as smoothly varying. This in turn means that the coefficients c j,kkk+GGG become small
for large |kkk+GGG| [117]. Thus, one can truncate the Fourier series in (2.78) by introducing a
plane-wave energy cutoff:

Ecut =
|kkk+GGGmax|2

2
. (2.83)

Which fixes the highest reciprocal lattice vector used in the Fourier expansion (GGGmax). Any
|kkk+GGG| vectors which are larger and therefore lie outside the cutoff are not considered. This
corresponds to a sphere in reciprocal space and fixes a practical finite basis set.

ψ j,kkk(rrr) =
|GGG|<GGGmax

∑
G

c j,kkk+GGGei[(kkk+GGG)·rrr], (2.84)
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where the limit to the Fourier series becomes |kkk+GGG|2 ≤ Ecut. In a similar fashion to k-point
sampling, it will be shown that the accuracy of linear response calculations is dependent on
the choice of plane-wave energy cutoff. In practice, one must converge both the k-point MP
grid and plane-wave cutoff in efforts to adequately describe the wavefunction and carry out
response computations whilst balancing computational resources. The consideration of more
k-points and Fourier components would directly result in an increased number of operations.

2.3.3 Optimisations in CASTEP

Leading DFT codes such as the CASTEP package take efforts to reduce computational demand
and maintain optimal memory consumption. This section will not be comprehensive in the
discussion of the numerous optimisations which comprise the CASTEP DFT package. The
interested reader can consult [40, 45, 111, 112, 113, 121, 122] and references therein.

Fourier Transforms

The choice of a plane-wave basis set has an advantage in that only a single parameter (Ecut) is
required to systematically improve the description of the electronic wavefunction. Expanding
the wavefunctions in terms of plane waves using (2.84) into (2.14) gives the KS equations in
plane-wave form [45]:

∑
GGG′′′

[
1
2
|kkk+GGG|2δGGGGGG′′′+Vext(GGG−GGG′′′)+Vxc(GGG−GGG′′′)+VH(GGG−GGG′′′)

]
×

c j,kkk+GGG′′′ = ε jc j,kkk+GGG. (2.85)

The KS Hamiltonian is the left-hand bracketed term of (2.85). This corresponds to a matrix of
size NGGG×NGGG, where NGGG is the number of plane waves. The Hamiltonian is not only expensive
to construct but impractical to explicitly store its entire array in memory. In the reciprocal
space representation, the kinetic energy is shown to be diagonal, whilst the potentials are
described in terms of Fourier components and are diagonal in real space. It is therefore
optimal to employ both real and reciprocal space grids to compute the aforementioned terms
and this can be done for each KS eigenstate indexed by band, k-point and spin (if applicable).
The CASTEP package utilises robust, Fast Fourier Transform libraries such as FFTW to
compute these transformations between real and reciprocal space [41]. These libraries have
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also been developed to be parallel-capable with respect to the electronic band, k-point and
plane waves [30]. In particular, k-point parallelism will be exploited in this work, there is
no dependency that exists on an eigenstate at one k-point with respect to another eigenstate
at a different kkk. Thus one can leverage the power of HPC systems to split up the workload
into k-point sets, each of which the Hamiltonian is constructed as needed and applied to a
wavefunction [113].

Symmetry for K-Point Reduction

A finer sampling of the Brillouin zone corresponds to a larger MP grid with more k-points
included in the set [120]. This discrete set of k-points may be reduced by considering the
symmetry of the crystal structure. Thus, one can write the integral over the BZ in (2.80) as

Ω

(2π)3

∫
BZ

f (kkk)dkkk =
P(n j)∈IBZ

∑
j=1

w jF(kkk j), (2.86)

where P(n j) is the number of symmetry-dependent points located in the irreducible wedge
of the Brillouin zone (IBZ). If two or more k-points in the MP set are related by a symmetry
operation, the contribution of these points to the electronic density is identical. These special
k-points can be sorted into a set in which a single k-point is chosen and assigned a weight
(w j). This weight is a measure of the number of symmetry-related equivalent k-points that
this single k-point represents with respect to the full MP grid. Reducing the full MP grid
to this irreducible set of nonequivalent weighted k-points allows for the determination of
the wavefunction and density using fewer operations, reducing computational expense [112,
113].

2.3.4 Fermi Level

The statistical mechanical approach to defining the Fermi level is to determine the highest
occupied state the electron occupies at zero temperature. The electrons will occupy all
available energy states, constrained by the Pauli exclusion principle, up to the Fermi energy.
The Fermi-Dirac distribution function is written as

f j,kkk =

[
exp
(

ε j,kkk−µ

kBT

)
+1
]−1

, (2.87)
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where kB is the Boltzmann constant, T is the temperature, µ is the Fermi level and ε j,kkk is the
energy of the j-th eigenstate at kkk. Taking the zero temperature limit, the distribution function
takes on the form of a step function:

lim
T→0

f j,kkk =

0 if ε j,kkk > µ

1 if ε j,kkk < µ .
(2.88)

Determination of the Fermi level requires knowledge of the ground-state KS orbitals in order
to determine the single particle energy eigenvalues. The KS orbitals can be determined
upon solving the system of equations in (2.14) which is subject to the KS potential. The KS
potential in (2.13) contains terms which involve the functional derivative of the density. The
density is constructed of occupied KS states, integrated over reciprocal space:

n(rrr) = ∑
j

∫
BZ

f j,kkk|ψ j,kkk|2dkkk. (2.89)

This inter-dependency of terms calls for a process that accounts for electron behaviour and
ensures that the electronic density is consistent with the KS wavefunction and vice-versa.
The procedure is known as self-consistency and the CASTEP package implements this to
obtain a ground-state description.

In order to determine the Fermi energy, a trial energy is used to initialise an iterative search.
The self-consistent process is used to determine the ground-state and thus the Fermi energy to
within a user-defined tolerance. The importance of reciprocal space sampling in constructing
the density is shown in equation (2.89). If the sampling of reciprocal space is too coarse to
accurately represent the wavefunction, the errors propagate to the ground-state density and
KS potential. This work will present graphical representations of energy levels as a function
of kkk, this is known as a band structure plot. In performing DFT computations, care is taken
in the choice of MP grid to sample the BZ and energy cutoff to adequately describe the
wavefunction. It is often a balance between the feasibility of the calculation with respect to
the level of accuracy required. This work will showcase how the choice of these parameters
directly affects the accuracy of response quantities. It is noted here that the Fermi energy
computed in this approach corresponds to the highest occupied KS energy value. The validity
of using the mathematical construction that is the KS scheme to characterise a system in
comparison to experimental data will be highlighted in the discussion of the bandgap.

A finite set of k-points specified by an MP grid is used to discretise the BZ integral of
(2.89). By definition, insulating systems have a clear gap between occupied and unoccupied
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states. The step function that the Fermi-Dirac distribution takes in (2.88) can handle such
systems, defining integer occupation numbers to specify valence (occupied) and conduction
(unoccupied) states. For semiconducting systems, the gap in the occupied and unoccupied
states is finite, requiring an enhanced sampling of reciprocal space to accurately describe
both manifolds. In metallic systems, the occupied bands cross the Fermi level which presents
an issue with the use of equation (2.88), with integer occupation numbers. There is now a
discontinuity due to fractional occupations which would require a computationally exhaustive
set of k-points to describe the electron band dispersion. The integer occupation numbers
can be replaced with a function that varies smoothly from 1 to 0 around the Fermi level.
The Fermi-Dirac scheme of (2.87) corresponds to a smearing scheme that is adjustable by
temperature. As the temperature increases, the T = 0 step function becomes increasingly
smeared allowing for a more gradual transition between the two manifolds. The Fermi-Dirac
smearing scheme has a disadvantage due to its long tail present in the occupation probabilities
around the Fermi level. This requires the inclusion of many slightly occupied bands above
the Fermi level which adds to the computational cost. The response computations developed
in this work will employ a different smearing function in an effort to reduce the consideration
of extra partially occupied bands.

2.3.5 Pseudopotentials

One of the setbacks of plane-wave basis sets is that it is prohibitively expensive to represent
the sharp features of the wavefunction to describe the electrons under the influence of a very
strong potential near the nuclei. Conveniently, the core electrons situated close to the nuclei
have little contribution to chemical properties and so it is possible to separate the contributions
of the core and outer/valence states. Since the core electrons repel the outer electrons, the
valence manifold is subjected to a weaker potential from the nuclei. Consequently, all that
is required is to reproduce this screening effect of the core electrons/nuclei and in turn, the
plane wave description of the core electrons is dropped. The function of a pseudopotential is
to effectively describe the core and ionic contributions by a potential which acts on a set of
pseudo wavefunctions. The computational saving here is significant in that far fewer plane
waves are required to consider a reduced system of only valence electrons. However, in
practice, the oscillatory nature of the valence electrons necessitates the convergence of the
energy cutoff parameter to obtain an accurate description of the electronic wavefunction.

The construction of a pseudopotential requires that no radial nodes are present within the core
region. In addition, the pseudopotential and corresponding pseudo wavefunction φPS must be
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Fig. 2.1 Comparison between the pseudo-wave function and pseudopotential (red) with a
Coulomb potential representing the all-electron wave function and potential (blue). Source
of image from Wolfram Quester.

identical to the all-electron wavefunction ψAE outside the cut-off radius rc, a schematic is
shown in figure 2.1.

φPS(r > rc) = ψAE(r > rc). (2.90)

For the DFPT implementations used in this thesis, norm-conserving pseudopotentials are
used instead of the commonly used ultra-soft pseudopotentials although the latter is able
to take advantage of using fewer plane waves. The norm-conserving condition is enforced
by ensuring that the all-electron and pseudo wavefunction generate the same charge density
within the core radius:

∫ rc

0
ψ
∗
AE(rrr)ψAE(rrr)drrr =

∫ rc

0
φ
∗
PS(rrr)φPS(rrr)drrr. (2.91)

The ultra-soft scheme relaxes the norm conservation of the pseudopotential and the resulting
missing charge in the core region is accounted for, this requires fewer plane waves. However,
the orthonormality of the wavefunctions are affected which introduces complexities in
solving the Sternheimer equation. Whilst ultra-soft implementations of DFPT exist [123,
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124], extra terms are required to update the augmentation charge. Therefore, the gain in
computational savings in using fewer plane waves is diminished due to the extra terms
required for computation [118].

2.3.6 Determination of the Ground-State

In order to carry out computations of the linear response, knowledge of the unperturbed
quantities which include the ground-state wavefunction and electronic density are required.
The theorems of H-K, implemented via the KS scheme provide a practical means of obtaining
this information. The self-consistent process to obtain the KS ground-state will now be
discussed. This discussion is restricted to the implementation contained in CASTEP, other
DFT codes may take a different approach. The start of the DFT calculation involves the
reading of user-supplied parameters which define, amongst other things, the plane-wave cutoff
energy and k-point mesh used to sample reciprocal space. The relevant pseudopotentials
required for the system in question are generated. A trial wavefunction is determined using
a one-off relatively cheap computation of the KS state. This involves a lower plane-wave
cutoff energy and a less resource-intensive choice of the XC functional compared to the
user input. From this trial wavefunction, the electron density can be computed. The KS
potential is determined after which the KS equation is solved through some iterative method.
From this newly constructed KS state, a new electronic density is calculated. The energy
associated with this new density is compared to previous iterations. If a user-defined tolerance
is satisfied, the final energy has reached a minimum and the ground-state has been found. A
visual representation of the process is shown in figure 2.2.

To speed up convergence in reaching the ground-state, CASTEP employs a density-mixing
algorithm [109], in which a density at the current iteration has some input of a density from
previous iterations. This, along with iterative minimisation methods will be discussed in later
sections, since they are also highly relevant to the DFPT scheme.

It is also mentioned that the CASTEP package offers an alternative choice for electronic
minimisation. In the ensemble density functional theory scheme, the plane-wave coefficients
of the wavefunction are updated such that the energy functional of (2.16) is minimised. The
reader is referred to [45] for more information. Whilst this scheme is robust, it is more
computationally demanding in comparison to the density mixing scheme. All computations
of the ground-state used in this thesis utilise the density mixing scheme.
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Read in parameters Generate pseudopotentials

Generate a trial density Generate a trial wvfn

Calculate vKS[n(rrr)]

Solve the KS equation
using iterative minimisation.

Update KS states and n(rrr),
density mix if applicable.

∆E ≥ Etol

Compare
∆E = |E[nNEW(rrr)] -

E[nOLD(rrr)]| with a user
defined tolerance

∆E < Etol

Ground-state
has been found!

Fig. 2.2 Flow-chart of the self-consistent process in CASTEP used to determine the ground-
state.
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2.4 Experimental Techniques

This section aims to briefly introduce the experimental techniques that are used to obtain
dielectric and spin response spectra. The DFPT implementation of this work can directly be
compared to the spectra generated by these techniques.

Spectroscopic ellipsometry is an optical technique that allows for the determination of the
dielectric function. This is accomplished by determining the change in the polarisation state of
light as it reflects and refracts from a material structure. The complex reflection and refraction
coefficients are material-specific parameters and depend directly on the dielectric function.
In order to obtain accurate dielectric spectra, external parameters such as the incident angle
of light, sample structure and surface roughness are used to fit the experimental data to a
model dielectric function. Detailed information can be found in [57, 125].

Investigations of spin-related fluctuations of the electronic density naturally require a probe
that is spin-dependent. The neutron has no charge but it does have a magnetic moment.
Neutrons can interact with atomic nuclei via very short-range forces and with unpaired
electrons through a magnetic dipole interaction. There are numerous experimental methods
which allow for the investigation of the magnetic structure. Techniques such as Inelastic
Neutron Scattering (INS) yield a cross-section that is of similar magnitude to the cross-
section of nuclear scattering by the short-ranged nuclear forces. The cross-section is large
enough to provide insight into scattering from ordered magnetic structures and electron spin
fluctuations. The cross-section measured by INS allows for the determination of the magnetic
susceptibility [56, 126]. Spin-polarised electron-energy loss spectroscopy (SPEELS) is a
technique that is able to measure the dispersion relation of collective excitations. The analysis
of the electron’s spin state before and after being applied to a magnetic system provides the
means to observe spin wave fluctuations [127, 128].



Chapter 3

Dynamical Screening and the Dielectric
Response

The first response function of this thesis which will be considered is the dielectric function. To
highlight its importance, it will be introduced within the discussion of dynamical screening,
which is a constituent of the GW method.

3.1 The Bandgap Problem

Perhaps one of the shortcomings associated most often with DFT is the underestimation of
the bandgap with respect to experiment. Figure 3.1 shows this effect is almost universal in
wide-gap insulators and semiconductors with a comparison of the computed bandgap using
the LDA functional with respect to experimental data [129].

The fundamental bandgap for N electrons is taken to be the difference between the ionisation
potential (IP) and electron affinity (EA) [15]:

EN
gap = IP−EA = [E(N−1)−E(N)]− [E(N)−E(N +1)] . (3.1)

Instead of the functional F [n] found in equation (2.7), an extension of F̃ [n] is made, which
applies to densities that do not necessarily yield an integer number of particles [130]. Two
densities are considered:

n+(rrr) = n(rrr)+ ε(rrr), n−(rrr) = n(rrr)− ε(rrr), (3.2)
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Fig. 3.1 Bandgaps calculated using the DFT-LDA compared to the experimental bandgap.
Data taken from Johnson et al [129].

where ε(rrr) is an infinitesimal positive distribution which changes the particle number by
an infinitesimal amount,

∫
ε(rrr)drrr = ε ≪ 1. Work in the 80’s by Perdew et al [131, 132],

showed that the derivative discontinuity associated with the F̃ [n] functional at any densities
which yield an integer particle number N is expressed:

δ F̃ [n]
δn(rrr)

|n+(rrr)−
δ F̃ [n]
δn(rrr)

|n−(rrr) = EN
gap. (3.3)

Considering the non-interacting kinetic energy functional shown in equation (2.9) extended
to apply to non-integer particle numbers, this is denoted as T̃0. The discontinuity is

δ T̃0[n]
δn(rrr)

|n+(rrr)−
δ T̃0[n]
δn(rrr)

|n−(rrr) = EN
gap, KS. (3.4)

Since F̃ and T̃0 are two independent functionals of the density, the associated derivative
discontinuities cannot be expected to have the same value. Thus, there is a discrepancy
between the true bandgap and the KS bandgap. The derivative of the Hartree functional is
continuous [9], leaving only the exchange-correlation functional to make up the difference:
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∆xc =
δ Ẽxc[n]
δn(rrr)

|n+(rrr)−
δ Ẽxc[n]
δn(rrr)

|n−(rrr) = EN
gap−EN

gap, KS. (3.5)

The issue remains that the most popular implementations of the XC functional such as LDA
or GGA do not feature these derivative discontinuities. This is made apparent in the LDA
computed bandgaps of figure 3.1. The error arises due to the discontinuous dependence of
the energy functional on particle number.

Another factor which contributes to the bandgap problem is discussed. The KS system, along
with XC and Kinetic, involves the Hartree (Coulomb) term,

EH [n] =
1
2 ∑

i, j

∫ ∫ ni(rrr)n j(rrr′′′)
|rrr− rrr′′′|

drrrdrrr′′′. (3.6)

This sum includes a self-interaction:

Eself[n] =
1
2 ∑

i

∫ ∫ ni(rrr)ni(rrr′′′)
|rrr− rrr′′′|

drrrdrrr′′′. (3.7)

In Hartree-Fock (HF) theory, this term is exactly cancelled by

EX [n] =−
1
2 ∑

i, j

∫ ∫ ni(rrr)n j(rrr′′′)δi j

|rrr− rrr′′′|
drrrdrrr′′′. (3.8)

However in the LDA (and other non-local functionals) there is no exact cancellation which
means that an electron is subjected to some extra Coulomb repulsion which originates from
itself. The result of this effect can reduce the energy due to a nonphysical delocalisation
which closes the bandgap.

An additional component not considered in HF and DFT is the issue of screening. Consider
fig 3.2, which illustrates the effect of an electron/hole with respect to the many-body system.
The presence of an electron at rrr interacts with another electron at rrr′′′ through the usual
Coulomb interaction v(rrr,rrr′′′). In a many-body system, the other electrons collectively interact
and rearrange themselves slightly (the noted term for this is polarisation cloud). This induced
change in the electronic charge density is denoted by δρ(rrr′′′′′′). In turn, this induced charge
density subjects the electron at point rrr′′′ to a Coulomb interaction. The screened interaction
is therefore a measure of the initial Coulomb potential between the two electrons and the
collective polarisation cloud.
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Fig. 3.2 Sketch of the bare Coulomb interaction between two electrons and the induced
Polarisation cloud.

W (rrr,rrr′′′) = v(rrr,rrr′′′)+
∫

drrr′′′′′′v(rrr′′′,rrr′′′′′′)δρrrr(rrr′′′′′′). (3.9)

To rectify the bandgap problem in DFT, work has been done to develop various functionals,
some of which include taking into account screening. Clark et al replaced the LDA functional
with a short-ranged Thomas-Fermi screened Coulomb potential [133], this is shown to
improve the bandgap in semiconductors such as Si and GaAs. The next chapter will discuss
the quantities that make up the screened interaction.

3.2 The GW Method

This section will aim to introduce the GW method and quantities involved. It follows that
these quantities constitute the formulation of the dielectric response. The link between the
dielectric response and the screened interaction is then made.

At approximately the same period as when the HK and KS ideas in DFT were established,
Hedin published the GW method [134]. Unlike DFT however, it did not gain notability
swiftly, primarily due to the relatively expensive computational requirements. The method
has seen much use in addressing the deficiencies found in DFT such as the bandgap problem
[135].
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Aptly named, the GW method consists of two quantities, the G is in reference to the Green’s
function used to describe the propagation of a quasiparticle. In quantum mechanical terms,
this is the probability amplitude:

G(rrr, t,rrr′′′, t ′) =−i⟨N| T̂{ĉ(rrr, t)ĉ†(rrr′′′, t ′)}|N⟩ . (3.10)

This single-particle Green’s function acts on the N-th electron state in which the order of
either an addition or removal of an electron can be described by the use of the time ordering
operator T̂ . The field operators ĉ and ĉ† specify the annihilation/creation of an electron. The
Lehmann representation involves taking the Fourier transform of the Green’s function from
the time to the energy axis.

G(rrr,rrr′′′,ω) = ∑
a

ΨN+1,a(rrr)Ψ∗N+1,a(rrr
′′′)

ω +(EN−EN+1,a)+ iη
+∑

j

ΨN−1, j(rrr)Ψ∗N−1, j(rrr
′′′)

ω +(EN−1, j−EN)− iη
. (3.11)

This sum runs over all N +1 excited states in which an electron has been added and N−1
states in which an electron has been removed, the infinitesimal η is included for convergence
purposes. EN+1,a and EN−1, j are the energies of the a-th (N + 1) electron state and j-th
(N−1) electron state respectively. Note that the poles of the interacting Green’s function
are linked to the quasiparticle energies. The function Ψ corresponds to the many-body
wavefunction which is impractical to obtain. Practically, a more attainable quantity to work
with is the non-interacting Green’s function (G0) as the KS orbitals and eigenvalues from
DFT can be used. The Lehmann representation of G0 has a similar form:

G0(rrr,rrr′′′,ω) =
occ

∑
n

ψn(rrr)ψ∗n (rrr
′′′)

ω− εn + iη
+

unocc

∑
n

ψn(rrr)ψ∗n (rrr
′′′)

ω− εn− iη
. (3.12)

The summation includes all occupied and empty states. The poles are related to the noninter-
acting quasiparticle energies which are εn = E(N)−E(N−1) for εn below the Fermi energy
and εn = E(N +1)−E(N) for εn above the Fermi energy.

The W refers to the screened Coulomb interaction. These two make up the central quantity
of the GW method which is termed the self-energy. This quantity encodes all information
with respect to the mutual interactions of an electron with its environment:

Σ = iGW. (3.13)
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Fig. 3.3 Bandgaps calculated using the GW correction compared to experiment. Data taken
from Johnson et al [129].

The self-energy is a non-local, energy-dependent potential ΣGW (rrr,rrr′′′,E) which replaces the
KS potential. It is often used to provide a correction to the KS eigenvalues [135]. Like the
KS scheme, the dependency of terms requires self-consistency in order to determine the
corresponding GW eigenvalues:

εGW = εDFT + ⟨ψKS|ΣGW (εGW )− vxc |ψKS⟩ . (3.14)

This correction to the DFT KS eigenvalues is highly effective. Figure 3.3 illustrates the
effect of the GW correction onto the bandgap [129]. The correction effectively closes the
bandgap which is underestimated in DFT for most systems, highlighting the importance of
the screened interaction.

To better understand the origin of the screened interaction in the many-body picture and to
book-keep variables more efficiently, the diagrammatic representation of Feynman diagrams
will be employed. The bare Coulomb v(rrr, t), interacting G and non-interacting G0 Green’s
functions are represented in the following form:

v :
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G :

G0 :

G can be expressed diagrammatically in the following, the diagrams shown here are topo-
logically distinct, (see [134, 135] for more information) and contain up to n = 1 Coulomb
interaction (v)-lines with up to 2n+1 = 3 non-interacting greens function (G0)-lines:

G = + + + . . .

The first diagram with no Coulomb interaction (n = 0) is simply G0, and the second diagram
with n = 1 refers to the Hartree interaction, this represents the Coulombic repulsion energy of
two charge densities. The last n = 1 diagram represents the Fock exchange, in the quantum
picture this provides a correction to the self-interaction. The complicated n≥ 2 diagrams are
not shown here but contain some combination of G,G0 and v. Formally, the Green’s function
has the following structure:

= + Σ̃

The self-energy (Σ̃) above is termed reducible and consists of diagrams with no external G0

lines. In practice, the useful quantity is the irreducible self-energy (Σ) [135, 136]. These
diagrams follow the rule that no G0 line can be cut to separate the diagram into smaller pieces
with the same structure. The full (irreducible) self-energy can therefore be expressed as

= + Σ + Σ Σ + . . .

= + Σ
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In which G again is found, this series expansion for G is known as the Dyson series [135], the
Dyson equation is now presented with the parameters in space-time dropped for readability:

G = G0 +G0ΣG. (3.15)

In the KS method, HF is used along with XC to make up the KS potential. A poor approxi-
mation for the self-energy would be to only use HF:

Σ ∼ +

There is no consideration of screening here and the use of only HF has been shown to
qualitatively fail in describing the bandgap [137]. An infinite series of HF interactions are
considered to represent the screened interaction. The Random Phase Approximation (RPA)
[138, 139], asserts that the screening is determined by a series of repeated interactions with
electron/electron or hole/hole pairs:

Σ ≃ + + +

+ + . . . ,

where the screened interaction in the RPA is this sum of interactions:

W = = + + + . . .

In a similar fashion to which G was treated previously, the screened Coulomb interaction is
found again on the right-hand side:
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= +

The screened interaction presented here is written in terms of the bare Coulomb interaction
and the non-interacting Green’s function, again the parameters are dropped for now:

W = v+ vG0G0W. (3.16)

Including space-time parameters, the screened interaction diagram is formally expressed as

rt r′t ′ = rt r′t ′ + rt r1t1 r2t2 r′t ′

The corresponding equation is

W (rrr,rrr′′′, t, t ′) = v(rrr,rrr′′′, t, t ′)+
∫

drrr1

∫
dt1
∫

drrr2

∫
dt2 v(rrr,rrr1, t, t1)G0(rrr1, t1,rrr2, t2)

G0(rrr2, t2,rrr1, t1)W (rrr2,rrr′′′, t2, t ′). (3.17)

Hedin’s [134] approximation defined a quantity which represents the bubble corresponding
to the two G0 lines:

χ0(rrr1rrr2, t1, t2) =−i
∫

drrr1

∫
dt1
∫

drrr2

∫
dt2G0(rrr1,rrr2, t2− t1)G0(rrr1,rrr2, t1− t2). (3.18)

This is known as the irreducible polarisability, Adler-Wiser took expression (3.18), utilised
the Fourier transform and rewrote χ0 in terms of KS orbitals and energies [140, 141]. The
resultant expression:

χ0(rrr1,rrr2,ω) =
occ

∑
j

unocc

∑
a

[
ψ∗j (rrr)ψa(rrr)ψ∗a (rrr

′′′)ψ j(rrr′′′)

ω− (εa− ε j)+ iη
−

ψ j(rrr)ψ∗a (rrr)ψa(rrr′′′)ψ∗j (rrr
′′′)

ω +(εa− ε j)− iη

]
. (3.19)
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The spin-dependency of the KS orbitals is not shown explicitly, for the dielectric response it
is proposed that the spins are degenerate. χ0 is also known as the non-interacting density
response function if there was no frequency dependence (ω = 0). An equivalent formulation
of the Adler-Wiser expression [140, 141]:

χ0(rrr1,rrr2,ω) = 2∑
nm

fn− fm

εn− εm±ω + iη
ψ
∗
m(rrr1)ψn(rrr1)ψm(rrr2)ψ

∗
n (rrr2), (3.20)

where fn and fm are occupation factors and correspond to either 1 if occupied or 0 if
unoccupied. This runs over all occupied and unoccupied states (nm) and the factor of 2 arises
due to spin degeneracy.

Taking the Fourier transform of (3.17) and noting that the bare Coulomb interaction is solely
space-dependent:

W (rrr,rrr′′′,ω) = v(rrr,rrr′′′)+
∫

drrr1 v(rrr,rrr1)
∫

drrr2 χ0(rrr1,rrr2,ω)W (rrr2,rrr′′′,ω). (3.21)

The upcoming sections will discuss the practicalities of obtaining the polarisability with the
plane-wave pseudopotential method implementation of CASTEP. At this point, what can
be proposed is that the functions involved in equation (3.17) can be regarded as matrices
with dimensions proportional to the size of the real space (or reciprocal grid) involved in the
computation. Expressing equation (3.21) in matrix form:

W (ω) = v+ v χ0(ω) W (ω), (3.22)

where these matrices hold for a representation in real space or reciprocal space and so
parameters other than the frequency are dropped. Collecting the screened interaction on the
left and the bare Coulomb interaction on the right, equation (3.22) is written as

W (ω) =
[
III− v χ0(ω)

]−1
v, (3.23)

where III refers to the identity matrix. The frequency-dependent dielectric matrix is defined to
be:

ε(ω) = III− v χ0(ω). (3.24)
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Which gives:

W (ω) = ε
−1(ω)v. (3.25)

The dielectric function provides the relation between the initial bare Coulomb potential
and the resultant screened Coulomb potential. The dielectric response is termed to be the
response of a system from a bare Coulomb perturbation, which is why it is closely related to
the polarisability [9, 140]. The screened Coulomb interaction in integral form is

W (rrr,rrr′′′,ω) =
∫

drrr′′′′′′ε−1(rrr′′′′′′,rrr′′′,ω)v(rrr,rrr′′′′′′). (3.26)

Whilst most readers are familiar with the dielectric constant which in this formulation is just
the ω = 0 (static) case. This thesis is concerned with computing the frequency-dependent
dielectric response. Equation (3.26) shows that this is required in order to obtain the screened
interaction.

Recall that the formulation of the KS potential of DFT is to reduce the many-body/interacting
picture and instead impose a non-interacting potential to study its behaviour. Similarly,
the dielectric response encodes the collective behaviour of a system by computation of the
non-interacting density response function.

3.3 Sternheimer and Sum-Over-States

This section aims to map the sum-over-states representation used in the definition of χ0 to
the previously discussed Sternheimer approach.

The expression for the Adler-Wiser polarisability (3.19) contains two sums over occupied
and unoccupied KS states, formally, an infinite number of unoccupied states are required
[142]:

χ0(rrr,rrr′′′,ω) =
Ne

∑
i

∞

∑
a=Ne+1

[
ψa(rrr)ψi(rrr′′′)ψ∗i (rrr)ψ

∗
a (rrr
′′′)

ω− (εa− εi)+ iη
− ψi(rrr)ψa(rrr′′′)ψ∗a (rrr)ψ

∗
i (rrr
′′′)

ω +(εa− εi)− iη

]
. (3.27)

The occupied sum runs from 1 to the total number of electrons Ne and the unoccupied sum
runs from Ne +1 to infinity. The frequency-dependent density response is
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δρ(rrr,ω) =
∫

drrr
∫

drrr′′′χ0(rrr,rrr′′′,ω)δvext(rrr′′′). (3.28)

Where linear response theory allows us to connect the induced density response to an external
perturbing potential through the density-density response function. The density response in
terms of KS states is expressed in the following:

δρ(rrr,ω) =
Ne

∑
i=1

[∫
drrr ψ

∗
i (rrr)

∫
drrr′′′

∞

∑
Ne+1

ψa(rrr)ψ∗a (rrr
′′′)ψi(rrr′′′)

ω− (εa− εi)+ iη
δvext(rrr′′′)

−
∫

drrr ψi(rrr)
∫

drrr′′′
∞

∑
Ne+1

ψa(rrr)ψ∗a (rrr
′′′)ψ∗i (rrr

′′′)

ω +(εa− εi)− iη
δvext(rrr′′′)

]
. (3.29)

The second term (line 2) of equation (3.29) is considered and the i-th first order response is
taken to be defined as

δψi(rrr,ω) =−
∫

drrr′′′
∞

∑
a=Ne+1

ψa(rrr)ψ∗a (rrr
′′′)ψi(rrr′′′)

ω +(εa− εi)− iη
δvext(rrr′′′). (3.30)

Multiplying both sides of the first order response by
(
Ĥ− εi +ω− iη

)
:

(
Ĥ− εi +ω− iη

)
δψi(rrr,ω)=−

∫
drrr′′′

∞

∑
a=Ne+1

(
Ĥ− εi +ω− iη

) ψa(rrr)ψ∗a (rrr
′′′)ψi(rrr′′′)

ω +(εa− εi)− iη
δvext(rrr′′′).

(3.31)

Using Ĥψa = εaψa, the numerator and denominator simplify leaving:

(
Ĥ− εi +ω− iη

)
δψi(rrr,ω) = −

∫
drrr′′′

∞

∑
a=Ne+1

(1)ψa(rrr)ψ∗a (rrr
′′′)ψi(rrr′′′)δvext(rrr′′′). (3.32)

The completeness of the KS states defines:

∞

∑
l=1

= ψl(rrr)ψ∗l (rrr
′′′) = δ (rrr− rrr′′′). (3.33)
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The summation over the unoccupied KS states from (Ne +1) to ∞ can be replaced by

∞

∑
l=Ne+1

ψl(rrr)ψ∗l (rrr
′′′) = δ (rrr− rrr′′′)−

Ne

∑
i=1

ψi(rrr)ψ∗i (rrr
′′′). (3.34)

Substituting this replacement back into equation (3.32):

(
Ĥ− εi +ω− iη

)
δψi(rrr,ω) =−

∫
drrr′′′
(

δ (rrr− rrr′′′)−
Ne

∑
i=1

ψi(rrr)ψ∗i (rrr
′′′)

)
ψi(rrr′′′)δvext(rrr′′′).

(3.35)

It is now recognised that the summation in the bracketed term on the right-hand side over
the i occupied KS states corresponds to the projection operator over occupied states (P̂occ).
Taking rrr = rrr′′′, the Kronecker delta simplifies:

(
Ĥ− εi +ω− iη

)
δψi(rrr,ω) =−

(
1− P̂occ

)
δvext(rrr)ψi(rrr), (3.36)

where the Sternheimer equation from equation (2.69) is found yet again. The first term
(line 1) of equation (3.29) can be treated in the same fashion by defining a similar-looking
first-order response:

δ̃ψ i(rrr,ω) =
∫

drrr′′′
∞

∑
a=Ne+1

ψa(rrr)ψ∗a (rrr
′′′)ψi(rrr′′′)

ω− (εa− εi)+ iη
δvext(rrr′′′). (3.37)

The density response can now be rewritten more compactly in terms of these first-order
response functions:

δρ(rrr,ω) =
Ne

∑
i=1

[
ψ
∗
i (rrr)δ̃ψ i(rrr,ω)+ψi(rrr) [δψi(rrr,ω)]∗

]
. (3.38)

What has been shown here is the connection between the sum-over-states and the Stern-
heimer method. Through the definition of the first-order response wavefunction, the two
are shown to be formally equivalent. A significant advantage highlighted in (3.34) is that
the Sternheimer method only requires knowledge of occupied states [76]. The requirements
for the wavefunctions used in the formulation of the Sternheimer equation in section 2.2.3
are also present here, such as orthonormality as shown in equation (3.33). Equation (3.34)
necessitates that the plane-wave basis set is able to provide an adequate description of the
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occupied states. If not, then the projection operators become ill-defined, complicating the
solution to the Sternheimer equation.

To summarise, the calculation of the complicated polarisability involving an impractical sum
over virtual orbitals is avoided by the calculation of the formally equivalent induced charge
density which involves the first-order response KS orbitals.

3.4 Frequency Dependent Dielectric Matrix

The specifics of solving the Sternheimer equation with respect to a Coulomb perturbation
will now be discussed instead of generalising to some external potential. Giustino et al [143,
144] have derived the Sternheimer equation using the Bloch representation first shown in
section 2.3.1. This is over occupied states ψn in which both positive and negative frequency
components are considered with respect to the first-order response orbitals (∆ψ±n ). More
details of this formulation may be found in [136]:

(
Ĥ− εn±ω + iη

)
∆ψ
±
nkkk[rrr,ω](rrr

′′′) =−
(
1− P̂occ

)
∆V[rrr,ω](rrr

′′′)ψn(rrr′′′). (3.39)

From (3.24), the dielectric matrix [136] is defined as

ε(rrr, t,rrr′′′, t ′) = δ (rrr− rrr′′′)δ (t− t ′)−
∫

drrr′′′′′′v(rrr,rrr′′′′′′)χ0(rrr′′′′′′, t,rrr′′′, t ′). (3.40)

Performing a Fourier transform to the frequency domain and using (3.20):

ε(rrr,rrr′′′,ω) = δ (rrr− rrr′′′)−2
∫

v(rrr,rrr′′′′′′)∑
nm

( fn− fm)ψ
∗
m(rrr1)ψn(rrr1)ψm(rrr2)ψ

∗
n (rrr2)

εn− εm±ω + iη
. (3.41)

Defining the first-order variations with respect to the sign of the frequency:

∆ψ
±
n = ∑

m

⟨ψm|∆V[rrr,ω] |ψn⟩
εn− εm±ω + iη

ψm. (3.42)

Section 3.3 showed how the impractical sum-over-states summation in (3.41) is eliminated
by the usage of the first-order wavefunctions which make up the induced charge density. By
restricting n to the occupied manifold in equation (3.41) and noticing that the occupation
factors contribute only if they reference opposing manifolds, the dielectric response is
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ε(rrr,rrr′′′,ω) = δ (rrr,rrr′′′)−2 ∑
n∈occ

ψ
∗
n (rrr
′′′)
(

∆ψ
+
n[rrr,ω](rrr

′′′)+∆ψ
−
n[rrr,ω](rrr

′′′)
)
. (3.43)

The induced charge density oscillates in frequency and requires knowledge of both ground-
state and first-order response wavefunctions:

∆n[rrr,ω](rrr
′′′) = 2 ∑

n∈occ
ψ
∗
n (rrr
′′′)
(

∆ψ
+
n[rrr,ω](rrr

′′′)+∆ψ
−
n[rrr,ω](rrr

′′′)
)
. (3.44)

Directly relating the dielectric response to the induced charge density:

ε(rrr,rrr′′′,ω) = δ (rrr,rrr′′′)−∆n[rrr,ω](rrr
′′′). (3.45)

The frequency dependence of the screened Coulomb potential (∆V[rrr,ω]) is due to the screened
Hartree potential associated with the induced charge:

∆V[rrr,ω](rrr
′′′) = v(rrr,rrr′′′)+∆V H

[rrr,ω](rrr
′′′) = v(rrr,rrr′′′)+

∫
drrr′′′′′′∆n[rrr,ω](rrr

′′′′′′)v(rrr′′′′′′,rrr′′′). (3.46)

This work implements the non-self-consistent (NSCF) [136, 143] Sternheimer method which
fixes the external potential on the right-hand side of equation (3.39) to the bare Coulomb
interaction. A plane-wave perturbation is applied via the bare Coulomb potential v(rrr,rrr′′′).
The Sternheimer equations for ±ω are solved for the first-order response wavefunctions
and then the induced charge density can be calculated. This gives the frequency-dependent
dielectric response. Whilst the first-order response variables are determined in an NSCF
manner, this method still requires a self-consistent ground-state. The NSCF Sternheimer
equation is written as

(
Ĥ− εn±ω + iη

)
∆ψ
±
nkkk[rrr,ω](rrr

′′′) =−
(
1− P̂occ

)
v[rrr]ψn(rrr′′′). (3.47)

Intuitively the calculation of the dielectric response is likened to the picture presented earlier
in figure 3.2. An external perturbation causes the electrons in the system to respond by
rearranging into a polarisation cloud. It is this polarisability in the RPA which is directly
related to the dielectric response. In order to obtain the screened Coulomb interaction with
the NSCF method, the dielectric matrix in (3.45) must be solved for all rrr,rrr′′′ and then inverted
(3.25).
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It is also mentioned in passing that the self-consistent approach of the Sternheimer method
shown in (3.39) involves setting the external potential to the screened Coulomb interaction
[143]. For the first iteration, this is the bare Coulomb interaction since no induced charge
exists and therefore the induced Hartree screening in (3.46) is zero. For all subsequent
iterations, the screened Coulomb interaction is calculated at every iteration from the induced
charge density using equation (3.46). Self-consistency is reached when the energy associated
with the induced charge density is (within some tolerance) comparable to values from
previous iterations. Once the screened interaction is known, the inverse dielectric matrix is
known by (3.26).

The practicalities of obtaining the solution to these two Sternheimer equations (∆ψ±n ) are
now to be discussed. The formal definition of the first-order response as shown in various
representations with equations (3.37), (3.30) and (3.42) all involve summations over the
occupied manifold. Unlike the case of the Harmonic Oscillator in which an analytic expres-
sion is used to determine the response, here the electronic density cannot be determined by
such a simplistic expression due to the complicated Hamiltonian. Making only a numerical
approach viable to determine the response to the KS system.

Equation (3.47) involves a system of linear equations. For a given k-point, each KS eigenstate
(or band) corresponds to an array with dimension proportional to the number of plane waves
NG. The Hamiltonian operator is a matrix of size NG×NG and is not explicitly stored in
its entirety for the purpose of computational efficiency. From section 2.3.1, it is reminded
that each band is defined by plane-wave coefficients and that the KS wavefunction requires
knowledge of each band for all k-points. Hence, equation (3.47) involves arrays of real
or reciprocal space which must be solved for each electronic band and k-point of the KS
system. For a single band and k-point, the linear system of the Sternheimer equation can be
represented as

AAAxxx = bbb, (3.48)

where AAA is a N×N symmetric positive-definite matrix, xxx and bbb are vectors of size N. Such a
system of linear equations falls under the Krylov subspace [145], where numerical methods
such as the iterative conjugate gradient algorithm can be employed to solve for xxx (the first-
order response) given a known bbb (the bare Coulomb potential applied to the projected KS
ground-state). One requirement for the usage of a conjugate gradient algorithm is for AAA
to be hermitian. The Hamiltonian is constructed in steps, the arrays corresponding to the
Kinetic energy operator have a diagonal presentation in reciprocal space. The Hartree and
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Exchange-Correlation contribution is diagonal in real space. The CASTEP package makes
use of Fast Fourier Transform libraries to efficiently switch back and forth [41]. The KS
eigenvalues of the Hamiltonian are real and do not affect hermicity, indeed conjugate gradient
is readily utilised for ground-state calculations [45]. The implications of the perturbing
frequency being either real or imaginary will be discussed in later sections, but for now, ω is
proposed to be real. It is the imaginary infinitesimal iη that prohibits the use of conjugate
gradient and now prompts the discussion of solvers which can be generalised to deal with
non-hermitian arrays.

3.5 Numerical methods

This section aims to briefly introduce the iterative numerical methods used to obtain the
first-order response required for the computation of the dielectric matrix. The expression in
(3.48) belongs to the Krylov subspace [145, 146] and is equivalently expressed as

∑
i j

Ai jx j = ∑
i

bi. (3.49)

Consider the quadratic form in which each array element is expressed:

f (xi) =
1
2 ∑

i j
x jAi jxi−∑

i
bixi + c. (3.50)

Taking the derivative with respect to the k-th index:

∂ f (xi)

∂xk
=

1
2 ∑

j

dx j

dxk
∑

i
Ai jxi +

1
2 ∑

j
x j ∑

i
Ai j

dxi

dxk
−∑

i
bi

dxi

dxk
+

d
dxk

c, (3.51)

f ′(xk) =
1
2 ∑

ik
xkAikxi +

1
2 ∑

jk
x jAk jxk−∑

i
bi +0. (3.52)

If AAA is indeed symmetric, the equation reduces to

f ′(x) =
1
2

AAAT xxx+
1
2

AAAxxx−bbb = AAAxxx−bbb. (3.53)
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Therefore, all xk’s which result in the gradient going to zero ( f ′(xk) = 0) provide a solution to
the linear system of (3.48). The following numerical methods provide the means of obtaining
these solutions.

3.5.1 Steepest Descent Method

The method of Steepest Descent (SD) initialises by starting at some arbitrary point x(k) and
taking a specific step to x(k+1) in which f decreases. The Steepest Descent, otherwise known
as Gradient Descent [147], relies on the presumption that the step direction is opposite to
that of the gradient (− f ′(x(k)):

x(k+1) = x(k)+α(k)p(k). (3.54)

Here p(k) is the step direction and α(k) is a scalar denoting how far the step is along the
direction. An important definition is given here to denote the negative of the gradient at x(k).
The residual is written as

r(k) = b−Ax(k), (3.55)

where the residual is equal to the negative of the gradient from (3.53). The steepest descent
method sets the step direction equivalent to the residual (p(k) = r(k)), this means equation
(3.54) is now:

x(k+1) = x(k)+αr(k). (3.56)

In order to determine the step size (α), a line search is used whereby an α is chosen such as
to minimise f along a line [148]. Using calculus and the orthogonality property:

α(k) =
rT
(k)r(k)

rT
(k)Ar(k)

. (3.57)

The update to the residual, using (3.56) and (3.55):

r(k+1) = r(k)−α(k)Ar(k). (3.58)
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Fig. 3.4 SD search for the quadratic function f (x) = x2−2x−3, starting point at x =−4.

Equations (3.55), (3.57), (3.56) and (3.58) are run in an iterative manner until the residual
meets a certain criterion. By definition of (3.55), this is to make the residual satisfactorily
close to zero for a solution of x(k). The convergence of the SD method has been studied
in great detail [149, 150, 151]. However, the practical applications of this method prove
to be too slow. The assumption that the direction of the negative gradient is guaranteed to
be the direction of minimisation can be misleading. A particular situation to consider is an
ill-conditioned long valley as present in for example the Rosenbrock function, the zig-zag
nature of the SD method as it tries to find minimum results in slow convergence. The reader
is referred to [44] which demonstrates this behaviour. Figure 3.4 illustrates the application of
SD to a simple quadratic function of f (x) = x2−2x−3, the oscillatory/zig-zag nature of the
SD method is made apparent.

3.5.2 Conjugate Gradient Method

The Conjugate Gradient (CG) method aims to improve upon the step directions previously
offered by the SD method. The search directions are now developed to be conjugate or
A-orthogonal, two vectors p(i) and p( j) meet this requirement if
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pT
(i)Ap( j) = 0. (3.59)

Usually the first iteration of any CG method begins with an SD step, that is the first search
direction is set to the residual:

p(0) = r(0) = b−Ax(0). (3.60)

The scalar for the solution update α is

α(k) =
rT
(k)r(k)

pT
(k)Ap(k)

. (3.61)

The first iteration of this is equivalent to the SD scalar in equation (3.57). The solution vector
is updated similarly as in (3.56):

x(k+1) = x(k)+α p(k). (3.62)

The step direction explicitly is given here for the update instead of just using the residual as
in SD. The residual in CG is updated as

r(k+1) = r(k)−α(k)Ap(k). (3.63)

The search vector for CG has been developed to be conjugate to previous search directions
using the Gram-Schmidt process, this avoids the tendency found in SD in which a step can
be taken in the same direction as earlier steps. The scalar required for this new search vector
is defined to be

β(k+1) =
rT
(k+1)r(k+1)

rT
(k)r(k)

. (3.64)

The search vector is updated using this scalar:

p(k+1) = r(k+1)+β(k+1)p(k). (3.65)
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The CG method, like SD, is iterative and stops when the residual has met certain criteria. The
convergence behaviour of CG has largely been understood for a number of problems [152,
153]. CG is perhaps one of the most commonly used iterative Krylov subspace methods,
utilised in a diverse range of applications such as machine learning and engineering design
[44].

3.5.3 Preconditioning

Before introducing preconditioning, the concept of the condition number is discussed. In
general, the term condition number is associated with a measure of difficulty in solving the
problem. A problem is termed to be well conditioned if the condition number is small and ill
conditioned if the condition number is large. The condition number can be defined [154]:

κ(AAA) =
|λmax(AAA)|
|λmin(AAA)|

, (3.66)

where λmax and λmin are the maximum and minimum eigenvalues of AAA. Within the context
of the linear response Sternheimer scheme, the matrix AAA is the left-hand bracketed term of
the Sternheimer equation shown in (3.47). Note that this includes the KS Hamiltonian, KS
eigenvalues and the frequency ω . The complexities of the KS Hamiltonian are such that the
condition number is not possible to directly evaluate in practice [155]. However, statistics
such as the number of iterations taken to compute a solution (xxx) can provide insight into how
ill/well-conditioned the problem is.

Now the motivation behind preconditioning will be introduced. Preconditioning is a technique
used to improve the condition number of a matrix. If MMM is also a symmetric, positive-definite
matrix which approximates AAA, then the linear system becomes:

MMM−1AAAxxx = MMM−1b, (3.67)

where the choice of MMM is chosen so that it is easier to invert. The condition number changes
from κ(AAA) to κ(MMM−1AAA). If the eigenvalues of MMM−1AAA are better clustered than AAA this speeds
up the convergence of the CG method. The preconditioned conjugate gradient scheme is now
presented. The first step is made in the direction of SD, for all further (k+1) iterations, the
residual is preconditioned as

z(k+1) = M−1r(k+1). (3.68)
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The update of α from (3.61) is now:

α(k) =
rT
(k)z(k)

pT
(k)Ap(k)

. (3.69)

The solution and residual are updated in the same manner as from (3.62) and (3.63). The
search direction scalar:

β(k+1) =
rT
(k+1)z(k+1)

rT
(k)z(k)

, (3.70)

uses the preconditioned residual instead of r(k+1) as in (3.64). The new search direction is

p(k+1) = z(k+1)+β(k+1)p(k). (3.71)

The choice of MMM is non-trivial, in the case of the KS Hamiltonian present in the Sternheimer
equation, preconditioning schemes developed by Teter et al [45, 156] are employed in the
CASTEP package which aims to speed up convergence. The preconditioned matrix in the
RTPA/TPA scheme involves the inverse kinetic energy operator. High-energy eigenstates of
the Hamiltonian contain kinetic energies which lie close to the eigenvalues. By applying the
inverse matrix, fewer iterations are required to converge the high kinetic energy states. Note
that the iterative minimisation which was alluded to in section 2.3.6 is the preconditioned
CG process. The CG method is one of the core routines in the CASTEP code used to find the
electronic ground-state.

3.5.4 BiConjugate Gradient Method

The next two methods are of particular importance to the development of DFPT in this
thesis. Since the KS Hamiltonian involved in the Sternheimer equation is symmetric but not
hermitian (due to the iη term), the CG method cannot be used. The BiConjugate Gradient
Method (BiCG) resolves this by considering the original linear system of AAAxxx = bbb but also an
adjoint linear system:

ÂAAx̂xx = b̂bb. (3.72)
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It follows now that each quantity observed in the preconditioned CG now has two sequences.
The solution update for each system is expressed as

x(k+1) = x(k)+α(k)p(k). (3.73)

Its adjoint:

x̂(k+1) = x̂(k)+α
∗
(k) p̂(k). (3.74)

The corresponding search direction for the system and its adjoint:

p(k+1) = z(k+1)+β(k)p(k), (3.75)

p̂(k+1) = ẑ(k+1)+β
∗
(k) p̂(k), (3.76)

where z is the preconditioned residual, again both sets are required:

z(k+1) = M−1r(k+1), (3.77)

ẑ(k+1) = M−1r̂(k+1). (3.78)

The residuals for both sets are updated as

r(k+1) = r(k)−α(k)Ap(k), (3.79)

r̂(k+1) = r̂(k)−α
∗
(k)Âp̂(k). (3.80)

The systems are connected through the definition of the scalars used to update the residuals
and solution vectors. The scalar for the solution vector α:

α(k) =
r̂T
(k)z(k)

p̂T
(k)Ap(k)

. (3.81)
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The scalar used to update the residuals, β :

β(k+1) =
r̂T
(k+1)z(k+1)

r̂T
(k)z(k)

. (3.82)

For arrays involving complex numbers, the usage of α∗ and β ∗ denote the complex conjugate.
The BiCG method allows for the consideration of matrices that are not necessarily symmetric
or hermitian (as in the case of the dielectric response). The consideration of two sequences
results in double the number of matrix computations involved in the algorithm compared to
the CG method.

3.5.5 BiConjugate Gradient Stabilised Method

A practical discussion will be made later regarding the convergence of the BiCG method,
here, the last iterative method which will be presented is the BiConjugate Gradient Stabilised
Method (BiCGStab). The motivation behind the usage of this method will become apparent
in later sections regarding the dielectric response computation.

The underlying idea behind BiCGStab is to take the BiCG method and apply certain proce-
dures to ensure the minimisation of the residual. Instead of the usual update of the residual
as in the preconditioned BiCG, a vector s is now defined at every iteration:

s(k) = r(k)−α(k)Ap(k). (3.83)

Applying preconditioning:

s̃(k) = M−1s(k). (3.84)

The scalar

w(k) =
(As(k))T s(k)

(As(k))T (As(k))
. (3.85)

Minimises the norm of s and therefore the residual. The residual is updated as

r(k) = s(k)−w(k)As̃(k). (3.86)
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These additional variables are involved with the update of all the BiCG variables which
include the residual, solution vector, search direction vector, and scalars α and β . If either
the norm of s or the residual is sufficiently minimised then a solution is found. This extra step
of locally minimising the residual is taken from the Generalised Minimal Residual Method
(GMRES) [157]. The BiCGStab method is essentially one step of BiCG followed by one
GMRES, which requires two further inner products for every iteration compared to BiCG
[158]. Practical computations of the dielectric response will highlight the smoothing effect
of the stabilising scalar (w) on the BiCGStab residual.





Chapter 4

Dielectric Response Spectra for Real
Materials

4.1 Head of the Frequency Dependent Dielectric Matrix

Previous sections have discussed the relationship between the dielectric response and the
non-interacting density function. The computation of the induced electronic density at a
certain ω in the Sternheimer scheme allows for the determination of the frequency-dependent
dielectric response. In order to understand the main quantity of interest in this thesis, the
reciprocal space formulation is required. The wavefunction from section 2.3.1 is expressed
in reciprocal space [143]:

ψnkkk(rrr
′′′) = ∑

GGG′′′
ei(kkk+GGG′′′)·rrr′′′unkkk(GGG

′′′). (4.1)

The first-order response wavefunctions can be expressed in terms of the periodic Bloch
wavevectors [136]:

∆ψ
±
vkkk[rrr,ω](rrr

′′′) =
1

Nqqq
∑

qqqGGGGGG′′′
e−i(qqq+GGG)·rrre−i(kkk+qqq+GGG′′′)·rrr′′′

∆u±vkkk[qqq,GGG,ω](GGG
′′′). (4.2)

The kkk and kkk + qqq present in the exponential terms are due to the conservation of crystal
momentum present in the Sternheimer equation [110, 136]. The reciprocal space formulation
of the Sternheimer equation is
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(Ĥkkk+qqq− εvkkk±ω + iη)∆u±vkkk[qqq,GGG] =−(1− P̂kkk+qqq
occ )v[qqq,GGG,ω]uvkkk, (4.3)

where Ĥkkk = e−ikkk·rrrĤeikkk·rrr, the projected single-particle Hamiltonian and P̂kkk
occ = ∑v |uvkkk⟩⟨uvkkk|

is the projector over occupied states. The Sternheimer equation is solved for every kkk,qqq,GGG
and ω utilising the iterative numerical methods discussed previously. The solutions at ±ω

are used to construct the induced density matrix:

∆n[qqq,GGG,ω](GGG
′′′) =

2
Nkkk

∑
vkkk

u∗vkkk(GGG
′′′)
(

∆u+v[kkk+qqq,GGG,ω](GGG
′′′)+∆u−v[kkk+qqq,GGG,ω](GGG

′′′)
)
. (4.4)

The dielectric response in reciprocal space:

ε[qqq,GGG,ω](GGG
′′′) = δGGG,GGG′′′−∆n[qqq,GGG,ω](GGG

′′′). (4.5)

The induced density matrix computed at a perturbing qqq, GGG and ω yield a row in GGG′′′ of the
frequency-dependent dielectric matrix. The dielectric response implementation developed in
this thesis involves calculating the frequency (ω) along the real axis with a small imaginary
component (iη). Work by Andrade and co-workers has shown that this imaginary component
is required in order to reach a stable solution in the Sternheimer scheme [76, 80]. In section
3.3, the infinitesimal included in the definition of the first-order response orbitals gives some
Lorentzian width to the otherwise delta function pole, avoiding numerical issues arising from
a singular matrix [63].

It is also mentioned briefly that another approach commonly seen in GW implementations
where the screened Coulomb interaction is of principal interest is to calculate the response
for a frequency along the imaginary axis and then analytically continue to the real axis. Here,
no η is required, avoiding the ill-conditioning of the AAA matrix which would occur due to the
singularities if ω = εv. The analytic continuation requires the use of further approximations
in order to correctly reproduce the shape of the dielectric response. Work by Giustino and
others have discussed the benefits of this approach with respect to speed and numerical
stability in the self-consistent Sternheimer scheme [136, 143, 144].

A perturbing qqq-vector and GGG defines the bare Coulomb interaction v in (4.3). The solution in
the Sternheimer scheme yields the first row in GGG′′′ of the dielectric matrix:
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εGGG,GGG′′′ =


εGGG=0,GGG′′′=0 · · · εGGG=0,GGG′′′

... . . . ...
εGGG,GGG′′′=0 · · · εGGG,GGG′′′

 . (4.6)

The computation of the screened Coulomb potential would require computations for all GGG
perturbing potentials. The resulting matrix is then inverted and the screened interaction is
computed from equation (3.25).

All results presented in this thesis correspond to the head of the frequency-dependent
dielectric matrix at long-wavelength. The head denotes that the perturbing reciprocal lattice
vector and the reciprocal component of the dielectric matrix which is extracted are the same
and equal to zero (GGG = GGG′′′ = 0). The long-wavelength denotes that qqq→ 0, in practice, all
computations of the dielectric response presented in this thesis use the following (expressed
in fractional coordinates): [qqq = (0.01, 0.0, 0.0)]. The bare Coulomb interaction in (4.3) has
the following representation in reciprocal space:

v(rrr,rrr′′′) =
1

Nqqq
∑
qqqGGG

v(qqq+GGG)ei(qqq+GGG)·(rrr′′′−rrr), (4.7)

where,

v(qqq+GGG) =
4π

|qqq+GGG|2
. (4.8)

The parameters involved in the computation of the head of the dielectric matrix would result
in a singularity in the term in (4.8). Instead, a plane-wave perturbation is considered:

v(GGG′′′)[GGG] = δGGGGGG′′′. (4.9)

4.2 Dielectric Response Implementation

The implementation for the dielectric response implemented in the CASTEP package will
now be discussed. The first step requires the computation of the self-consistent ground-state
(GS) electronic density. The plane-wave coefficients at both kkk and kkk+qqq are then required for
the GS ukkk,ukkk+qqq terms present in the Sternheimer scheme. The BiCG/BiCGStab algorithms
are used to determine the two first-order response wavefunctions at a real ±ω with a small
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SCF ground-
state {ψKS,εKS}.

GS wavefunc-
tions {ukkk,ukkk+qqq}.

BiCG/BiCGStab.

Sternheimer
Response: ∆u(+ω).

Sternheimer
Response: ∆u(−ω).

Calculate ∆n(ω).

Extract component
from grid: εGGG=GGG′′′=0(ω).

Fig. 4.1 Flow-chart of the implementation developed in CASTEP used to determine the
dielectric response.

imaginary η component. The response density is then computed after which the head
(GGG = GGG′′′ = 0) of the dielectric matrix can be extracted. The flowchart of 4.1 presents the
implementation.

The degree of convergence of the GS electronic density must be achieved to a fine tolerance.
Practical DFPT implementations of other properties such as phonons have shown that errors
in the GS propagate approximately in a quadratic manner to the response quantities [159,
160]. This can be seen by the definition of the first-order response density in (4.4) and by
the projection operator. If a suitably converged GS density is not found, the errors in the GS
wavefunctions not only propagate to the solution of the first-order response wavefunctions
but by definition, also to the induced response density which directly affects the dielectric
response.

Further attention will now be taken into the usage of iterative Krylov Subspace solvers. Both
BiCG and BiCGStab methods will be discussed.
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4.3 Method for the Sternheimer Solver

This section will focus on the Sternheimer solver used to obtain the first-order response
wavefunctions that constitute the dielectric response.

4.3.1 Breakdown of BiCG

This section will discuss the usage of the BiConjugate Gradient (BiCG) algorithm in obtaining
the first-order response wavefunctions. The preconditioned BiCG algorithm is presented in
algorithm 1:

Algorithm 1 The Preconditioned BiConjugate Gradient Method
for k = 1,2, · · · do

z(k−1) = M−1r(k−1)

ẑ(k−1) = M−1r̂(k−1)
ρ(k−1) = z(k−1)r̂(k−1)
if k = 1 then

p(k) = z(k)
p̂(k) = ẑ(k)

else
β(k−1) = ρ(k−1)/ρ(k−2)
p(k) = z(k−1)+β(k−1)p(k−1)
p̂(k) = ẑ(k−1)+β ∗(k−1) p̂(k−1)

end if
α(k) = ρ(k−1)/p̂(k)Ap(k)
x(k) = x(k−1)+α(k)p(k)
r(k) = r(k−1)−α(k)Ap(k)
r̂(k) = r̂(k−1)−α(k)Âp̂(k)

▷ Check convergence of the residual, continue if necessary
end for

Recall that the requirement for the algorithm to exit is if the residual is sufficiently close to
zero. In CASTEP, the residual is defined as an object that contains an array of plane-wave
coefficients for a group of electronic bands at a single k-point. The term used to denote
this in the CASTEP package is a wavefunction slice. The dot product of the residual with
itself is taken to provide a single macroscopic measure which is termed as the residual
norm or r_norm. It is shown in section 4.4.3 that a sufficient tolerance factor must be used
in order to obtain accurate dielectric spectra. During each iteration, the residual norm of
each electronic band is evaluated against the predefined tolerance. The computation of the
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Fig. 4.2 Plot of the residual norm against iteration number using the BiCG method.

response wavefunction is triggered only when this residual norm reaches the user-defined
tolerance for all electronic bands. Figure 4.2 presents the values of the residual norm for
two of the electronic bands present in the prototypical Si calculation. The other 2 bands
(not shown) meet the residual norm criteria for convergence. A logarithmic scale is used for
the y− scale to plot the residual norm at every iteration. The residual is shown to explode,
resulting in a failure in computing the dielectric response.

Looking more closely at the first 30 iterations in figure 4.3, it shows that although there is
some fluctuation, the overall behaviour of r_norm for both bands is to increase. The tolerance
factor used for this calculation is 1e− 2, it is observed that although band_3 satisfies the
criteria, band_4 does not. At iteration 16, the r_norm of band_4 meets the threshold however
now band_3 does not.

In order to attempt to resolve this issue, it was explored to forgo the band_blocking of the
solver to instead minimise the residual band-by-band. However this was only able to provide
a solution for some k-points, the inconsistent behaviour was found to persist in computations
at other k-points and a tolerance factor of 1e− 2 was not met (see section 4.4.3 for this
implication). Furthermore, forgoing band_blocking was shown to provide an inefficient
use of computational resources. This is because now for every iteration, the Hamiltonian is
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Fig. 4.3 Plot of the residual norm for the first 30 iterations using the BiCG method.

initialised and applied (band-by-band) to a single component of the wavefunction slice. This
would also mean there would be no potential to make use of band parallelism [161].

The BiCG algorithm breaks down if p̂(k)Ap(k) = 0, this is known as pivotal breakdown [162].
The condition of ρk = 0 leads to a breakdown in the process used to determine the subspace
of orthogonal bases necessary for the BiCG procedure. This is referred to in the literature as
a breakdown in the underlying Lanczos process [163]. The variables associated with these
breakdown conditions are now investigated.

Figures 4.4 and 4.5 illustrate the components of the scalars; ρk and p̂(k)Ap(k). It is shown
that the pivot breakdown condition is indeed met which manifests in the erratic convergence
behaviour. Multiple tests of the preconditioned BiCG procedure for Si and other systems
at different k-points have been carried out. All have resulted in the erratic behaviour of the
residual as shown in figure 4.2.

This erratic convergence behaviour of the residual has been seen before in literature, and
several procedures have been developed to avoid breakdown. The pivot breakdown of
( p̂(k)Ap(k) = 0), results in α(k) becoming numerically questionable which in turn would make
the solution vector inaccurate. A common technique is to instead restart the iterative loop
with a Steepest Descent step in which p(k) = z(k) and p̂(k) = ẑ(k). This did not improve the
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Fig. 4.4 Plot of ρ(k) using the BiCG method.

Fig. 4.5 Plot of p̂(k)Ap(k) using the BiCG method. In comparison to figure 4.4, the component
is effectively zero.
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convergence behaviour for this DFPT implementation but has shown success in conjugate
gradient ground-state computations [45, 164].

Addressing the breakdown in the Lanczos process has led to the development of ’look-ahead’
strategies [165]. The idea is to skip steps in which breakdown or near-breakdown would
occur in the standard process. This is beyond the scope of work considered here, however,
the reader is referred to [157, 165, 166, 167].

It is now prudent to consider alternative methods that offer a balance of numerical stability
and fast convergence. The conjugate gradient square (CGS) method was considered for its
fast convergence properties [168], however, it inherits the breakdown conditions of BiCG.
The GMRES scheme mentioned in section 3.5.4 requires the storage of all previous vectors
and hence demands unfeasible memory and computational resources. The route taken in this
work is to employ the BiCGStab scheme, considered to be a hybrid of BiCG and GMRES
[158].

4.3.2 BiCGStab

In order to address the erratic behaviour of the residual a more robust method is employed.
The BiCGStab scheme of Van der Vorst provides the means for smoother convergence
behaviour [158]. The method is presented in algorithm 2.

The parameter of interest to be highlighted here is w(k), which is known as the stabilising
parameter. The choice of w(k) is defined such that the Euclidean norm of the residual is
minimised. The k-th residual from the BiCG method (rBiCG

(k) ) and the residual from the
BiCGStab scheme (rBiCGStab

(k) ) are compared:

rBiCGStab
(k) = (I−w(i)A)r

BiCG
(k) , (4.10)

where if rBiCGStab
(k) = 0 and rBiCG

(k) = 0 would indicate that both methods converged to an
exact solution. It is the multiplicative term of the stabilising parameter which ensures the
convergence in minimising the residual.

The smooth convergence properties of the method are highlighted here. The residual norm is
plotted for the same test case of Si. The two figures of 4.6 and 4.7 illustrate the minimisation
for two tolerance factors of 1e−6 and 1e−9 respectively. It is shown that every subsequent
iterative step routinely results in a lower residual norm and this is shown to hold true for all
electronic bands.
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Algorithm 2 The Preconditioned BiConjugate Gradient Stabilised Method
for k = 1,2, · · · do

ρ(k−1) = r̂(k−1)r(k−1)
if k = 1 then

p(k) = r(k−1)
else

β(k−1) =
(
ρ(k−1)/ρ(k−2)

)(
α(k−1)/w(k−1)

)
p(k) = r(k−1)+β(k−1)

(
p(k−1)−w(k−1)v(k−1)

)
end if
α(k) = ρ(k−1)/r̂(k)A(M−1 p(k))
s(k) = r(k−1)−α(k)Ap̂(k)
if Norm of s is small enough then

x(k) = x(k−1)+α(k) p̂(k) and stop
else

w(k) = A(M−1s(k))s(k)/A(M−1s(k))A(M−1s(k))
x(k) = x(k−1)+α(k)(M−1 p(k))+w(k)(M−1s(k))
r(k) = s(k)−w(k)A(M−1s(k))

▷ Check convergence of the residual, continue if necessary
end if

end for

Fig. 4.6 Plot of the residual norm with a tolerance factor of 1e−6 for all bands using the
BiCGStab method.
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Fig. 4.7 Plot of the residual norm with a tolerance factor of 1e−9 for all bands using the
BiCGStab method.

All computational results shown in this thesis utilise the preconditioned BiCGStab method
of algorithm 2 for its robustness in solving the frequency-dependent Sternheimer equation.

The table of 4.1 presents the percentage of time taken during various routines for the
prototypical Si calculation using BiCGStab. As expected, the majority of time taken for the
DFPT calculation (∼ 95%) is with respect to the Sternheimer solver to generate the first-order
response wavefunctions. Other minor routines include the self-consistent process used to
obtain the ground-state electronic density and the procurement of the GS wavefunction for
{kkk,kkk+++qqq}. The computation of the first-order response density shown in equation (3.44) and
the application of the external potential are also relatively minor routines. Calculations for
other systems show approximately the same distribution of resources, the numerical solution
to the Sternheimer scheme is by far the most resource-intensive.

The dielectric response implementation has been developed to take advantage of CASTEP’s
parallel distribution strategy. In particular, k-point parallelism is utilised in which each
processor is assigned a subset of k-points. Each processor computes the first-order response
wavefunction for all electronic bands for its unique k-point subset. Equation (4.4) indicates
a summation over all k-points which means that the distributed first-order plane-wave
coefficients require summation in order to compute the response. Figure 4.8 shows the
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Table 4.1 Time taken during various routines in the DFPT dielectric response computation of
bulk-Si

Routine % of time taken
Sternheimer Solver 95
First-Order Density 2.8

GS wavefunction {kkk,kkk+++qqq} 1
External Potential Apply 0.7

SCF GS 0.5

speedup of k-point parallelism developed within the DFPT dielectric response code. The
prototypical system of Si is used with an MP grid of {12 × 12 × 12} which corresponds to
864 individual k-points. The solid black line represents perfect speedup with respect to the
number of CPUs.

It is also mentioned that the solver makes use of band_blocking. A single wavefunction slice
is handled at a time which effectively means that a group of electronic bands are subjected
to the BiCGStab iterative process at one time. This makes efficient use of computational
resources with respect to the application of the Hamiltonian required for the AAA matrix.

One drawback of the BiCGStab method is the requirement to initialise and compute both
Ap(k) and As(k) for every iteration. Note that this is in contrast to BiCG where only Ap(k) is
needed. The size and complexity of the Hamiltonian make it unfeasible to store the entire
array explicitly. The number of calls made to initialise, diagonalise and then apply the
Hamiltonian is effectively doubled.
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Fig. 4.8 K-point parallelism speedup of the dielectric response implementation of CASTEP.

4.4 Calculation Parameters for Dielectric Response Spectra

4.4.1 Brillouin Zone Sampling

Section 2.3.3 discussed the use of crystal symmetry to reduce the number of k-points needed
to obtain an electronic density. In the DFPT dielectric response scheme, from the flowchart
of 4.1, it is shown that knowledge of the wavefunction at both kkk and kkk+++qqq is required. The
determination of the ground-state involves determining the electronic wavefunction for kkk,
in which all k-points can be restricted to the irreducible Brillouin zone. If the plane wave
coefficients at some kkk+++qqq have already been determined in the ground-state calculation, then
no further work is required and one can progress onto the iterative BiCG/BiCGStab method
in order to determine first-order orbitals of the Sternheimer equation. The effectiveness in this
reuse of ground-state plane wave coefficients is dependent on the qqq wavevector and k-point
MP mesh employed. In this work, the response is determined specifically for a small, finite,
long wavelength wavevector of [qqq = (0.01, 0.0, 0.0)] (expressed in fractional coordinates).
Therefore, in order to use the ground-state wavefunction for the doubled kpoint set, the
spacing in k-points of the MP grid must be commensurate with qqq. In practice, this would
require an extremely fine k-point spacing, exhausting computational resources. As such,
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the implementation developed in this work does not reuse the ground-state wavefunction to
determine the plane wave coefficients at kkk+++qqq. This is instead done as an explicit calculation
after determining the ground-state electronic density. The inclusion of high symmetry k-
points such as [Γ= (0,0,0)] may be important if the maximum or minimum of the conduction
or valence band coincides with that specific point. This in turn affects the numerical precision
of the KS bandgap. However, the property of interest is the dielectric response. Even if
a given k-point MP set does not explicitly contain all the relevant high symmetry points
affecting the bandgap, like in the forthcoming Silicon calculation, a suitably densely sampled
mesh will inherently include k-points near these high symmetry points, thus providing an
accurate description of band dispersion. The level of suitability is realised by performing a
systematic process of adjusting the MP grid and observing a matching degree of convergence
with respect to the dielectric spectra. Calculations for every system presented in this work
are subject to this systematic determination and this applies to all DFT parameters.

The choice of DFT parameters used to determine the dielectric response will be analysed.
Two key parameters of plane-wave DFT are the cutoff energy and reciprocal space sampling.
The prototypical test case of bulk Silicon is used to illustrate the effect of these parameters
with respect to the dielectric response. The Monkhorst-Pack (MP) grid is specified by three
numbers which specify the number of k-points along each axis in reciprocal space [119,
120]. A finer sampling of the Brillouin zone corresponds to a larger MP grid with more
k-points included in the set. This discrete set of k-points may be reduced by considering
the symmetry of the crystal structure. If two or more k-points in the MP set are related by
a symmetry operation, the contribution of these points to the electronic density is identical.
These equivalent k-points can be sorted into a set in which a single k-point is chosen and
assigned a weight. This weight is a measure of the number of equivalent k-points this
single k-point represents with respect to the full MP grid. Reducing the full MP grid to
this irreducible set of nonequivalent weighted k-points allows for the determination of the
wavefunction and density using fewer operations, directly reducing computational expense.

Figures 4.9 and 4.10 show how the choice of MP grid affects the shape of the dielectric
response. The significance of the peaks at certain frequencies will be discussed later, the same
cutoff energy and frequency spacing is used for all curves. It is shown that the magnitude of
the major peaks found in the 2−4 eV region varies significantly at a coarse choice of k-point
grid. A coarse k-point grid insufficiently describes the GS wavefunction, by definition, the
response quantities are also affected resulting in large fluctuations. This can be likened to a
band structure calculation in which an inadequate sampling of reciprocal space yields a poor
description of the electronic state, usually presented as fluctuations similar to this dielectric
picture.
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Fig. 4.9 Convergence of the Real part of the dielectric response with respect to Brillouin
Zone Sampling.

It is reminded that the Sternheimer scheme in this approach involves a projection operator that
includes only occupied states. In computing the dielectric response using the sum-over-states
method [169], the convergence of the dielectric spectrum depends on the convergence of
the integral involving the band dispersion of the unoccupied states. The aforementioned
Adler-Wise formulation of equation (3.20) requires the inclusion of unoccupied states to
achieve converged spectra. The band dispersion of these unoccupied states are typically more
nearly-free electron-like and highly disperse, requiring the use of a dense MP grid.

4.4.2 Plane-Wave Cutoff Energy

Figures 4.11 and 4.12 illustrate the choice of the plane-wave cutoff parameter, the same
frequency spacing and MP grid are used for all curves. The lower cutoff energies of 100 and
150 eV are unable to capture the magnitude of the dielectric response compared to the higher
cutoff. A direct consequence of a lower cutoff is the inability to include Fourier coefficients
to accurately describe the GS wavefunction. As a result, the first-order response density is
insufficiently determined which in turn manifests in the shape of the dielectric response.
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Fig. 4.10 Convergence of the Imaginary part of the dielectric response with respect to
Brillouin Zone Sampling.

It is also mentioned here that the CASTEP package makes use of a second finer FFT grid to
store higher-order Fourier components. For example, the charge density involves Fourier
components twice the order of the wavefunction, this arises due to the product of Fourier
coefficients required to obtain the density. Care must be taken to ensure that the fine
grid adequately captures the higher components of the charge density. In CASTEP this is
controlled by a parameter referred to as the fine-grid scale which sets up the fine grid through
a multiplicative factor of the standard grid.

4.4.3 Residual Tolerance Factor

Another parameter of interest is the tolerance factor used to specify if the residual is satisfac-
torily close to zero. This is used within the iterative algorithm of the Sternheimer scheme in
which the first-order wavefunction is computed for every ±ω . Figures 4.13 and 4.14 show
how the choice of tolerance affects the shape of the dielectric response. For all curves here
a satisfactory cutoff energy of 350 eV and an MP grid of {24 × 24 × 24} are employed.
The condition for the iterative solver to stop is if [|residual − 0|< tolerance factor]. The
consequence of using a higher tolerance is that the stopping condition is met prematurely,
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Fig. 4.11 Convergence of the Real part of the dielectric response with respect to the Plane-
Wave Cutoff Energy.

Fig. 4.12 Convergence of the Imaginary part of the dielectric response with respect to Plane-
Wave Cutoff Energy.
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Fig. 4.13 Convergence of the Real part of the dielectric response with respect to the tolerance
factor used in the Sternheimer Solver.

resulting in numerically inaccurate plane-wave coefficients for the response wavefunctions.
Given that the dielectric response is dependent on the response density, which is itself deter-
mined by the multiplicative factor of both the ground-state and response wavefunctions, this
has a direct impact. The higher tolerance curves of figures 4.13 and 4.14 in which inaccurate
response wavefunctions are computed fail to reproduce an accurate dielectric response shape.
Note that this is despite using the DFT parameters which correspond to the well-converged,
self-consistent ground-state as shown previously.

4.4.4 Imaginary Component

Figures 4.15 and 4.16 demonstrate how the imaginary component of the frequency affects
the dielectric response shape. Higher components of η fail to reproduce the peak of the
dielectric response. Expectantly, with increasing values of η , there is increased broadening at
the response peaks of the computed spectra. For all computations of the dielectric response,
an imaginary η component of 0.1 eV is employed.



4.4 Calculation Parameters for Dielectric Response Spectra 85

Fig. 4.14 Convergence of the Imaginary part of the dielectric response with respect to the
tolerance factor used in the Sternheimer Solver.

Fig. 4.15 Convergence of the Real part of the dielectric response with respect to the imaginary
component η .
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Fig. 4.16 Convergence of the Imaginary part of the dielectric response with respect to the
imaginary component η .

4.4.5 Average Number of Iterations

Here, the number of numerical solver iterations with respect to frequency is considered. For
the first single k-point at +ω , the number of iterations taken to appropriately minimise the
residual for all electronic states is stored and denoted as τ(kkk1,ω). After completing the loop
over k-points and obtaining the response wavefunction at +ω , the iterative steps are averaged
by dividing by the total number of k-points Nk. This statistic provides a macroscopic measure
of the computational resource utilised. Since the Sternheimer solver must be solved for both
±ω , the same procedure is done whilst computing the response wavefunction at −ω . The
figure plotted is the combined number of average iterations for both ±ω:

τ(ω)=

(
(τ(kkk(1),+ω)+ · · ·+ τ(kkk(Nk−1),+ω)

Nk

)
+

(
(τ(kkk(1),−ω)+ · · ·+ τ(kkk(Nk−1),−ω)

Nk

)
.

(4.11)

Figure 4.17 is τ(ω) for the prototypical system of Si with η = 0.1 eV, a cutoff energy of
350 eV and an MP grid of {24 × 24 × 24}. The overall trend shows that with increasing
frequency, a higher number of solver iterations are required to adequately minimise the
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Fig. 4.17 The average number of iterations required to reach a solution, plotted for two
tolerance factors, 0.05 eV frequency spacing.

residual. This holds true for both of the tolerance factors tested. Recall that the condition
number is not directly accessible for the KS Hamiltonian and the only variable of change is
that of the frequency. It could be suggested that higher frequency components have the effect
of increasing the condition number of the AAA matrix, the left-hand side of the Sternheimer
equation. This is evidenced by the higher number of iterations needed to obtain the response
wavefunction.

4.4.6 XC Kernel

The NSCF implementation for the dielectric response involves a one-off computation of the
induced charge density and its associated KS potential. Recall that the KS potential contains
an XC contribution in addition to the Hartree and external potentials. The formulation of the
induced charge density is within the RPA and thus there is little (if any) consequence on the
choice of XC functional on dielectric spectra. It should be noted however that the dielectric
response is based on the ground-state (band structure) calculation in which an XC functional
is used to determine the ground-state orbitals and KS eigenvalues.
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Testing for various systems has shown marginal improvement of dielectric spectra with
respect to experiment when using the Generalised Gradient Approximation (GGA) functional
of PBE formulated by Perdew et al [101] in comparison to the customary LDA. It is noted
however that both LDA and PBE functionals suffer from the derivative discontinuity issues
which relate to the bandgap. Other than the system of bulk Silicon, the computation of all
other spectra make use of the PBE functional, since it yields a slightly better description of
the ground-state.

4.5 Silicon

Silicon (Si) is an indirect bandgap semiconductor with an experimental bandgap of 1.17 eV
which DFT-LDA underestimates to 0.45 eV [129]. The system used in these calculations con-
sists of two Si atoms within the unit cell with a lattice parameter of 5.4 Angstroms. The band
structure is shown in figure 4.18 in which three potential transitions are indicated. Figures
4.19 and 4.20 show the real and imaginary parts of the frequency-dependent dielectric re-
sponse plotted along with experimental spectroscopic ellipsometry data from Lautenschlager
et al [169, 170]. The three indications shown in the band structure are directly related to the
three peaks (labelled E1,E2,E3) found in the imaginary part of the response. The shift of
E2 and E3 peaks found here is due to a discrepancy in determining the ground-state which
is shown in the underestimation of the bandgap present in DFT-LDA calculations. Since
the dielectric response is built upon the KS ground-state wavefunction and eigenvalues, this
issue is commonly resolved by implementing an empirical shift of the unoccupied bands.
This is known as the scissor correction and constitutes an additional level of approximation
[171, 172]. This is not implemented here as it strays away from the underlying philosophy of
ab initio calculations.

The failure to reproduce E1 is due to electron-hole interactions which the Sternheimer DFPT
method does not take into account. The hole left by the electron excitation brings about
electrostatic forces responsible for the first peak in the experimental data. To address this
problem, computational work in the field has led to the development of solving the Bethe-
Salpeter equation (BSE). The BSE formalism involves two-particle Green’s function and is
able to incorporate excitonic effects. Naturally, the quantities involved in BSE are of higher
complexity than that of the non-interacting density response function used to determine the
dielectric function. BSE is commonly implemented with GW and has been successful in
reproducing the experimental peaks due to electron-hole interactions in semiconductors [169,
173]. The reader is referred to [174] for a more comprehensive review of the subject.
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Fig. 4.18 Band structure of Si plotted along high symmetry points.

Fig. 4.19 Real component of the dielectric response for Si, spectroscopic ellipsometry data
from Lautenschlager et al [170] .
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Fig. 4.20 Imaginary component of the dielectric response for Si, spectroscopic ellipsometry
data from Lautenschlager et al [170].

A similar picture is shown to hold for the other systems, each of which will be discussed
in turn. The term used to describe a shift of peaks to the left with respect to ω is red-shift.
Results for other spectra will show almost a consistent red-shift with respect to experimental
data. The term shoulder will be used to describe the very slight deviance found before or
after a peak.

Figure 4.21 compares the DFPT implementation of this thesis which is developed in CASTEP

to that of another plane-wave DFT code in Quantum Espresso’s SternheimerGW (SGW)
package [175]. The underlying theory is equivalent in that the dielectric response is computed
using the NSCF Sternheimer GW method. However, unlike BiCG/BiCGStab the iterative
algorithm used in the SGW implementation is the shifted BiCG method [176]. The norm-
conserving pseudopotentials are generated by each code’s respective libraries. Suitable
plane-wave cutoffs and similar samplings of the Brillouin Zone are used as well as the LDA
XC functional. The CASTEP implementation used 32000 k-points with SGW utilising 27648,
the small fluctuations shown in parts of the response can be attributed to this. Nevertheless,
the code implementations are in excellent agreement, for both real and imaginary parts of the
response.
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Fig. 4.21 Comparison of the CASTEP implementation with SGW, both real and imaginary
parts of the response for Si are plotted.

4.6 Galium Arsenide

Galium Arsenide (GaAs) is a semiconductor that exhibits a direct bandgap, the band structure
is shown in figure 4.22. Like Si, GaAs has seen use in a number of technological applications
such as opto-electronics [177]. Figure 4.22 indicates several inter-band transitions, each of
which is responsible for various features exhibited in the dielectric response.

The DFT computational parameters involve a plane-wave cutoff of 1000 eV and an MP
grid of 30 × 30 × 30. A dense Brillouin Zone sampling was utilised in order to reduce
the noise found at coarser samplings. Convergence tests for this system have shown that
qualitatively, coarser MP grids would produce the overall shape of the dielectric response
but with some additional noise in the form of small fluctuations, in a similar manner to the
figure of 4.21. The norm-conserving pseudopotentials used for the computation have been
generated from the Open-source Pseudopotential Interface / Unification Module (OPIUM)
package [178]. The real and imaginary parts of the spectra are plotted with experimental data
from Lautenschlager et al [179].

The direct bandgap transition of E1 is featured in the imaginary part of the dielectric spectra.
From the band structure of figure 4.22, the bandgap is approximately 0.7 eV, consequently,
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this frequency marks the onset of the imaginary part of the dielectric spectra ε2 as shown in
figure 4.24.

The transition at E3 situated along the Γ−L line is represented by a peak in ε2 at ω ≈ 2.5
eV after which there is a shoulder. The peak is red-shifted with respect to experimental
data which indicates two distinct peaks, this is due to transitions from the light-hole and
heavy-hole bands which should be present along the Γ−L line. However spin-orbit coupling
is not considered here which would require incorporating fully relativistic pseudopotentials.
Therefore the splitting of the valence band is not exhibited in the DFT band structure of 4.22.
The reader is referred to [180], for more information regarding the band structure of GaAs.

The transitions at E2 and E4 are represented by a single sharp peak at ω ≈ 4.5 eV. Again
there is a red-shift as compared to experimental data. The two transitions take the shape
of a shoulder followed by a peak within the experimental approach, the implementation
developed in this work does not reproduce this feature. It is also noted that the real part of
the dielectric response (figure 4.23) illustrates ε1 displaying significant structure within the
range of the E2, E4 transitions (∼ [4− 5] eV). Recall the case of the Harmonic Oscillator
of figure 1.1a in which the asymptotic-like features at a specific frequency for the real part
of the response function corresponded to the maximal values in the imaginary part of the
response as shown in figure 1.1b. Likewise, the peak of the highest magnitude in ε2 is located
within the same frequency range (ω ≈ 4.5 eV).
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Fig. 4.22 Band structure of GaAs plotted along high symmetry points.

Fig. 4.23 Real component of the dielectric response for GaAs, spectroscopic ellipsometry
data from Lautenschlager et al [179].
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Fig. 4.24 Imaginary component of the dielectric response for GaAs, spectroscopic ellipsome-
try data from Lautenschlager et al [179].

4.7 Zinc Oxide

The electronic and optical properties of Zinc Oxide (ZnO) make it ideal for use in a range of
applications such as solar cells, gas sensors and piezoelectric devices [88]. The Hexagonal
wurtzite structure of ZnO is known to be the most stable structure under ambient conditions
[181] and is used for this computation. The band structure is shown in figure 4.25 in which the
valence band minimum and conduction band minimum are located at the Γ point, representing
a direct bandgap.

Here, the real and imaginary parts of the dielectric spectra are computed for comparison
at the lower frequency range. The computational DFT parameters constitute a plane-wave
cutoff energy 800 eV and an MP grid of 30 × 30 × 24. Figure 4.26 illustrates the spectra
along with experimental ellipsometry data from Jellison et al [182]. The critical point is
found to be at ω ≈ 1.1 eV which coincides with the band gap located at the Γ point. The
red-shift presented here is significant and is due to the discrepancy of DFT in computing the
ZnO bandgap.

The spectra of 4.27 and 4.28 represent the response computed for a broader frequency range
with ellipsometry data from Rakel et al [183]. The noise found in the dielectric response
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Fig. 4.25 Band structure of ZnO plotted along high symmetry points.

Fig. 4.26 Real and imaginary components of the dielectric response for ZnO displaying the
exciton state associated with the bandgap, spectroscopic ellipsometry data from Jellison et al
[182].
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Fig. 4.27 Real component of the dielectric response of ZnO for a broader frequency range,
spectroscopic ellipsometry data from Rakel et al [183].

can be attributed to a slightly coarse choice of reciprocal space sampling. Nevertheless, the
edge associated with transitions at the bandgap (E) and the other three critical points of
(A,B,C) found in ε2 and the overall shape for both parts of the dielectric function are in good
agreement with alternative computations of the dielectric matrix found in [184, 185, 186,
187, 188]. The peaks found in the imaginary response are related to transitions between the
valence and conduction bands. Further information into the origin of these peaks can be
found in [181, 187, 189].
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Fig. 4.28 Imaginary component of the dielectric response of ZnO for a broader frequency
range, spectroscopic ellipsometry data from Rakel et al [183].

4.8 Methylammonium Lead Triiodide

The past decade has seen much development in solar cell technologies. Organic-inorganic hy-
brid perovskites such as Methylammonium Lead Triiodide (MaPbI3) have high photovoltaic
efficiencies and have been employed in thin-film electronic devices, lasing applications and
as solar cell absorber materials [125, 190]. The GGA-PBE band structure is shown in figure
4.29, with an approximated bandgap of 1.55 eV.

The importance of reciprocal space sampling is again demonstrated here, figure 4.30 shows
the real and imaginary components of the response respectively and are plotted for two
choices of MP grid. The coarser MP grid of 12 × 12× 12 shows a non-zero ε2 at the
low-frequency range of 0−0.5 eV. This conflicts with experimental data found in [125, 190]
and is corrected in the finer MP grid computation. The static dielectric constant given by
ε1(ω = 0) for the coarse MP grid is on the order of (14%−16%) larger than the constants
computed by El-Ghtami [190] and Löper [125]. This deviation is reduced to the order of
3%−5% when utilising the finer MP grid of 20 × 20× 20.

Figures 4.31 and 4.32 illustrate the real and imaginary components of the dielectric response
with an experimental data fit from Löper et al [125]. A plane-wave cutoff energy of 2000
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eV is used with the aforementioned necessary MP grid of 20 × 20× 20. The overall
spectral shape of the response compares somewhat well to the experimental data of Löper.
The real part of the response from Löper features 3 kinks of which only the peak at 2.5
eV is reproduced by the Sternheimer implementation (albeit red-shifted). The same is also
observed for ε2, with only the highest peak being shifted by approximately 0.7 eV from the
highest peak for Löper which is located at ω = 3.5 eV.

The complex dielectric function is a powerful tool in the optical characterisation of materials.
With both components of the dielectric function for a spectrum of ω , quantities such as the
complex refractive index of a material ñ(ω) can be determined by the following:

ñ(ω) = n(ω)+ ik(ω) = (ε1 + iε2)
1/2. (4.12)

Where n(ω) describes the real component of the refractive index, while k(ω) is the imaginary
component and is also referred to as the extinction coefficient. Here, rather than stopping with
the computation of the dielectric response, an extra step is made to calculate the absorption
coefficient which is given by the following expression:

α(ω) = 2ωk(ω) = 2ω

−ε1(ω)

2
+

√
ε2

1 (ω)+ ε2
2 (ω)

2

 . (4.13)

Figure 4.33 compares the shape of the absorption coefficient directly computed from the
response data to that of experimental work by Löper. The absorption coefficient is extracted
from the experimental refractive index by α = 4πk/λ , hence the units of cm−1. The
comparisons with respect to the dielectric spectra are echoed. The spectral feature at ω = 2.5
eV is not found, however, the overall shape of the coefficient is reproduced.
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Fig. 4.29 Band structure for MaPbI3, plotted along high symmetry points of the Brillouin
Zone.

Fig. 4.30 Real and imaginary components of the dielectric response for MaPbI3 plotted for
two choices of reciprocal space sampling.
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Fig. 4.31 Real component of the dielectric response for MaPbI3, spectroscopic ellipsometry
data from Löper et al [125].

Fig. 4.32 Imaginary component of the dielectric response for MaPbI3, spectroscopic ellip-
sometry data from Löper et al [125].
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Fig. 4.33 Absorption coefficient for MaPbI3, plotted with the experimental determination of
the absorption coefficient from refractive index data obtained from Löper et al [125].





Chapter 5

Longitudinal Spin Response

The other response quantity of this thesis is linked to magnetism and therefore spin fluctua-
tions of the density. Spin excitations have been proposed to underpin various properties of
itinerant magnetic systems. The mechanism for high-temperature superconductivity [191]
and phase transitions at the Curie and Néel temperatures are attributed to such excitations
[192]. The field of computing has shown a growing interest in the field of spintronics in
which the spin degrees of freedom of the electron are exploited for use in logical operations
[91].

In order to compute the spin response function, further development of DFPT is needed
to encompass spin which was considered degenerate in the previous dielectric response
computations.

5.1 Collinear and Noncollinear Representations

The theory outlined in the spin DFT section of 2.1.3 employed the noncollinear representation
of the magnetisation and wavefunctions. The magnetisation has the freedom to orient in
any/multiple vector direction(s), necessitating the use of all three Pauli matrices and the
spinorial wavefunction. Here the spin indices 1,2 = α,β are now used to indicate the spin
up |1⟩ and down |2⟩ states. The general form of the two-component spinor in matrix form is

Ψ(rrr) =

(
ψ1(rrr)
ψ2(rrr)

)
. (5.1)
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The electronic density is composed of the spinorial components and the real space parameter
of rrr is assumed:

n = (ψ∗1 ψ1 +ψ
∗
2 ψ2) . (5.2)

The three magnetisation components are written out in full using the Pauli matrices previously
shown in section 2.1.3:

mx = (ψ∗1 ψ2 +ψ
∗
2 ψ1) , (5.3)

my = i(ψ∗2 ψ1−ψ
∗
1 ψ2) , (5.4)

mz = (ψ∗1 ψ1−ψ
∗
2 ψ2) . (5.5)

The density matrix can now be rewritten in terms of these components and is expressed in
matrix form:

n =
1
2

(
n+mz mx− imy

mx + imy n−mz

)
. (5.6)

Thus, there are four densities one must store in order to compute the density matrix and
formulate the KS equations.

Collinear magnetism is defined by having the magnetisation at each point in space being
aligned towards a single fixed quantisation axis. For mathematical convenience, the z-axis is
chosen. The vector magnetisation components of mx and my are null in this picture leaving
only two components needed to represent the density matrix:

n =
1
2

(
n+mz 0

0 n−mz

)
=

1
2

(
n+mz

n−mz

)
=

(
n↑
n↓

)
. (5.7)

The off diagonal elements are (n12 = n21 = 0), which yields a two-component density matrix.
Dropping the z subscript, the charge and magnetisation densities in the collinear scheme are
given by:
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n = n↑+n↓, (5.8)

m = n↑−n↓. (5.9)

The response function investigated here will involve developing DFPT through the framework
of collinear magnetism, note as opposed to the noncollinear case, now there are only two
densities to deal with. The spinor wavefunction is also now simply composed of two
components that are aligned in a parallel or anti-parallel configuration along z.

5.2 Longitudinal Excitations

The spin-polarised KS equations of (2.28) give little intuition as to how magnetism comes
into play. It is the exchange interaction contained within the XC functional that takes into
account electron-electron interactions beyond the classical Hartree interaction. The XC
magnetic field is a functional derivative of the XC energy with respect to magnetisation:

Bxc(rrr) =
δExc[n(rrr),m(rrr)]

δm(rrr)
. (5.10)

Unfortunately as with the non-spin case, the exact form of the energy XC functional is
not known. Barth and Hedin [26] offer a reasonable approximation for Exc. The external
potential is taken to be slowly varying and the electronic system is divided into small boxes.
Each box contains the well-known spin-polarised homogeneous electron gas with spin-up
and spin-down densities (n↑,n↓). If the XC energy per particle of the gas is εxc, then for an
electronic system in which the spin density varies slowly:

Exc{n↑,↓(rrr)}=
∫
{n↑(rrr)+n↓(rrr)}εxc

(
n↑(rrr),n↓(rrr)

)
drrr. (5.11)

This is known as the Local Spin Density Approximation (LSDA) and although the condition
of a slowly varying spin density may not seem an appropriate measure for real systems,
LSDA has been utilised effectively to describe magnetic systems [193].

Figures 5.1 and 5.2 present sketches featuring two classes of spin excitations. Transverse
excitations involve fluctuations of the magnetisation vector in both x and y, perpendicular
to the z axis. The quasiparticle associated with transverse collective modes is known as
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Fig. 5.1 Sketch of transverse excitations which are known as magnons. The spin waves rotate
about z and thus involve x and y components of the magnetisation.

a magnon. The most common picture is that of precession around the z axis. An ab
initio approach to modelling magnons requires knowledge of the dynamic transverse spin
susceptibility, in which the poles of the response correspond to magnon excitations. The
reader is referred to work by Cao et al [194] where the Sternheimer formalism is utilised to
compute the transverse susceptibility. Such first-principle computations of magnon excitation
spectra have been developed using a diverse range of techniques [65, 66, 195, 196]. However,
transverse excitations are not the focus of this work.

The other illustration of figure 5.2 involves fluctuations of the spin density along ±z. At
T = 0 the change in magnetisation along z is known to correspond to a longitudinal spin
excitation. Such fluctuations involve particle-hole pairs of the same spin as shown by the
sketch of 5.2 which shows fluctuations in z of the same spin along either t or t ′. From the
collinear picture presented earlier, it is expressed in equation (5.5) that the magnetisation is
equal to the difference between spin up and down densities. Therefore, the variation of the
magnetisation requires knowledge of the spin up and down response (perturbed) densities.
The following sections will extend the collinear formalism to DFPT with a discussion of the
spin-polarised Sternheimer scheme.
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Fig. 5.2 Sketch of longitudinal excitations which involve fluctuations of the spin density
along z. These excitations involve particle-hole pairs of the same spin.

5.3 Spin-Polarised DFPT

This section will employ the collinear representation to present the Sternheimer equation
with spin dependencies. The response function of interest is the spin susceptibility which
connects the induced spin density response to an external spin-polarised perturbation:

δm(rrr, t) =
∫ ∫

drrr′dt ′χ(rrr, t,rrr′, t ′)δBext(rrr′, t ′). (5.12)

In the frequency domain:

δm(rrr,ω) =
∫

drrr′χ(rrr,rrr′,ω)δBext(rrr′,ω), (5.13)

having defined:

δm(rrr,ω) =
∫

dtδm(rrr, t)e−iωt . (5.14)

The Sternheimer equations in Bloch form:
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(
Ĥkkk+qqq− εnskkk +ω + iη

)
δunskkk+qqq(rrr,+ω) =−(1− P̂kkk+qqq

occ )δV+qqq
scf (rrr,+ω)unskkk(rrr), (5.15)

(
Ĥkkk−qqq− εnskkk−ω + iη

)
δunskkk−qqq(rrr,−ω) =−(1− P̂kkk−qqq

occ )δV−qqq
scf (rrr,−ω)unskkk(rrr), (5.16)

where the subscript s is introduced which runs over |↑⟩, |↓⟩, the spin up and down states:

unskkk(rrr) =

u↑nkkk(rrr)

u↓nkkk(rrr)

 . (5.17)

Note how instead of simply ±ω as in the dielectric case of equation (4.3), a separate
Sternheimer equation is explicitly shown for (−qqq,−ω). This is a consequence of the external
magnetic field (Bext = Vext) breaking time-reversal symmetry. This means that the useful
symmetry of the wavefunction uqqq = u−qqq cannot be employed. Whilst time-reversal symmetry
still holds for the case of long-wavelength (qqq→ 0), here the response to a finite qqq vector
is of interest. As a result, separate computations must be done for both the (+qqq,+ω) and
(−qqq,−ω) channels. This has implications for how the scheme is handled in CASTEP which
will be discussed in the following sections.

The variation of the density matrices involves the solution of the first-order response wave-
functions of (5.15) and (5.16):

δnqqq(rrr,ω) =
1

Nkkk
∑

n∈occ,kkk
u†

nskkk(rrr) III2 δunskkk+qqq(rrr,ω)

+
1

Nkkk
∑

n∈occ,kkk
δu†

nskkk−qqq(rrr,−ω) III2 unskkk(rrr), (5.18)

where III2 is the 2 × 2 identity matrix. The induced spin magnetisation along z is defined
with the Pauli matrix σz:
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δmqqq(rrr,ω) =
1

Nkkk
∑

n∈occ,kkk
u†

nskkk(rrr) σz δunskkk+qqq(rrr,ω)

+
1

Nkkk
∑

n∈occ,kkk
δu†

nskkk−qqq(rrr,−ω) σz unskkk(rrr). (5.19)

The variation of the KS potential is defined through the unperturbed (ground-state) and
induced densities:

δV qqq
KS(rrr,ω) = σzδBext(qqq,ω)

+
∫

δn(rrr′,ω)

|rrr− rrr′|
e−iqqq·(rrr−rrr′)drrr′

+ fxc[n↑(rrr),n↓(rrr),rrr]δn↑,qqq(rrr,ω)+ fxc[n↑(rrr),n↓(rrr),rrr]δn↓,qqq(rrr,ω).

(5.20)

The first line of (5.20) corresponds to a small, spin-polarised external perturbation. The
second line of (5.20) is the Hartree term which is spin independent. The third line of (5.20)
contains the exchange-correlation kernel which is evaluated for the unperturbed spin up and
down densities. These can be written in terms of the charge and magnetisation densities by
(5.7). The adiabatic local spin density approximation is used in which the kernel is evaluated
at an instantaneous density:

fxc(rrrt,rrr′t ′) =
δ 2Exc

δm(rrr)δm(rrr′)
δ (rrr− rrr′)δ (t− t ′). (5.21)

LibXC is a library of exchange-correlation functionals and has been interfaced with other
DFT software packages [197]. The spin-polarised LDA functional has been interfaced with
CASTEP and is used to compute the exchange-correlation kernel for the two independent spin
indices. The Slater exchange, along with Perdew and Zunger’s correlation functionals are
used [98, 198].

From equation (5.16) it is shown that δV−qqq
KS is required. This is done by changing the signs

of qqq and ω in equation (5.20) and using δn−qqq = δn∗qqq and δm−qqq = δm∗qqq.

The susceptibility can be calculated from the self-consistent solution of the induced magneti-
sation:
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χz(qqq,ω) =
∫

drrr δmqqq
scf(rrr,ω). (5.22)

Which is the unit-cell average of the magnetisation in response to a small magnetic field
perturbation. Making use of reciprocal space and noting that excitations of the imaginary
part of the response function have physical meaning:

χ
′′
z (qqq,ω) = Im[δmqqq

scf(GGG = 0,ω)]. (5.23)

This scheme is equivalent to obtaining the time-dependent DFPT generalised susceptibility
obtained via a Dyson equation. The reader is referred to [194, 199, 200] for further infor-
mation. The quantities involved in this approach are of the form shown in Adler-Wise’s
formulation of the non-interacting density response function in equation (3.20). In the
collinear case, the charge and spin non-interacting Kohn-Sham susceptibility are defined in
terms of the unperturbed KS orbitals, the parameterisation in real space is assumed:

χ
00
KS(ω) = ∑

i j
( fi− f j)

[ψ†
i III2ψ j][ψ

†
j III2ψi]

ω− (ε j− εi)+ iη
, (5.24)

χ
zz
KS(ω) = ∑

i j
( fi− f j)

[ψ†
i σzψ j][ψ

†
j σzψi]

ω− (ε j− εi)+ iη
, (5.25)

where the indices i, j run over band (n), wavevector (kkk, kkk+qqq) and spin. Attention must be
paid to the occupation functions of fi and f j. The form of these will be discussed in a later
section concerning fractional occupations which are characteristic of metallic systems. The
time-dependent DFT self-consistent Dyson equation can be written as

χ
αα(ω) = χ

αα
KS (ω)+χ

αα
KS (ω) fHxc(ω)χαα(ω). (5.26)

In the collinear case: α = 0,z. The solution to (5.26), yields the interacting charge-spin
susceptibility of the system:

δn(ω) =
∫
R

χ
00(ω)δvext(ω), (5.27)

δm(ω) =
∫
R

χ
zz(ω)δvext(ω). (5.28)



5.4 Implementation of Spin Polarised DFPT in CASTEP 111

5.4 Implementation of Spin Polarised DFPT in CASTEP

This section will describe the DFPT implementation for calculating the longitudinal spin
susceptibility in CASTEP. Equations (5.15), (5.16), (5.18), (5.19) and (5.20) are solved self-
consistently. It is reminded here that the approach is fully ab initio in that no material-specific
parameters are considered.

The flowchart of 5.3 represents the process of computing the spin response. It begins
with a self-consistent ground-state in which knowledge of the ground-state charge density,
magnetisation, KS eigenvalues and plane-wave coefficients at kkk are determined.

For the (+qqq,+ω) and (−qqq,−ω) channels, the ground-state wavefunction at both {kkk+qqq}
and {kkk−qqq} must be determined. A computational saving can be made here in the choice of
qqq. If such a qqq is chosen such that it is commensurate with the k-points present in the MP grid
then the plane-wave coefficients are known already. This however places a restriction on the
choice of qqq and so the decision was made to compute the ground-state wavefunctions for any
choice of qqq.

For the first iteration, the SCF potentials of δV+qqq
KS and δV−qqq

KS are set to the the first line of
equation (5.20). This is a small, scalar, spin-polarised external potential 1

2σz. The Sternheimer
equation is then solved for both channels along the frequency axis offset by a small imaginary
component (η). In order to treat partial occupancies, a sum-over-states (SOS) contribution is
also used, this will be discussed in a later section.

The robust and thoroughly tested BiCGStab algorithm from the dielectric response com-
putations is now employed to compute the response wavefunctions for the (+qqq,+ω) and
(−qqq,−ω) channels. The induced charge and spin densities can then be computed from
equations (5.18) and (5.19) respectively. The densities undergo a density mixing process
designed to improve the convergence properties of the self-consistent scheme, this will be
discussed shortly.

The mixed densities are then used to compute the new KS potentials using equation (5.20),
the conjugate of the densities are needed in order to obtain δV−qqq

KS . A check is now done to
see if the energy associated with the KS potential (and therefore densities) is similar to that
of previous iterations. This will become known as the second-order energy (5.36) and will
be discussed in due course. If the energy is sufficiently similar, the susceptibility can then be
computed by the now self-consistent solution of the induced spin density. Otherwise, the KS
potentials are used in another loop of the SCF Sternheimer process and this is repeated until
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the energy condition is reached. The self-consistent solutions of the induced spin density are
to be computed for a range of ω .

In the non-self-consistent Sternheimer method used to compute the dielectric response, it
was discussed that the screened interaction requires the computation for all GGG′′′ components
of a perturbing potential after which inversion of the matrix is needed to obtain screening. In
this scheme, the self-consistency involved in the update of the KS potentials incorporates
local field effects and no inversion is required. It is the induced interacting response that is
found by applying an external field and computing self-consistently. Frequency peaks in the
self-consistent χ ′′z (qqq,ω) may be indications of a collective system response to an external
perturbation.

The implementation of such an approach requires the disk storage of the ground-state
wavefunctions for both (+qqq,+ω) and (−qqq,−ω) channels. The channels are solved one at
a time. After computation of the ground-state wavefunction, occupancies and eigenvalues
for {kkk,kkk+qqq}. The Sternheimer response and sum-over-states schemes are used to obtain
the first-order response orbital at {+ω}. At this point, the first line of equations (5.18) and
(5.19) can be computed. The distributed data of {kkk,kkk+qqq} is saved to disk. The (−qqq,−ω)
channel is then computed in which the ground-state data for {kkk,kkk−qqq} is determined. The
Sternheimer and sum-over-states response at {−ω} allows for the computation of the second
line in equations (5.18) and (5.19). Every subsequent self-consistent iteration requires to
switch between channels which is why the distributed data is stored appropriately for the
first iteration. Note the contrast to the dielectric case in which only the data at {kkk,kkk+qqq} is
required and a simple sign change of {ω} is used to compute the response.

5.4.1 Fractional Occupations

The implementation developed here is to be applied to systems that exhibit non-zero magneti-
sation in the ground-state. The transition metal systems of bcc-Iron and fcc-Nickel serve as
suitable systems for testing. These are metals and as such do not exhibit the finite energy gap
shown in the semiconductor systems computed previously for the dielectric response. Instead,
partially occupied bands cross the Fermi level. This presents an issue with the usage of the
Sternheimer equation in the definition of the projection operator onto occupied states. A
costly dense sampling of reciprocal space would be needed to accurately describe the Fermi
surface. However, smearing techniques can be used to compute an accurate density of states
with relatively coarser samplings. The integer occupation number is instead replaced by a
function that approximates the Dirac δ function present when approaching the Fermi level.
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SCF ground-state {unkkk,εnkkk}

SCF Loop Start

Double k-point set to
compute {ukkk,kkk+qqq}

Double k-point set to
compute {ukkk,kkk−qqq}

Set the external
potential for channels

in next SCF iteration to
δV qqq

KS(ω) and δV−qqq
KS (−ω)

Sternheimer + SOS: get
{δu+qqq(+ω)} and compute
line 1 of (5.18) & (5.19)

Sternheimer + SOS: get
{δu−−−qqq(−ω)} and compute
line 2 of (5.18) and (5.19)

Compute δnqqq(ω)
from (5.18) and

δmqqq(ω) from (5.19)

Broyden Density
Mixing for both δn
and δm using (5.41)

Compute δV qqq
KS(ω) and

δV−qqq
KS (−ω) using (5.20)

Is ∆E2 = |ENEW[δn,δm] -
EOLD[δn,δm]|< Etol ? No

Yes
Compute χ(qqq,ω)
from δmscf(qqq,ω)

Fig. 5.3 Flow-chart of the implementation developed in CASTEP used to determine the
longitudinal spin response.
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The choice of function utilised for this implementation is a Gaussian [201]. Each KS energy
level is broadened by a Gaussian function with a specified smearing width (broadening):

f (ε) =
1
2

[
1− erf

(
ε−µ

σ

)]
, (5.29)

where σ is the broadening, µ is the chemical potential and erf(x) is the standard error
function.

Work by Gironcoli has extended the Sternheimer scheme to metallic systems [202]. In
short, the formalism involves a modification of the projection operator where now occupied
states, a number of partially filled bands and unoccupied states are used to compute response
wavefunction.

Instead of modifying the projection operators, the computation of the response wavefunction
utilises the Sternheimer scheme in conjunction with sum-over-states perturbation theory. This
has already been implemented in CASTEP for the DFPT response in treating phonons and has
been adapted for this work [164]. Recall section 3.3 which showed the equivalence between
the two methods. The plane-wave expansion coefficients computed in sum-over-states are
expressed in the following:

cnmkkkqqq(ω) = ∑
nmkkkqqq

fnkkk− fmkkk+qqq

εnkkk− εmkkk+qqq +ω
, (5.30)

where the integer occupation numbers of fn and fm are smeared by the Gaussian of (5.29) .
These expansion coefficients contribute to the first-order response wavefunction as [110]:

δunqqq(ω) = ∑
nm

cnmkkkqqq(ω)⟨um|δV qqq
scf |un⟩ . (5.31)

When performing computations on metallic systems, one has to make sure that an electronic
state exists in which there is zero occupation on that electronic band indexed by k-point and
spin. The CASTEP package displays a warning to the user if such a condition is not met. This
is alleviated by the inclusion of extra bands or by reducing the smearing width.

The first-order response wavefunction used to compute the induced magnetisation and charge
densities is

δuqqq(ω) = δusos,qqq(ω)+δustern,qqq(ω). (5.32)
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Where δusos is the response wavefunction from equation (5.31) computed using sum-over-
states perturbation theory. This includes fully occupied, partially occupied and empty
states. The response wavefunction δustern refers to the numerical solution of the Sternheimer
equation in (5.15), the projection operator in this case runs over fully and partially occupied
states. The wavefunctions are computed independently for each (+qqq,+ω) and (−qqq,−ω)
channels. This yields the first and second lines of the induced charge (5.18) and magnetisation
(5.19) densities respectively. The implementation for Sternheimer plus sum-over-states in
determining the response wavefunction has been adapted from a similar algorithm employing
DFPT for phonons [164].

5.4.2 Density Mixing (DM)

In the construction of the Kohn-Sham Hamiltonian, an input density (nin) is required to
compute the Hartree and XC potentials. The Kohn-Sham potential is characterised as a
non-linear effective potential. The output density (nout) is calculated non-linearly from the
eigenfunctions of the Kohn-Sham Hamiltonian [203]:

HKS[nin]ψi(x) = εiψi(x), (5.33)

nout(x) =
N

∑
i=1
|ψi(x)|2. (5.34)

Recall the flowchart of 2.2 in which self-consistency for the ground-state is reached after an
iterative procedure which begins from a trial density. The energy associated with the two
densities is compared and a density is said to be self-consistent if

nscf = nin = nout. (5.35)

The determination of the spin susceptibility requires a self-consistent response charge and
spin density. The quantity used to check for convergence is the energy associated with the
first-order KS densities and potentials. This quantity is computed as

E2[δn,δm] =
∫

δn↑(rrr)δV KS
↑ (rrr)+δn↓(rrr)δV KS

↓ (rrr)drrr. (5.36)
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This is the integral of the KS potential as computed in (5.20) multiplied by the density over
space. The quantity E2 shown in equation (5.36) is also known as the second-order energy
and is formulated by the first-order response quantities. The absolute value of E2 is not of
primary interest, what is desired is for the change in energy (∆E2) to become sufficiently
small (specified by a user parameter) over the self-consistent cycles (see figure 5.3):

∆E2 = E2[δn(k+1),δm(k+1)]−E2[δn(k),δm(k)]. (5.37)

The direct iterative method of taking the density at iteration (k) and using this to construct
the KS potentials for the (k+ 1) iteration often does not lead to the minimisation of ∆E2.
It has been found that one needs to mix densities from previous iterations in an attempt to
achieve a smooth and stable minimisation of ∆E2.

Similar to many state-of-the art electronic structure codes, CASTEP hosts an array of DM
schemes. The quasi-Newton method developed by Broyden [204] is utilised for the compu-
tation of the spin susceptibility. Testing was also carried out using the well-known Pulay
mixing scheme [205] and for the cases of bcc-Fe and fcc-Ni, has shown similar convergence
behaviour.

The (k+1)-th step of a self-consistent iteration can be expressed as a functional of the input
density at step k:

n(k+1) = F [n(k)]. (5.38)

The aim in mixing the density is to minimise the residual R:

R[n] = F [n]−n. (5.39)

As the Broyden scheme is a quasi-Newton method, there is a requirement to construct and
store the Jacobian matrix for every iteration. Work by Srivastava [206], Vanderbilt, Louie
[207] and Eyert [208] developed the method to utilise an approximate Jacobian as well as
optimising the order of operations required for a computationally efficient update. The exact
Jacobian is defined as

J[n(k)] =
∂R[n(k)]

∂n(k)
. (5.40)

The Broyden method aims to update both the charge and spin density:
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nout = nin− J−1R[nin]. (5.41)

Johnson in 1988 combined the efforts of the previous authors and produced the modified
Broyden method [209]. This uses a history of iterates to construct the inverse Jacobian and is
memory efficient.

It is mentioned here that the DM scheme is by no account variational in nature. This means
that there is no guarantee that a subsequent self-consistent cycle yields a minimisation of ∆E2.
This being said there are various parameters available for the user to control the DM used
in electronic minimisation. The first is the cutoff energy utilised in the mixing process, this
parameter takes into account any Fourier coefficients at reciprocal lattice vectors lower than
the cutoff. In general, the plane-wave cutoff used for mixing is much higher than that of the
standard cutoff for the basis, the reasoning is similar to that of the fine grid scale as discussed
in section 4.4.2. There are also parameters which are used to specify to what extent δn(k) and
δm(k) are used as input for the densities in the next iteration at δn(k+1) and δm(k+1). These
are termed mixing amplitudes and individual control of both the charge and spin density is
available in CASTEP. The user is also allowed to specify the maximum number of densities
to store in history which can be used in the Broyden scheme.

The reader is referred to work by Woods et al [155, 203] for a more complete discussion
regarding DM and preconditioning in the Kohn-Sham scheme as well as CASTEP. The
Kerker preconditioning scheme is utilised in the self-consistent process [210]. The form
of the Kerker preconditioner originates from the non-interacting density response function
previously discussed in (3.20) and Thomas-Fermi theory. Charge sloshing is a potential issue
faced in self-consistent calculations, in which a small variation in the input density causes
a large change in the output density. This is often observed in self-consistent calculations
for metallic systems and results in poor convergence. The Kerker matrix updates small GGG
components of the density which are usually responsible for charge sloshing during an SCF
optimisation:

nnew(GGG) = nin(GGG)+A
GGG2

GGG2 +GGG2
max

(nout(GGG)−nin(GGG)), (5.42)

where A is the mixing amplitude and GGGmax is the cutoff wavevector. It is noted that the
Kerker preconditioner is constructed with no reference to exchange and correlation. In the
computation of the longitudinal spin response, the aforementioned parameters have been
adjusted in attempts to achieve a self-consistent solution.
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5.5 Spin Density Response Spectra

This section will demonstrate the capabilities of the scheme developed in computing longitu-
dinal spin fluctuations from first principles. No material-specific parameters are considered.
The choice of DFT parameters for the ground-state must also be utilised for the spin-polarised
solution to the Sternheimer equation, see Cao for more information [194].

5.5.1 Iron

Longitudinal spin fluctuations in bcc-Fe will be presented in this section. The quantity
that will be plotted is the imaginary component of the self-consistent, induced magnetisa-
tion {χ ′′z (qqq,ω)}. This is computed along the frequency axis for a specified qqq vector. The
DFT computational parameters involve a plane-wave cutoff of 1200 eV and an MP grid
of {16 × 16 × 16}. The fine grid scale multiplicative factor utilised in these computa-
tions is 7.0 with a 5000 eV cutoff used for DM. These parameters ensure that any high |GGG|
components which contribute to the self-consistent response are taken into account. The
computations make use of the norm-conserving, on-the-fly generated (OTFG) pseudopoten-
tials, a functionality built in CASTEP. Gaussian smearing is employed with a smearing width
of 0.15 eV. Calculation of the ground-state yields the expectant ferromagnetic magnetisation
with a value of 2.24 [ℏ/2] per atom [96].

Figure 5.4 presents the imaginary component of the self-consistent response for
qqq = (0.15,0.00,0.00) in fractional coordinates. The frequencies at ω = 0.7 eV and ω = 0.8
eV indicate a spectral feature however self-consistency was not reached for these frequencies.
The figures of 5.5 and 5.6 illustrate the change in the second-order energy, for each iteration
in the SCF process, at these frequencies. It is reminded that the change is of interest here,
∆E2 is used for the SCF check as shown in the flowchart of 5.3.

The self-consistent tolerance parameter used for these computations is 1e−6. In order to
satisfy self-consistency, the mixing amplitudes used in these computations are small, meaning
a relatively small amount of charge and spin density is mixed into the new densities relative
to the default setting. This should result in a slow but stable convergence behaviour. Whilst
this is achieved for other frequencies, the figure of 5.5 at ω = 0.7 eV shows an overall
downward trend to convergence. However, the change even after 500 iterations is still orders
of magnitude above the intended tolerance factor. The convergence of ∆E2 for ω = 0.8
eV for the same choice of DM parameters indicates unstable behaviour. Multiple tests and
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Fig. 5.4 Longitudinal spin dynamics for Bcc-Fe along the (1,0,0) direction, the highlighted
points at ω = 0.7 and ω = 0.8 failed to satisfy the criteria for self-consistency.

tuning of the DM parameters at this frequency are not sufficient to resolve the convergence
behaviour for these specific frequencies.

In order to resolve the behaviour at the offending frequencies it is proposed to slightly
offset the self-consistent computation along the frequency axis. There is no inter-frequency
dependence in the Sternheimer/sum-over-states scheme and so this approach is valid, so long
as equivalent DFT parameters and ground-state are utilised. Figure 5.7 shows the modified
spectra in which all points have met the requirement for self-consistency. In an attempt
to further resolve the spectral feature, a relatively dense sampling of the frequency is used
between ω = [0.7−0.8] eV. There is a clear peak at ω = 0.78 eV, the extra points computed
around the peak illustrate that this collective mode has a very narrow energy band with
the susceptibility quickly falling before and after the main peak. Figure 5.8 illustrates the
convergence behaviour for the main peak at ω = 0.78 eV.

Discussions of the longitudinal spin dynamics computed from a purely ab initio approach
are scarce in literature as there is more focus on the transverse susceptibility for magnon
modelling. However, work by Wysocki et al [211] and Buckzek et al [212] have investigated
longitudinal fluctuations of the magnetisation. The formalism used by Buczek [212] involves
time-dependent density functional theory based on the Korringa-Kohn-Rosotoker (KKR)
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Fig. 5.5 Behaviour of ∆E2 in Bcc-Fe for ω = 0.7 eV.

Fig. 5.6 Behaviour of ∆E2 in Bcc-Fe for ω = 0.8 eV.
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Fig. 5.7 Longitudinal spin dynamics for Bcc-Fe along the (1,0,0) direction, dense frequency
sampling of the self-consistent response between ω = [0.7−0.8] eV.

Fig. 5.8 Behaviour of ∆E2 in Bcc-Fe for ω = 0.78 eV.
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Fig. 5.9 Longitudinal and Charge dynamics plotted for Bcc-Fe in (1,0,0) direction.

method in evaluating the Kohn-Sham Green’s function [213]. The enhanced susceptibility is
the term used by Buczek to describe the susceptibility with both Hartree and XC functional
contributions, this is equivalent to the self-consistent response formulated in this scheme. The
susceptibility in Buczek’s work for the same momentum transfer of qqq = (0.15,0.00,0.00)
also shows a single peak albeit at a much lower frequency of ω ≈ 0.35 eV.

The charge dynamics are accessible through the computation of the self-consistent charge
susceptibility:

χ
′′
0 (qqq,ω) = Im[δnqqq

scf(GGG = 0,ω)] (5.43)

Figure 5.9 shows both χ ′′0 (qqq,ω), χ ′′z (qqq,ω) and there is a clear decoupling shown here
between the two. The charge dynamics are effectively zero in comparison to the longitudinal
magnetisation. This is in agreement with the findings of Buczek [212].

The workflow to obtain spectra illustrating longitudinal spin dynamics is summarised. An
initial computation of the susceptibility is carried out to trace any potential frequency peaks.
Frequencies at which self-consistency is not met are indications of significant structure in
the Kohn-Sham map (perhaps a pole in the Kohn-Sham response). This is a reasonable
assumption since the analysis of the convergence behaviour at these frequencies indicates
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instability which is a symptom of an ill-conditioned problem. Despite the adjustment of the
DM parameters, this issue remains. Consequently, additional computations are carried out at
offset frequencies and upon reaching a self-consistent response, the imaginary part of the
susceptibility is plotted.

5.5.2 Nickel

The longitudinal spin dynamics in fcc-Ni are now presented and the same momentum transfer
of qqq = (0.15,0.00,0.00) is used. The DFT computational parameters include a 1200 eV
cutoff with an MP grid of {16 × 16 × 16}. The fine grid scale multiplicative factor utilised
in these computations is 7.0 with a 5000 eV cutoff used for the density mixing scheme. In
order to achieve sufficient minimisation of the second-order energy, small mixing amplitudes
are used for both the charge and spin density. Gaussian smearing is employed to treat
fractional occupations with a broadening of 0.20 eV. Computations of the ground-state using
the norm-conserving OTFG pseudopotential yield a ferromagnetic ground-state of 0.63 [ℏ/2]
per atom.

Figure 5.10 illustrates both charge and longitudinal spin response functions for a finite qqq.
The spectrum is dominated by the presence of a single strong peak at ω = 0.45 eV. In a
similar manner to bcc-Fe, computations of the self-consistent density in the [0.4-0.5] eV
range (close to the main peak) are numerically unstable and the behaviour shown in figure
5.5 is found. Again the proposed solution is to slightly offset the frequency grid. Similarly
to bcc-Fe, the decoupling between the charge and longitudinal spin susceptibilities is also
shown here. The results for fcc-Ni are quantitatively similar to Buczek’s computation of the
enhanced susceptibility. Computations by Buczek for an equivalent qqq-direction show a single
peak in χz at a slightly higher ω ≈ 0.54 eV.

The peaks found in χ ′′z (qqq,ω) are regarded as collective excitations since they are formed
upon the inclusion of electronic interaction computed through the self-consistent process
in the Sternheimer scheme. It is highlighted again here that the XC term involved in the
update of the KS potential, shown in the third line of equation (5.20), is solely responsible
for modelling the interacting spin-dependent electron liquid.

Echoing the discussions of Wysocki and Buczek et al [211, 212], the longitudinal spin
dynamics presented in this work lie at energies much higher than those typically sampled in
inelastic neutron scattering experiments. The issue has been one of scientific interest to date.
Comparison of the cross-section using the surface-sensitive spin polarised electron energy
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Fig. 5.10 Longitudinal and Charge dynamics plotted for Fcc-Ni in (1,0,0) direction.

loss method to that of the ab initio self-consistent response function in bulk systems is an
ongoing effort.
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5.6 Summary

This chapter has provided the methodology underlying the approach to computing the
longitudinal spin response. The scheme involves computing the response wavefunction
by using a sum-over-states expansion along with an iterative solution to the Sternheimer
equation. The current implementation of this approach has failed to display the fairly
rapid SCF convergence behaviour exhibited by phonon and other self-consistent DFPT
solvers. This can be attributed to the use of small mixing amplitudes, without which it is not
feasible to sufficiently minimise the second-order energy for both systems. It is expressed
that an implementation bug cannot be ruled out and there is a discrepancy between these
computations and spectra found in the literature [212]. Attempts made in adjusting the DM
parameters such as mixing amplitudes have resulted in slow but stable minimisation of the
second-order energy. However, in spite of also adjusting the DFT computational parameters
which include smearing width, MP grid and plane-wave cutoff, it is not possible to achieve
self-consistency for certain frequencies that exist around the dominant peak. This was found
for both transition metal systems and the minimisation of ∆E2 at these frequencies is similar
to the behaviour illustrated in figure 5.6. This issue was mitigated by computing the response
at offset frequencies.





Chapter 6

Conclusions and Perspectives

In this thesis, a perturbative treatment of the Kohn-Sham DFT equations is applied up to
first order. The resultant scheme of density functional perturbation theory is implemented to
compute the dielectric and longitudinal spin dynamics of a system.

6.1 Summary of work to date

The work completed in this thesis is as follows. The non-self-consistent Sternheimer method
has been developed in a fully ab initio plane-wave pseudopotential framework. The imple-
mentation has been applied to compute the head of the frequency-dependent dielectric matrix
at long wavelength qqq for the prototypical case of Silicon as well as Gallium Arsenide, Zinc
Oxide and Methylammonium Lead Triiodide. In order to achieve the level of numerical
stability required for the first-order response wavefunctions, a BiCGStab method has been
developed to solve the linear system of equations.

The longitudinal spin response function connects a spin-polarised perturbation to the induced
magnetisation density. The longitudinal spin dynamics in this approach are computed via a
self-consistent solution of the time-dependent Sternheimer equation. Both (+qqq,+ω) and
(−qqq,−ω) channels are solved separately using the BiCGStab algorithm from the dielectric
response scheme. In order to treat fractional occupations, Gaussian smearing is utilised
along with sum-over-states perturbation theory which includes full, partial and a number of
unoccupied states. This was adapted from a DFPT scheme in the CASTEP package concerning
phonons. The methodology of this approach is demonstrated by calculating the longitudinal
spin spectra of bcc-Fe and fcc-Ni.
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The development of these two schemes constitutes novel functionality in the CASTEP package.

6.2 Perspectives

The results of the dielectric response implementation were illustrated in chapter 4 for several
semiconductor systems. The computed dielectric spectra were plotted with experimental
spectroscopic ellipsometry data. It was shown that for all systems, the overall shape of
the dielectric spectra across the frequency range is in good agreement with experimental
findings. However, a red-shift is present in all the computational results, i.e. the peaks of the
computed dielectric spectra are offset to the left in comparison to the experimental peaks. It
is therefore found that the Sternheimer scheme is only as accurate as the underlying DFT
band-structure computation. DFT does not adequately describe the band dispersion due
to an inherent lack of derivative discontinuity and the delocalisation error discussed in 3.1.
Therefore the utilisation of the Kohn-Sham eigenvalues to describe real systems will present
a discrepancy. Nevertheless, in accordance with the corresponding DFT band structure, the
implementation developed here successfully captures the peaks corresponding to potential
transitions. Both real and imaginary parts of the dielectric spectra indicate spectral features
at frequency positions which are corroborated by the band structure. There are certain peaks
however which are beyond the scope of the implementation, for instance, the experimental
imaginary peak for Silicon at ω = 3.4 eV is not reproduced. This is due to the electron-hole
interaction which the Sternheimer scheme does not take into account.

The BiCGStab solver used for these computations has been demonstrated to be robust and
efficient in minimising the residual norm in order to obtain accurate response wavefunctions.
However, the algorithm implicitly requires double the number of operations involving the
Hamiltonian (compared to BiCG) in part to obtain the stabilising parameter used to ensure the
residual is minimised. Handling the Hamiltonian is a resource-intensive task which means
that this solver is more expensive compared to BiCG, however, the issues with stability and
minimisation of the residual norm demonstrated for BiCG suggest it is not suitable for this
scheme.

The calculations concerning longitudinal spin dynamics can be compared to work by Buczek
in computing the enhanced susceptibility using a different time-dependent DFT scheme. The
linear response time-dependent DFT method employed by Buczek employs KKR along with
the nearly real axis approach [214]. This evaluates the KKR Green’s function away from the
Kohn-Sham poles and utilises an analytic continuation in the form of Padè approximation
to revert to the real axis. In comparison, the scheme developed for this thesis computes the
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susceptibility for a real frequency (with a small imaginary component) and therefore, no
analytic continuation is required. The peaks computed for this implementation do not line
up with Buczek’s work. For bcc-Fe, a peak is found at a relatively higher frequency and
for fcc-Ni, the dominant peak is found at a comparatively lower frequency. However, in
agreement with Buczek, there exists a single dominant peak in the magnetisation z channel
with the charge dynamics being effectively zero in comparison.

The main limitation in the method developed here in computing the longitudinal spin suscep-
tibility pertains to the difficulty in achieving self-consistency in the density mixing scheme.
The approach used to compute self-consistency for the systems presented in this thesis was
to use small mixing amplitudes for both the charge and spin densities. As a consequence, the
convergence behaviour whilst stable is prohibitively slow and a relatively large number of
iterations are required to achieve satisfactory minimisation of the second-order energy. It
was typical for the number of self-consistent iterations to reach in excess of 150 SCF cycles,
in comparison, self-consistency for spin-polarised phonon computations can be achieved
in typically fewer than 50 SCF iterations. At certain frequencies it is unfeasible to obtain
self-consistent densities, this is overcome by rerunning the computations at frequencies
which are slightly offset.

6.3 Future Work

The scheme to compute the frequency-dependent dielectric response allows for the computa-
tion of the screened Coulomb interaction. Section 3.2 discussed the relation between the two
quantities. The scheme presented here can be viewed as the first step towards implementing
the SternheimerGW method in the CASTEP package. Further work is required to develop
the self-consistent framework required for obtaining the self-energy. The other quantity
that would need to be developed is the non-interacting Green’s function (G0). Obtaining
this involves a similar workflow to that of obtaining the screened Coulomb interaction. The
development of BiCG/BiCGStab is also applicable here, as obtaining G0 also requires solving
a linear system of the form Ax = b.

As of present, kkk-point parallelism is the main strategy utilised in these computations. In
principle, GGG-vector parallelism can also be exploited. This would be suitable for calculations
of large simulation systems that require more plane waves and fewer k-points. Optimal
performance would be achieved by combining both parallel schemes [112].
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It would be beneficial to the potential user to offer a range of Sternheimer solvers in which an
option is available to switch to a faster scheme at the price of reliability. Whilst the BiCGStab
scheme has been developed and used exclusively in this thesis, there exists a range of Krylov
subspace solvers that can be implemented. For instance, the shifted BiCG/BiCGStab methods
[176] have been developed in Quantum Espresso’s SternhemerGW code. It is noted that
whilst BiCG has been shown to be unreliable for the NSCF Sternheimer method developed in
this thesis, it may be of use in the self-consistent Sternheimer implementation which yields
the inverse dielectric matrix (see sections 3.4 and 4.1).

Further developmental work is required in order to optimise the self-consistency process used
to obtain the longitudinal spin response function. It is clear from computations that there
exists a numerical deficiency in seeking a fixed-point to the discretised Kohn-Sham map [155,
203]. Currently, the density mixing scheme used in the computation of the ground-state is
reused for the DFPT scheme. Investigation into preconditioning techniques and schemes used
by other codes may be of use. A more rigorous comparison of the longitudinal spin dynamics
computed in this scheme is needed to other methods, both experimental and computational.
As of present, there are limited ab initio approaches that focus on longitudinal modes, most
codes focus on transverse dynamics at low energies in order to model magnons.
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