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CONTINUOUS ARTIFICIAL REALITY EXPERIENCES 

ABSTRACT 

[0001] Aspects of the present disclosure are directed to continuous artificial reality 

(XR) experiences.  Some implementations can seamlessly transition between XR 

experiences as a user walks around her home space wearing her XR device.  For 

example, when in the living room, the user can automatically be within an XR home 

experience, while in the office, the user can automatically be transported to an XR 

workspace experience, without having to go through a portal and wait for the XR 

workspace experience to load.  Some implementations can preload XR experiences as 

the user approaches corresponding home areas. 

BACKGROUND 

[0002] Artificial reality (XR) devices are becoming more prevalent.  As they 

become more popular, the applications implemented on such devices are becoming 

more sophisticated.  Augmented reality (AR) applications can provide interactive 3D 

experiences that combine images of the real-world with virtual objects, while virtual 

reality (VR) applications can provide an entirely self-contained 3D computer 

environment.  For example, an AR application can be used to superimpose virtual 

objects over a video feed of a real scene that is observed by a camera.  A real-world 

user in the scene can then make gestures captured by the camera that can provide 

interactivity between the real-world user and the virtual objects.  Mixed reality (MR) 

systems can allow light to enter a user's eye that is partially generated by a computing 

system and partially includes light reflected off objects in the real-world.  AR, MR, and 

VR (together XR) experiences can be observed by a user through a head-mounted 

display (HMD), such as glasses or a headset. 
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BRIEF DESCRIPTION OF THE DRAWINGS 

[0003] Figure 1A is a conceptual diagram illustrating an example view from an 

artificial reality device of virtual objects overlaid on a view of a real-world environment 

when the artificial reality device is within a first pre-mapped portion of a first physical 

space. 

[0004] Figure 1B is a conceptual diagram illustrating an example view from an 

artificial reality device of virtual objects overlaid on a view of a real-world environment 

when the artificial reality device is within a second pre-mapped portion of a second 

physical space. 

[0005] Figure 2 is a conceptual diagram of an example view of a real-world 

environment including users of artificial reality devices accessing artificial reality 

experiences at respective pre-mapped portions of a physical space. 

[0006] Figure 3 is a flow diagram illustrating a process used in some 

implementations for providing continuous artificial reality experiences. 

[0007] Figure 4 is a block diagram illustrating an overview of devices on which 

some implementations of the present technology can operate. 

[0008] Figure 5 is a block diagram illustrating an overview of an environment in 

which some implementations of the present technology can operate. 

DETAILED DESCRIPTION 

[0009] Aspects of the present disclosure are directed to providing continuous 

artificial reality (XR) experiences within a real-world environment, such as a home.  A 

user can don his XR device and walk around his home while seamlessly transitioning 

between pre-mapped XR experiences.  As the user approaches a particular room, the 

XR device can preload an XR experience mapped to that room, such that when the user 

enters the room, the XR experience can immediately be rendered, without the user 

having to go through a portal or menu and wait for the experience to load. 
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[0010] Figure 1A is a conceptual diagram illustrating an example view 100A from 

an artificial reality (XR) device of virtual objects overlaid on a view of a real-world 

environment when the XR device is within a first pre-mapped portion 104 of a first 

physical space 102.  As a user wearing the XR device approaches first pre-mapped 

portion 104 (e.g., the user comes closer to physical door 112), the XR device can 

preload an XR office experience corresponding to first pre-mapped portion 104.  Once 

the user enters first pre-mapped portion 104, the XR device can launch the XR office 

experience within first physical space 102.  For example, the XR device can display a 

virtual computer display 106, a virtual clock 108, and a virtual calendar 110.  Thus, the 

user does not need to go through a virtual portal or select the XR office experience from 

a menu and wait for the experience to load, and can instead simply enter first pre-

mapped portion 104 to launch the XR office experience.  

[0011] Figure 1B is a conceptual diagram illustrating an example view 100B from 

an artificial reality (XR) device of virtual objects overlaid on a view of a real-world 

environment when the XR device is within a second pre-mapped portion 116 of a 

second physical space 114.  From first pre-mapped portion 104 of first physical space 

102 of Figure 1A, the user wearing the XR device can move to second pre-mapped 

portion 116 of second physical space 114 within his home.  When approaching second 

pre-mapped portion 116, the XR device can preload an XR living room experience 

corresponding to second pre-mapped portion 116.  Once the user enters second pre-

mapped portion 116, the XR device can launch the XR living room experience within 

second physical space 114.  For example, the XR device can display a virtual television 

120 and a virtual plant 118.  Thus, the user can seamlessly transition from the XR office 

experience to the XR living room experience without having to close the XR office 

experience, select the XR living room experience, and wait for the XR living room 

experience to load.  In some implementations, the XR device can pick up where the 

user left off in the XR living room experience when last in second physical space 114, 

e.g., can start a virtual concert last accessed by the user on virtual television 120 at the 

point he left off. 
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[0012] Figure 2 is a conceptual diagram of an example view 200 of a real-world 

environment including users 204A-C of respective artificial reality (XR) devices 

accessing XR experiences at respective pre-mapped portions 206-210 of a physical 

space 202.  As shown in example view 200, physical space 202 can have multiple pre-

mapped portions 206-210 mapped to the same and/or different XR experiences in some 

implementations.  For example, the XR device of user 204A can launch a first XR 

experience (e.g., an XR home experience) within pre-mapped portion 206 (e.g., a 

couch) by entering pre-mapped portion 206, the XR device of user 204B can launch a 

second XR experience (e.g., an XR office experience) within pre-mapped portion 208 by 

entering pre-mapped portion 208, and the XR device of user 204C can launch a third 

XR experience (e.g., a virtual reality boxing game) within pre-mapped portion 210 by 

entering pre-mapped portion 210. 

[0013] Although shown and described with respect to three users 204A-204C in 

three pre-mapped portions 206-210, it is contemplated that physical space 202 can 

include any number of users within or outside of any number of pre-mapped portions.  

Although shown as separate and distinct pre-mapped portions 206-210, it is 

contemplated that one or more of pre-mapped portions 206-210 can partially or fully 

overlap.  Further, although shown as users 204A-204C being within respective pre-

mapped portions 206-210, it is contemplated that two or more of users 204A-204C can 

be within a single pre-mapped portion of pre-mapped portions 206-210.  In such 

implementations, it is contemplated that two or more of users 204A-204C within a single 

pre-mapped portion of pre-mapped portions 206-210 can interact in the same or 

different ways with the same or different virtual objects associated with the same or 

different XR experiences. 

[0014] Figure 3 is a flow diagram illustrating a process 300 used in some 

implementations for providing continuous artificial reality (XR) experiences.  In some 

implementations, process 300 can be performed as a response to detecting activation 

or donning of an XR device by a user.  In some implementations, some or all of process 

300 can be performed by an XR device, such as an XR head-mounted display (HMD).  

In some implementations, some of all of process 300 can be performed by another XR 
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device in operable communication with an XR HMD, such as external processing 

components. 

[0015] At block 302, process 300 can detect activation or donning of an XR device 

by a user.  In some implementations, process 300 can detect activation or donning of 

the XR device automatically, e.g., through one or more sensors of an inertial 

measurement unit (IMU), through temperature sensors, etc., integral with the XR 

device.  In some implementations, process 300 can detect activation of the XR device 

by selection of a physical button powering on the XR device.  In some implementations, 

process 300 can detect activation of the XR device based on receipt of power to the XR 

device, e.g., through a power cable or battery.  

[0016] Upon activation or donning of the XR device, the XR device can at least 

partially display a pass-through view of a real-world environment.  In some 

implementations, the pass-through view can be generated based on images of the real-

world environment captured by one or more image capture devices (e.g., cameras) 

integral with or in operable communication with the XR device, such as in augmented 

reality (AR) as used herein.  In some implementations, the pass-through view can be a 

real view of the real-world environment that can be seen through the XR device, such 

as in mixed reality (MR) as used herein.  In some implementations, upon activation or 

donning of the XR device, the XR device can display one or more virtual objects 

overlaid on the pass-through view of the real-world environment. 

[0017] At block 304, process 300 can identify a pre-mapped portion of a physical 

space in the pass-through view of the real-world environment.  The pre-mapped portion 

can be, for example, an office seen in the pass-through view of the real-world 

environment on the XR device.  In another example, the pre-mapped portion can be a 

living room seen in the pass-through view of the real-world environment.  The pre-

mapped portion can be mapped to an XR experience.  For example, an identifier 

associated with the pre-mapped portion can be stored in association with an identifier of 

a particular XR experience, such as in a lookup table in a database.  In some 
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implementations, the pre-mapped portion can be mapped to multiple XR experiences, 

such as virtual objects managed by different XR applications. 

[0018] In some implementations, the pre-mapped portion was previously mapped 

to the XR experience by the user of the XR device via the XR device.  For example, the 

user can use the XR device to select a portion of the physical space (e.g., a home or 

room) in a real-world environment (e.g., region or volume) to which to map the XR 

experience.  In some implementations, the user can select the portion of the physical 

space using one or more controllers in operable communication with the XR device.  

For example, the user can place the controller on a physical space and outline the 

portion of the physical space to which to map an XR experience.  In another example, 

the user can use the controller to draw a boundary (e.g., a guardian) of the portion of 

the physical space to which the user wants to map an XR experience, such as by 

pointing and moving the controller around the portion of the physical space while 

holding down a physical button on the controller. 

[0019] In some implementations, the user can select the portion of the physical 

space to which to map the XR experience by audibly announcing the portion of the 

physical space, e.g., by speaking, “the kitchen,” as captured by one or more 

microphones integral with or in operable communication with the XR device.  In some 

implementations, the XR device (or a processing component in operable communication 

with the XR device) can then perform speech recognition techniques to identify what the 

user has spoken.  In some implementations, the user can select a portion of the 

physical space from a virtual list of recognized physical objects within the physical 

space (e.g., the floor, the wall, the desk, the chair, the couch, etc.).  For example, one or 

more computer vision models can perform object detection and recognition on the 

captured images of the real-world environment, and the recognized objects can 

populate the virtual list.  In some implementations, the XR device (or processing 

components in operable communication with the XR device) can also perform the object 

recognition and/or object detection techniques to identify the portion of the physical 

space referenced in the user’s announcement and/or selection. 
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[0020] Once the portion of the physical space is identified, the user can map the 

portion of the physical space to a particular XR experience by, for example, selecting a 

particular XR experience from a list of available XR experiences, searching for a 

particular XR experience in a library of XR experiences, audibly announcing the XR 

experience (e.g., “I want to map the kitchen to an XR cooking experience”), etc.  In 

some implementations, the user can further specify access controls for who can access 

the mapping, e.g., any other users and/or XR devices permitted to use the mapping.  In 

some implementations, the mapping can be user- and/or device-specific, i.e., the 

mapping only pertains to that user and/or that XR device.  In some implementations, the 

pre-mapped portion was previously mapped to the XR experience by another user of 

the XR device, and the other user may have permitted the user to access the mapping.  

In some implementations, the mapping can be stored locally on the XR device.  In some 

implementations, the mapping can be stored on a system or device over a network, 

such as on a cloud.   

[0021] In some implementations, the pre-mapped portion was previously mapped 

to the XR experience using another XR device, e.g., by the user on another XR device 

and/or by another user on another XR device.  For example, another XR device can be 

used to generate the mapping (and, in some implementations, delineate access controls 

for the mapping), and upload the mapping to the cloud.  When the user enters the 

physical space with the XR device, the XR device can query the cloud for mappings 

within the physical space to which the XR device has access, and download any 

available mappings for the physical space (and/or for certain pre-mapped portions 

within the physical space, such as pre-mapped portions within the pass-through view on 

the XR device). 

[0022] In some implementations, the pre-mapped portion of the physical space 

was previously mapped to the XR experience automatically, such as by one or more 

previous steps of process 300.  In some implementations, the pre-mapped portion of the 

physical space can be mapped automatically to an XR experience based on a defined 

category of the pre-mapped portion relative to the XR experience.  For example, the 

pre-mapped portion can have a category consistent with a category of the XR 
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experience, such as a desk being categorized for office work, and a XR experience 

being categorized for office work.  In some implementations, the pre-mapped portion of 

the physical space can be mapped automatically to an XR experience based on one or 

more features and/or requirements of the XR experience with respect to one or XR 

features of the pre-mapped portion of the physical space.  For example, the XR 

experience may require a large amount of movement (e.g., an XR dancing experience), 

and this XR experience can automatically be mapped to portions of the physical space 

having a size large enough to accommodate movement (e.g., large open floor areas, 

high clearance on the ceilings, etc.). 

[0023] In some implementations, the pre-mapped portion can be mapped to the 

XR experience automatically based on the user’s previous access of the XR 

experience, such as by one or more previous steps of process 300.  For example, the 

pre-mapped portion can be mapped to the XR experience because the user last 

accessed the XR experience while physically located in the pre-mapped portion, the 

user has accessed the XR experience while physically located in the pre-mapped 

portion a threshold number of times (e.g., 3, 5, 10, etc.), the user frequently accesses 

the XR experience while in the pre-mapped portion (e.g., the user accesses the XR 

experience instead of other XR experiences 75% of the time while in the pre-mapped 

portion), etc. 

[0024] For example, process 300 can determine that the XR experience was 

accessed by the XR device, determine one or more locations in the physical space 

corresponding to where the XR device was located when the XR experience was 

accessed, and define the determined one or more locations in the physical spaced as 

the pre-mapped portion.  Process 300 can then associate the pre-mapped portion with 

the XR experience.  Process 300 can determine the one or more locations in the 

physical space corresponding to where the XR device was located when the VR 

experience was accessed by any suitable method.  For example, process 300 can 

determine the one or more locations by triangulating the location of the XR device with 

respect to two or more spatial anchors established for the physical space.  Alternatively 

or additionally, process 300 can determine the one or more locations by performing 
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object recognition and/or object detection while the user is accessing the XR 

experience, and comparing the view of the recognized objects to previously stored 

scene data associated with the physical space. 

[0025] In some implementations, the pre-mapped portion can be mapped to the 

XR experience using a machine learning model trained on one or more of: data specific 

to the user of the XR device (e.g., demographics of the user, habits of the user, 

schedule of the user, interests of the user, XR experiences previously accessed by the 

user, XR experiences previously accessed by the user in particular portions of the 

physical space, calendar data of the user, etc.), data related to other users similarly 

situated as or associated with the user (e.g., friends of the user, other users having 

similar demographics, other users having similar interests, XR experiences previously 

accessed by other users, XR experiences previously accessed by other users in 

particular portions of a physical space, etc.), data regarding available XR experiences 

(e.g., categories, features, requirements including any user requirements and/or 

restrictions, descriptions, etc.), contextual data (e.g., time of day, time of year, weather, 

indoor or outdoor location, size of the portion of the physical space, location of the 

physical space, location of the portion within the physical space, other users within the 

physical space, physical objects within the physical space, etc.), or any combination 

thereof.  The machine learning model can receive input data regarding a portion of a 

physical space, and apply the trained model to predict an XR experience that the user 

would likely want to access in the portion of the physical space.  In some 

implementations, the prediction can be provided to the user via the XR device, and the 

user can provide explicit or implicit feedback as to whether the prediction was correct or 

incorrect to further refine the model.  For example, the user can audibly announce that 

the prediction is good or bad, can select a virtual button indicating whether the 

prediction is good or bad, can accept or deny the suggested mapping, can fail to correct 

the suggested mapping, etc.  Based on the prediction and/or any feedback, the portion 

of the physical space can be mapped to the XR experience, and the machine learning 

model can be updated and/or refined. 
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[0026] At block 306, process 300 can detect that the XR device is within a 

threshold distance of the pre-mapped portion of the physical space in the real-world 

environment.  The threshold distance can be any distance proximate to the XR device in 

which the user of the XR device can enter the pre-mapped portion, e.g., within 50 feet of 

the XR device.  Process 300 can detect that the XR device is within the threshold 

distance of the pre-mapped portion by, for example, triangulating the location of the XR 

device with respect to two or more spatial anchors established for the pre-mapped 

portion.  Alternatively or additionally, process 300 can determine that the XR device is 

within the threshold distance of the pre-mapped portion by performing object recognition 

and/or object detection on images captured by the XR device, and comparing the view 

of the recognized objects to previously stored scene data associated with the pre-

mapped portion.  In some implementations, process 300 can alternatively or additionally 

detect that the XR device is approaching the pre-mapped portion of the physical space 

in the real-world environment.  For example, process 300 can determine that the 

location of the XR device is becoming closer to spatial anchors established for the pre-

mapped location, and/or that objects identified through object recognition and/or object 

detection techniques are becoming bigger in images captured by the XR device. 

[0027] At block 308, process 300 can preload the XR experience mapped to the 

pre-mapped portion of the physical space in the real-world environment.  Process 300 

can preload the XR experience by accessing and loading the data and assets needed to 

render the XR experience, prior to the XR device entering the pre-mapped portion of the 

physical space.  In some implementations, process 300 can download any data needed 

to render the XR experience from a platform or developer computing system, if such 

data is not stored locally.  In some implementations, at block 306, process 300 can 

detect that the XR device is within a threshold distance of multiple pre-mapped portions 

of a real-world environment.  In such implementations, at block 308, process 300 can 

preload the XR experiences corresponding to the multiple pre-mapped portions of the 

real-world environment. 

[0028] At block 310, process 300 can detect that the XR device has entered the 

pre-mapped portion of the physical space in the real-world environment.  Similar to 
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detecting that the XR device is within a threshold distance of the pre-mapped portion, 

process 300 can detect that the XR device is within the pre-mapped portion by, for 

example, triangulating the location of the XR device with respect to two or more spatial 

anchors established for the pre-mapped portion.  Alternatively or additionally, process 

300 can determine that the XR device is within the pre-mapped portion by performing 

object recognition and/or object detection on images captured by the XR device, and 

comparing the view of the recognized objects to previously stored scene data 

associated with the pre-mapped portion.  In some implementations, process 300 can 

detect that the XR device is within the pre-mapped portion of the physical space based 

on a guardian established for the pre-mapped portion within the physical space.  The 

guardian can define a boundary of the pre-mapped portion of the physical space in 

which the user is permitted to use the XR device, e.g., empty floor space in a room 

without any impeding physical objects. 

[0029] At block 312, process 300 can render the preloaded XR experience.  For 

example, process 300 can overlay objects onto the view of the real-world environment 

corresponding to the location of the XR device, e.g., a virtual calendar in a physical 

office, virtual photographs hanging in a physical hallway, etc.  In some implementations, 

blocks 304-312 can be repeated as the user of the XR device moves about different 

pre-mapped portions of the real-world environment having different mapped XR 

experiences. 

[0030] In some implementations, process 300 can launch the XR experience on 

the XR device in accordance with a stored state of the XR experience.  Based on 

previous access of the XR experience by the user on the XR device (i.e., prior to 

performance of process 300), the XR device can capture the stored state as an 

indicator of where in the XR experience the user was when the XR experience was 

exited.  The stored state can include, for example, a particular time in the XR 

experience (such as a particular point in the three-dimensional movie, a VR concert, 

etc.), stored progress (e.g., within an XR game), which virtual objects were present in 

the XR experience and where, etc.  Thus, when the user again enters a pre-mapped 

portion of the physical space and renders the XR experience on the XR device (e.g., at 
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block 312 of process 300), the XR experience can pick up where the user left off 

previously.  In some implementations, the user can exit the XR experience by, for 

example, removing the XR device, deactivating the XR device (e.g., turning off a power 

button, the XR device running out of power, etc.), closing the XR experience, moving 

outside of the pre-mapped portion mapped to the XR experience, etc.  

[0031] Figure 4 is a block diagram illustrating an overview of devices on which 

some implementations of the disclosed technology can operate.  The devices can 

comprise hardware components of a device 400 that can provide continuous artificial 

reality (XR) experiences.  Device 400 can include one or more input devices 420 that 

provide input to the Processor(s) 410 (e.g., CPU(s), GPU(s), HPU(s), etc.), notifying it of 

actions.  The actions can be mediated by a hardware controller that interprets the 

signals received from the input device and communicates the information to the 

processors 410 using a communication protocol.  Input devices 420 include, for 

example, a mouse, a keyboard, a touchscreen, an infrared sensor, a touchpad, a 

wearable input device, a camera- or image-based input device, a microphone, or other 

user input devices. 

[0032] Processors 410 can be a single processing unit or multiple processing units 

in a device or distributed across multiple devices.  Processors 410 can be coupled to 

other hardware devices, for example, with the use of a bus, such as a PCI bus or SCSI 

bus.  The processors 410 can communicate with a hardware controller for devices, such 

as for a display 430.  Display 430 can be used to display text and graphics.  In some 

implementations, display 430 provides graphical and textual visual feedback to a user.  

In some implementations, display 430 includes the input device as part of the display, 

such as when the input device is a touchscreen or is equipped with an eye direction 

monitoring system.  In some implementations, the display is separate from the input 

device.  Examples of display devices are: an LCD display screen, an LED display 

screen, a projected, holographic, or augmented reality display (such as a heads-up 

display device or a head-mounted device), and so on.  Other I/O devices 440 can also 

be coupled to the processor, such as a network card, video card, audio card, USB, 
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firewire or other external device, camera, printer, speakers, CD-ROM drive, DVD drive, 

disk drive, or Blu-Ray device. 

[0033] In some implementations, the device 400 also includes a communication 

device capable of communicating wirelessly or wire-based with a network node.  The 

communication device can communicate with another device or a server through a 

network using, for example, TCP/IP protocols.  Device 400 can utilize the 

communication device to distribute operations across multiple network devices. 

[0034] The processors 410 can have access to a memory 450 in a device or 

distributed across multiple devices.  A memory includes one or more of various 

hardware devices for volatile and non-volatile storage, and can include both read-only 

and writable memory.  For example, a memory can comprise random access memory 

(RAM), various caches, CPU registers, read-only memory (ROM), and writable non-

volatile memory, such as flash memory, hard drives, floppy disks, CDs, DVDs, magnetic 

storage devices, tape drives, and so forth.  A memory is not a propagating signal 

divorced from underlying hardware; a memory is thus non-transitory.  Memory 450 can 

include program memory 460 that stores programs and software, such as an operating 

system 462, continuous XR experiences system 464, and other application programs 

466.  Memory 450 can also include data memory 470, e.g., physical space data, 

mapping data, XR experience data, rendering data, configuration data, settings, user 

options or preferences, etc., which can be provided to the program memory 460 or any 

element of the device 400. 

[0035] Some implementations can be operational with numerous other computing 

system environments or configurations.  Examples of computing systems, 

environments, and/or configurations that may be suitable for use with the technology 

include, but are not limited to, personal computers, server computers, handheld or 

laptop devices, cellular telephones, wearable electronics, gaming consoles, tablet 

devices, multiprocessor systems, microprocessor-based systems, set-top boxes, 

programmable consumer electronics, network PCs, minicomputers, mainframe 
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computers, distributed computing environments that include any of the above systems 

or devices, or the like. 

[0036] Figure 5 is a block diagram illustrating an overview of an environment 500 in 

which some implementations of the disclosed technology can operate.  Environment 

500 can include one or more client computing devices 505A-D, examples of which can 

include device 400.  Client computing devices 505 can operate in a networked 

environment using logical connections through network 530 to one or more remote 

computers, such as a server computing device. 

[0037] In some implementations, server 510 can be an edge server which receives 

client requests and coordinates fulfillment of those requests through other servers, such 

as servers 520A-C.  Server computing devices 510 and 520 can comprise computing 

systems, such as device 400.  Though each server computing device 510 and 520 is 

displayed logically as a single server, server computing devices can each be a 

distributed computing environment encompassing multiple computing devices located at 

the same or at geographically disparate physical locations.  In some implementations, 

each server 520 corresponds to a group of servers. 

[0038] Client computing devices 505 and server computing devices 510 and 520 

can each act as a server or client to other server/client devices.  Server 510 can 

connect to a database 515.  Servers 520A-C can each connect to a corresponding 

database 525A-C.  As discussed above, each server 520 can correspond to a group of 

servers, and each of these servers can share a database or can have their own 

database.  Databases 515 and 525 can warehouse (e.g., store) information.  Though 

databases 515 and 525 are displayed logically as single units, databases 515 and 525 

can each be a distributed computing environment encompassing multiple computing 

devices, can be located within their corresponding server, or can be located at the same 

or at geographically disparate physical locations.  

[0039] Network 530 can be a local area network (LAN) or a wide area network 

(WAN), but can also be other wired or wireless networks.  Network 530 may be the 

Internet or some other public or private network.  Client computing devices 505 can be 
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connected to network 530 through a network interface, such as by wired or wireless 

communication.  While the connections between server 510 and servers 520 are shown 

as separate connections, these connections can be any kind of local, wide area, wired, 

or wireless network, including network 530 or a separate public or private network. 

[0040] Embodiments of the disclosed technology may include or be implemented 

in conjunction with an artificial reality system.  Artificial reality or extra reality (XR) is a 

form of reality that has been adjusted in some manner before presentation to a user, 

which may include, e.g., a virtual reality (VR), an augmented reality (AR), a mixed reality 

(MR), a hybrid reality, or some combination and/or derivatives thereof.  Artificial reality 

content may include completely generated content or generated content combined with 

captured content (e.g., real-world photographs).  The artificial reality content may 

include video, audio, haptic feedback, or some combination thereof, any of which may 

be presented in a single channel or in multiple channels (such as stereo video that 

produces a three-dimensional effect to the viewer).  Additionally, in some embodiments, 

artificial reality may be associated with applications, products, accessories, services, or 

some combination thereof, that are, e.g., used to create content in an artificial reality 

and/or used in (e.g., perform activities in) an artificial reality.  The artificial reality system 

that provides the artificial reality content may be implemented on various platforms, 

including a head-mounted display (HMD) connected to a host computer system, a 

standalone HMD, a mobile device or computing system, a "cave" environment or other 

projection system, or any other hardware platform capable of providing artificial reality 

content to one or more viewers.   

[0041] "Virtual reality" or "VR," as used herein, refers to an immersive experience 

where a user's visual input is controlled by a computing system.  "Augmented reality" or 

"AR" refers to systems where a user views images of the real world after they have 

passed through a computing system.  For example, a tablet with a camera on the back 

can capture images of the real world and then display the images on the screen on the 

opposite side of the tablet from the camera.  The tablet can process and adjust or 

"augment" the images as they pass through the system, such as by adding virtual 

objects.  "Mixed reality" or "MR" refers to systems where light entering a user's eye is 
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partially generated by a computing system and partially composes light reflected off 

objects in the real world.  For example, a MR headset could be shaped as a pair of 

glasses with a pass-through display, which allows light from the real world to pass 

through a waveguide that simultaneously emits light from a projector in the MR headset, 

allowing the MR headset to present virtual objects intermixed with the real objects the 

user can see.  "Artificial reality," "extra reality," or "XR," as used herein, refers to any of 

VR, AR, MR, or any combination or hybrid thereof. 

[0042] Those skilled in the art will appreciate that the components and blocks 

illustrated above may be altered in a variety of ways.  For example, the order of the 

logic may be rearranged, substeps may be performed in parallel, illustrated logic may 

be omitted, other logic may be included, etc.  As used herein, the word "or" refers to any 

possible permutation of a set of items.  For example, the phrase "A, B, or C" refers to at 

least one of A, B, C, or any combination thereof, such as any of: A; B; C; A and B; A 

and C; B and C; A, B, and C; or multiple of any item such as A and A; B, B, and C; A, A, 

B, C, and C; etc.  Any patents, patent applications, and other references noted above 

are incorporated herein by reference.  Aspects can be modified, if necessary, to employ 

the systems, functions, and concepts of the various references described above to 

provide yet further implementations. 
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CLAIMS 

I/We claim: 

1. A method for providing continuous artificial reality experiences to a user 

via an artificial reality device, the method comprising: 

identifying a pre-mapped portion of a physical space in a real-world environment, 

wherein the pre-mapped portion is mapped to an artificial reality 

experience; 

detecting that the artificial reality device has entered the pre-mapped portion of 

the physical space in the real-world environment; and 

rendering the artificial reality experience. 

2. A system as shown and described herein. 

3. A computer-readable storage medium storing instructions that, when 

executed by a computing system, cause the computing system to perform a process for 

providing continuous artificial reality experiences to a user via an artificial reality device, 

the process comprising: 

identifying a pre-mapped portion of a physical space in a real-world environment, 

wherein the pre-mapped portion is mapped to an artificial reality 

experience; 

detecting that the artificial reality device is within a threshold distance of the pre-

mapped portion of the physical space in the real-world environment; 

preloading the artificial reality experience mapped to the pre-mapped portion; 

detecting that the artificial reality device has entered the pre-mapped portion of 

the physical space in the real-world environment; and 

rendering the preloaded artificial reality experience. 
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