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Abstract
This research focuses on the detailed analysis of traffic accident patterns in an urban context, uti-
lizing advanced data classification techniques. Through a systematic approach and the imple-
mentation of multiple studies, the project explores how the combination of different variables
helps to the identification of patterns.

Initially, the study employs a clustering method to identify accident patterns within a range of
variables. This approach is complemented by an analysis based on a counting method that has
been developedwhich allows for amore direct and precise classification based on the frequency
of specific variable combinations.

The results with both methods reveal significant patterns, that help understand the relation
between the variables that are studied, for example, the prevalence of accidents involving mo-
torcycles and their correlation with certain districts and times of the day.

The research compares and evaluates the effectiveness of both classificationmethods, highlight-
ing their strengths and limitations. While the clustering method provides a comprehensive and
detailed overview of accident patterns, the counting method offers exceptional precision and
speed in identifying the most frequent combinations of categories within a large group of vari-
ables.

In conclusion, this study provides valuable insights for designing accident prevention strategies
and improving road safety measures. The combination of classification and counting methods,
thorough the pattern identification, emerges as a powerful tool for understanding the dynamics
of traffic accidents and contributing to urban safety.
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1 Introduction
Each year, global traffic accidents claim the lives of approximately 1.19million people, according
to the 2021 Global Road Safety Report by the World Health Organization [3]. The Director-
General of WHO describes these traffic-related fatalities as unacceptable losses that could be
prevented. It’s also important to consider other social cost related to accidents, not just in terms
of the deceased but also the injured, those who suffer permanent injuries, disabilities, and so
forth.

Despite the alarming number of accidents, the report highlights positive trends in road safety.
While the world’s population and the number of vehicles are rapidly increasing, the overall
fatality rate from traffic accidents is showing signs of stabilization and a slight decrease, com-
paring 1.25 million deaths in 2010 to 1.19 million in 2021 which represents a 5 percent less.

Over the past eleven years, fatalities have decreased in more than half of the United Nations
Member States. WHO attributes this trend to countries that have successfully reduced road
accidents by implementing improvements in laws, their enforcement, road infrastructure, and
vehicle safety.

At the same time, countries are taking additional measures to enhance road safety. Seventeen
nations have revised regulations on seatbelts, alcohol and driving, speeding, helmets for mo-
torcyclists, and child restraints. The report emphasizes that, although progress is being made,
muchmore needs to be done tomeet the target of the United Nations Decade of Action for Road
Safety 2021–2030, which aims to halve deaths by 2030.

In this global context, this project closely examines the specific aspects of traffic accidents in
Barcelona between 2021 and 2022. It is crucial to highlight that the data at the heart of our in-
vestigation is meticulously collected by city officers and made accessible to the public through
Open Data BCN [8]. This dataset provides a comprehensive understanding of various incident
aspects, categorized by the number of case files associated with each accident. It includes cru-
cial variables such as the cause of the accident, the severity level, the age and gender of those
involved, and the types of driver’s licenses held by the individuals, as well as other interesting
variables. In doing so, our study aims not only to contribute to the global discourse on road
safety but also to shed light on specific patterns and insights that can inform targeted interven-
tions for a safer traffic environment in Barcelona.

1.1 Motivation
This project serves as a natural extension of previous initiatives focused on studying traffic ac-
cidents in Barcelona. Specifically, it builds upon the groundwork laid by Youns Errahmouni
Barkam in his undergraduate thesis under the guidance of Jordi Olivella Nadal [1]. Errah-
mouni’s thesis delved into the application of clustering algorithms to categorize traffic accidents
in the city of Barcelona. The preliminary findings were promising, revealing valuable insights
through the analysis of these data clusters.

In the current project, there is a deliberate effort to delve deeper into the analysis of these data
sets using clustering techniques. However, the overarching goal of this project extends beyond
a mere continuation; it aims to further refine and explore alternatives to improve or expand the
extraction of patterns from data analysis.
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The intent is not only to follow the trajectory set by the previous work by Youns Errahmouni but
to push the boundaries, critically assessing the clustering method’s efficacy and exploring av-
enues for potential improvements. By doing so, this project aspires to contribute to the ongoing
evolution of methodologies in the study of traffic accidents, with the ultimate aim of enhancing
our ability to discern meaningful patterns from the data collected.

1.2 Preliminary requirements
To tackle this project effectively, a solid grasp of data science and machine learning is essential,
especially focusing on clustering methodologies. Proficiency in Python is a must, as it serves
as the project’s implementation language. Drawing from a diverse skill set acquired during the
Industrial Engineering degree, ranging from basic Python programming to advanced statistical
methods, will be integral to project success.

Strong information search and organizational skills are equally vital for navigating the vast
landscape of research. Additionally, a good command of English is necessary for writing and
defending the thesis and extracting reliable information from scholarly articles published pre-
dominantly in English. These prerequisites collectively form the foundation for a successful
exploration into the project’s objectives.

1.3 Project objectives and scope
The primary objective of the project is to identify effective methods for discerning patterns
within traffic accidents in Barcelona. To align the research with this overarching goal, specific
objectives have been outlined:

1. Study and improvement of Previous Clustering Method:

Evaluate and improve upon the clustering methodology employed in prior work. This involves
a detailed examination of the clustering algorithm used and the exploration of potential en-
hancements to refine the accuracy of pattern identification.

2. Exploration of Alternative Pattern Extraction Methods:

Explore alternative methodologies beyond clustering to extract patterns from the dataset. This
objective aims to diversify the approach to pattern recognition, considering methods outside
the clustering paradigm.

3. Comparative Analysis of Studied Methods:

Conduct a comprehensive comparison of all methodologies studied throughout the project.
This involves evaluating the strengths, weaknesses, and applicability of eachmethod, providing
a basis for informed decision-making in pattern identification.

4. Data Analysis and Pattern Identification:

Perform an in-depth analysis of the dataset using the studied methodologies and identify pat-
terns within the traffic accidents. This objective focuses on applying the selected methods to
real-world data, extracting meaningful insights to contribute to the understanding of accident
dynamics in Barcelona.
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These specific objectives collectively contribute to the overarching aim of finding effective and
robust methods for pattern identification within the context of traffic accidents in Barcelona.

1.4 Literature review
The literature review for this project encompasses a comprehensive analysis of existing studies,
theses, and articles related to the field of traffic accidents, and data analysis.

Youns Errahmouni Barkam’s undergraduate thesis, previously grounded by the fonaments of
Oriol Vidal’s Master’s Thesis [6], served as the initial inspiration for this project. Erramouni’s
research applied clustering algorithms to categorize traffic accidents in Barcelona, providing
valuable insights into patterns and characteristics. Building upon this foundation, our project
extends the work by seeking enhancements to the existing clustering methodology. Unlike the
singular clusterization approach employed in Erramouni’s work, our study adopts a more flex-
ible point of view, allowing for multiple data classification methods and comparing them.

Beyond Youns Errahmouni Barkam’s work, this literature review incorporates insights from
Claudia Díaz Acosta and Juan Bocarejo Suescún’s study on clustering techniques in Bogotá [2],
Enric Reverter Lopez’s exploration of machine learning techniques for accident severity predic-
tion in Barcelona [4], and research by Bokaba Tebogo, Doorsamy Wesley, and Paul Babu Sena
on the efficiency of machine learning classifiers for road traffic accidents [5].

Collectively, this literature review underscores the evolving landscape of methodologies in the
study of traffic accidents, with our project positioned to contribute not only by refining existing
clustering techniques but also by exploring alternative avenues for data classification.
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1.5 Temporary planning

Figure 1: District categories analysis

This figure 1 illustrates the detailed temporary planning of the project. As with any well-
conducted research project, thorough organization and efficient time management are crucial.
This project has exemplified these qualities, ensuring a structured and effective approach to the
research process.
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2 Conceptual foundations
2.1 Machine Learning
Machine Learning, a pivotal subset of artificial intelligence, revolves around the concept of en-
abling machines to learn from data, identify patterns, and make decisions with minimal hu-
man intervention. At its core, machine learning algorithms are designed to improve their per-
formance at a given task over time with more data. There are three main types of machine
learning:

1. Supervised Learning:

This involves training a model on a labeled dataset, where the desired output is known. The
model learns to map input to output based on example input-output pairs. It’s used for appli-
cations such as regression and classification.

2. Unsupervised Learning:

In contrast, unsupervised learning deals with unlabeled data. The goal here is to model the
underlying structure or distribution in the data to learn more about it, used in clustering and
association tasks.

3. Reinforcement Learning:

This type focuses on how an agent should take actions in an environment to maximize some
notion of cumulative reward. It’s used in various fields, including robotics, gaming, and navi-
gation.

Machine learning applications are vast and varied, ranging from self-driving cars and speech
recognition to predictive analytics in business and healthcare. The versatility and capability of
machine learning to handle complex and large datasets make it a powerful tool in the modern
technological landscape.

As an essential branch of machine learning, clusterization (or clustering) takes a significant role
in data analysis, helping uncover hidden patterns in unlabeled datasets, whichwill be discussed
in detail in the following section.

2.2 Clusterization
Clusterization, also known as clustering or cluster analysis, is a method in machine learning for
organizing a set of objects into groups, or clusters. This technique ensures that objects within
the same cluster are more similar to each other than to those in other clusters, based on certain
attributes or features. Clustering falls under the umbrella of unsupervised learning, as it does
not require predefined labels or categories for the data.

For example, in a retail context, a company might use clustering to group customers based on
purchasing behavior, demographics, or preferences. This can help the company tailormarketing
strategies to different customer segments, improving customer engagement and sales.
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The following are some prevalent clustering algorithms:

• K-Means

• K-Modes

• Hierarchical Clustering

• DBSCAN (Density-Based Spatial Clustering of Applications with Noise)

• OPTICS (Ordering Points To Identify the Clustering Structure)

• Spectral Clustering

• Model-Based Clustering

Each of these algorithms has unique characteristics and is suited for different types of data sets.
The choice of the most appropriate clustering algorithm depends on the nature of the data set
and the specific objectives of the analysis. For instance, K-Means is widely used for its simplicity
and efficiency in clustering large datasets, while DBSCAN is preferred for datasets with noise
and clusters of varying shapes and sizes. Nevertheless, since our project is centred on the use
of categorical variables, the optimal choice is to proceed with the K-Modes algorithm.

2.2.1 K-Modes
K-Modes is a clustering algorithm tailored for handling categorical data, similar to howK-Means
operates for numerical data. Instead of using means for central tendencies, K-Modes employs
modes, which are the most frequent values in a dataset. This distinction is crucial because
categorical data, such as colors or brands, don’t have a natural numerical mean.

In K-Modes, the process begins by selecting initial ’modes’ or centroids. These can be chosen
randomly. The algorithm then assigns each data point to the nearest cluster, but unlikeK-Means,
which uses Euclidean distance for this purpose, K-Modes uses a measure of dissimilarity ap-
propriate for categorical data, often the Hamming distance. This distance measures how many
category values are different between a data point and a centroid.

Once the initial assignment is done, K-Modes updates its centroids, much like K-Means. How-
ever, instead of calculating amean, it updates each centroid to reflect themost common category
values in the cluster. This means that the new centroid is the set of category values that aremost
frequent across all points in the cluster.

The algorithm iterates through these steps – assigning points to the nearest cluster and then
updating the centroids based on the most frequent values. It continues this process until the
centroids stabilize, and no further changes occur, indicating that the clusters are as homogenous
as possible within the context of the categorical data.

K-Modes is particularly efficient for large datasets with categorical attributes. It bypasses the
computational intensity of calculating numerical distances, making it a suitable choice for sce-
narioswhere data points are better described by qualitative attributes. This specializationmakes
K-Modes a valuable tool in clustering analyses where numerical methods like K-Means are not
applicable.
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To show a more visual and understandable way, here it is an example:

To elaborate on the K-Modes clustering algorithm with an example and accompanying data
tables, let’s consider a dataset of customers with categorical attributes like ’Gender’, ’Product
Preference’, and ’Membership Type’. The aim is to group these customers into 2 clusters based
on these attributes using the K-Modes algorithm.

The algorithmbegins by randomly selecting initial centroids, creating a cluster for each centroid.
The data set, comprising Customer ID, Gender, Product Preference, and Membership Type, is
initially distributed as follows:

Customer ID Gender Product Preference Membership Type
1 Male Electronics Standard
2 Female Beauty Standard
3 Female Beauty Premium
4 Male Electronics Standard
5 Female Electronics Premium
6 Male Sports Standard

Table 1: Customer Data Table

The algorithm then proceeds to create the initial clusters using these randomly chosen centroids:

Centroid ID Gender Product Preference Membership Type
1 Female Beauty Premium
2 Male Electronics Premium

Table 2: First Centroids Table

Following this, the algorithm assigns each data point to the nearest cluster based on the simi-
larity of their categorical values:

Customer ID Gender Product Preference Membership Type Assigned Cluster
1 Male Electronics Standard Centroid 2
2 Female Beauty Standard Centroid 1
3 Female Beauty Premium Centroid 1
4 Male Electronics Standard Centroid 2
5 Female Electronics Premium Centroid 2
6 Male Sports Standard Centroid 2

Table 3: Assigned Clusters Table

Once all data points are classified into clusters, the algorithm updates the centroid of each clus-
ter based on the most common categories:
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Centroid ID Gender Product Preference Membership Type
1 Female Beauty Premium
2 Male Electronics Standard

Table 4: Updated Centroids Table

In the updated centroids table, it is observed that the ’Membership Type’ in Cluster 2 has been
adjusted to ’Standard’ as it is the most common category in its data points.

This process continues iterating until all the Centroid values can no longer be updated, indicat-
ing that the optimal clustering has been achieved.

2.3 Software and Libraries
In this research, Python will serve as the primary programming language. For coding and data
preparation, we will employ Visual Studio Code in conjunction with Jupyter Notebook. Visual
Studio Code, an open-source code editor developed by Microsoft, provides robust support for
various programming languages, making it an ideal choice for Python development.

To facilitate our data analysis and modeling tasks, we will leverage several essential libraries:

• NumPy: For numerical operations and array manipulation.

• Pandas: For data manipulation and analysis.

• OS: For interacting with the operating system.

• Matplotlib.pyplot: For data visualization and plotting.

• Datetime: For handling date and time-related operations.

• Scikit-learn (Sklearn): For machine learning and data mining.

• kmodes: For clustering analysis using k-modes algorithm.

• Seaborn: For enhanced data visualization and statistical plotting.

• itertools: For efficient looping and iteration in Python.
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3 Methodology and Experimental Procedure
The methodology and experimental procedure of this research encompassed a structured ap-
proach aimed at critically analyzing the clusteringmethodology employed in the previous project.
The goal was not only to scrutinize and potentially refine the existing method but also to ex-
plore alternative strategies for pattern recognition. The project unfolded in distinct phases, each
contributing to the overarching objective.

First Phase: Preliminary Research and Theoretical Foundation

The initial phase involved exhaustive research, delving deep into the theoretical underpinnings
of clustering methodologies. This ensured a robust theoretical foundation to support subse-
quent experimental endeavors. Concurrently, a comprehensive examination of the existing
database was conducted. This examination was crucial for understanding the nuances and
complexities of the data and identifying the strengths and limitations of Youns’ original work.

Second Phase: Analysis of Data

In conjunctionwith the preliminary research, a thorough analysis of the dataset was conducted.
This involved identifying and selecting relevant variables while discarding insignificant ones.
Then, once the relevant variables were chosen, an analysis for each included variable was de-
veloped. The objective was to streamline the dataset for further experimentation, ensuring that
only meaningful variables were retained for subsequent phases.

Third Phase: Clustering Method’s Code Analysis and Refinement

The focus shifted to ameticulous analysis of the code forming the core of the clustering process.
This phase included both tweaking and fine-tuning existing parameters within the method to
achieve improved outcomes and implementing minor but strategic modifications to the algo-
rithm’s code. These adjustments aimed to enhance the efficiency and accuracy of the algorithm,
potentially elevating the quality of the clustering results.

Fourth Phase: Development of a New Classification Method

Upon a thorough evaluation of the existingmethod, it became evident that pursuing an alterna-
tive approach could yield beneficial results. This realization led to the development of a novel
classification methodology based on the concept of variable counting. In contrast to the previ-
ousmethod, this newapproach relied on categorizing data by quantitatively assessing variables.
The phase involved an iterative process of refining and optimizing the method, ensuring that
the classification was both accurate and efficient.

Final Phase: Comparative Analysis of both Classification Methods

A crucial aspect of the research was the comparative analysis conducted between the origi-
nal clustering method and the newly developed variable counting approach. This comparison
extended beyond a mere performance assessment, exploring the unique characteristics, advan-
tages, and potential applications of each method. The comparative analysis provided valuable
insights into the suitability and effectiveness of each approach in different contexts.
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3.1 Analisys of the data
3.1.1 Introduction
The dataset analysis section is a crucial phase in this research, as it sets the stage for subsequent
analyses and contributes significantly to the achievement of our research objectives. The care-
ful selection of variables is paramount for conducting meaningful and focused studies. This
section outlines the structured approach undertaken to analyze the dataset and select variables
judiciously.

3.1.2 Dataset Source and Description
The dataset used in this project is sourced entirely from the internet and is publicly available.
There are two primary sources including Open Data BCN[8] and XEMA[9]. These projects,
driven by public administrations, aim to maximize the use of public resources by enabling or-
ganizations like the Guardia Urbana to expose and share information for the common good.
The datasets obtained from these sources serve as the foundation for our analysis.

Name Description Origin
Accident peo-
ple

Individuals involved in an accident handled by the
Guàrdia Urbana in the city of Barcelona

Open Data BCN [8]

Accident sever-
ity

Incidents managed by the Guàrdia Urbana in the
city of Barcelona. Incorporates the number of indi-
viduals injured, categorized by the severity of their
injuries

Open Data BCN [8]

Accident vehi-
cles

List of vehicles involved in accidentsmanaged by the
Guàrdia Urbana in the city of Barcelona

Open Data BCN [8]

Data Meteo Meteorological characteristics of the city of
Barcelona

Dades meteo-
rològiques de la
XEMA [9]

Table 5: Origin of the data
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Dataset ’Accident People’

• This dataset captures information about individuals involved in various accidents, detail-
ing the extent of injuries, roles in the accident, and personal descriptors. It is valuable for
understanding the specifics of each individual’s involvement, such as their role (driver,
passenger, pedestrian), and their personal attributes like age and gender. Cases where
pedestrian error might have contributed to the accident are also highlighted. The follow-
ing variables are listed along with their possible values:

– Pedestrian situation: ’Not pedestrian fault’, ’Not known’, ’Occupy road’, ’Disobey
traffic lights’, ’Not use crosswalk’, ’Disobey signs’

– Vehicle type: ’Vehicle without motor’, ’Other’, ’Car’, ’Motorcycle’

– Gender: ’Male’, ’Women’

– Age: Age of the person involved

– Person type: ’Pedestrian’, ’Driver’, ’Passenger’

– Pedestrian accident location: Location on the path during the accident

– Pedestrian intention: Pedestrian’s action before the accident

– Driver intention: Driver’s action before the accident

– Accident severity: ’Hospitalized’, ’Slight’, ’Assistance’, ’Severe’, ’Dead’

Dataset ’Accident Severity’

• This dataset contains essential variables that explain the severity of accidents. These vari-
ables include:

– The number of deceased individuals

– Those who sustained minor injuries

– Those who experienced severe injuries

– The total number of victims

– The number of vehicles involved in the incident
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Dataset ’Accident Vehicles’

• This dataset provides detailed information about the vehicles involved in each accident.
It includes data such as the model, brand, and vehicle color. Additionally, this dataset
contains information regarding the type of license held by the driver and the duration of
time the driver has held that license.

– Vehicle type

– Model

– Brand

– Color

– License type

Dataset ’Data Meteo’

• The dataset ’Data Meteo’ contains a collection of meteorological parameters recorded at
the Raval meteorological station (X4). These parameters are measured at half-hour inter-
vals and provide valuable weather-related information. The meteorological parameters
included in this dataset are as follows:

– 03.TM: Average temperature [℃]

– 04.TX: Maximum temperature [℃]

– 05.TN: Minimum temperature [℃]

– 06.HRM: Average relative humidity [

– 07.PPT24H: Accumulated rainfall [mm]

– 08.HPA: Average atmospheric pressure [hPa]

– 09.RS24H: Global solar irradiation [W/m2]

– 10.VVM10: Wind speed at 10 m [m/s]

– 11.DVM10: Wind direction at 10 m [°]

This dataset provides a comprehensive record of meteorological conditions, offering insights
into temperature variations, humidity levels, rainfall accumulation, atmospheric pressure, solar
irradiation, wind speed, and wind direction at the specified location.

To ensure that the chosen variables are not directly interrelated, 05.TN and 04.TX have been dis-
carded due to their direct relation with 03.TM. Additionally, wind direction has been excluded
due to its lesser relevance.

A summary of the useful and discarded variables from the meteorological data is presented in
the following table:
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Useful variables Discarded variables
03.TM 04.TX

06.HRM 05.TN

10.VVM10 11.DVM10

08.HPA

07.PPT24H

09.RS24H

Table 6: Useful and Discarded Variables from Meteorological Data
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3.1.3 Variable selection
Once all the data has been collected, variables have been meticulously chosen. In this section, it
is presented a comprehensive list of variables compiled from the previously discussed datasets
in the following table, divided into two groups: those deemed valuable and those discarded
from consideration.

Table 7: Comprehensive List of Variables Included and Excluded

Included Variables Excluded Variables
File number Pedestrian situation
District Pedestrian accident location
Neighborhood Pedestrian intention
Street name Driver intention
Date Longitude
Day shift Latitude
03.TM Coordinate UTM X
06.HRM Coordinate UTM Y
10.VVM10 Postal code
Gender Street code
Age Neighborhood code
Accident severity 04.TX
Vehicle type 05.TN

11.DVM10
Vehicle brand
Vehicle model
Vehicle color
07.PPT24H
08.HPA
09.RS24H
Severely injured
Slightly injured
Number Dead
Person type
License type
Vehicles involved
Number of victims

The decision to omit certain variables was made after careful analysis, prioritizing the project’s
objectives. Specifically, variables concerning pedestrian behavior and driver intent were ex-
cluded due to their high variability and marginal impact on the desired outcomes. Similarly,
geographical data like Longitude, Latitude, UTMX and Y Coordinates, as well as various codes
related to Postal services, streets, and neighborhoods were found to be non-contributory and
therefore removed. In line with the approach detailed in the data meteo section, certain mete-
orological variables were also disregarded. Additionally, vehicle-specific details such as brand,
model, and color were excluded due to their considerable variability and limited relevance to
the project’s focus.
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Further, variables related to the outcomes of accidents, such as "severely injured", "slightly in-
jured", "number dead" and "number of victims" were excluded as they did not align with the
primary aim of the project, which is more focused on accident causation rather than its conse-
quences. "Person type" and "license type" were also deemed irrelevant after considering their
low impact on the analysis of accident causation . Lastly, "vehicles involved" was removed from
consideration due to its potential to introduce complexity without significantly contributing to
the understanding of accident causation dynamics.

It’s important to emphasize that this initial selection of variables is tentative. As the thesis
evolves, the exclusion or alteration of some variables to better align with the study’s evolving
needs and objectives can be done.

3.1.4 Variable categorization
After selecting the pertinent variables, the project aims to analyze accidents by categorical clus-
tering using the k-modes algorithm. To accommodate thismethod, continuous variables such as
Age, ’03.TM’ (Average Temperature), ’06.HRM’ (Relative Humidity), and ’10.VVM10’ (Wind
Speed) have been categorized.

Categorization transforms these continuous variables into discrete classes suitable for the k-
modes algorithm. Below are the categories for each variable.

Age Categorization
Age has been divided into the following categories:

Table 8: Age variable categorized

Age
16-25
26-35
36-45
46-55
+56

Average Temperature Categorization
The temperature variable ’03.TM’ is categorized as follows:

Table 9: Average temperature categorized

Category Temperature Range
Very low Lower than 13°C
Low Between 13°C and 17°C
Adequate Between 17°C and 24°C
Hot Higher than 24°C
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Relative Humidity Categorization
The humidity variable ’06.HRM’ is categorized as follows:

Table 10: Relative humidity categorized

Category Humidity Range
Low humidity Lower than 48%
Moderate humidity Between 48% and 60%
High humidity Between 60% and 75%
Very high humidity More than 75%

Wind Speed Categorization
The wind speed variable ’10.VVM10’ is categorized as follows:

Table 11: Wind speed categorized

Category Wind Speed
Low speed Lower than 1 m/s
Moderate speed Between 1 m/s and 2 m/s
High speed Higher than 2 m/s

Date Categorization
The ’quarter’ variable, formerly known as ’date,’ is categorized as follows:

Table 12: Quarter categorized

Category Quarter
First Quarter 1
Second Quarter 2
Third Quarter 3
Fourth Quarter 4

These categories are now ready to be processed by the k-modes clustering algorithm to ana-
lyze patterns and derive insights from the accident data, joining with all the rest of included
variables.
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3.1.5 Analysis of Selected Variables
After all variables are categorized and merged into a single dataset for analysis, a preliminary
examination of each is conducted. This initial investigation aims to understand the unique con-
tributions of each variable to accident occurrences, setting the stage for more intricate analyses
with a comprehensive perspective of the situation. This section it is not considered as the main
part of the project, but it has been considered that a brief study for each variable alone is essen-
tial to do further analysis combining all the variables.

The results of this study reveal themost frequent categories for each variable. For variables with
more than 10 categories, only the top 5 frequent categories have been presented (Neighborhood
and street name).

District

Figure 2: District categories analysis



page. 22 Thesis

District Frequency Percentage (%)
Eixample 5081 28.36
Sant Martí 2290 12.78
Sants-Montjuïc 1931 10.78
Sarrià-Sant Gervasi 1893 10.56
Horta-Guinardó 1368 7.63
Les Corts 1232 6.88
Sant Andreu 1209 6.75
Nou Barris 1001 5.59
Ciutat Vella 951 5.31
Gràcia 841 4.69
Not known 122 0.68

Table 13: Frequency and Percentage for ’District’ Variable

As illustrated in Figure 2, the majority of accidents are concentrated in the Eixample district.
This predominance of accidents in Eixample could be attributed to the substantial volume of
daily traffic that this district experiences compared to others. The high traffic density in Eixam-
ple, characterized by both vehicular and pedestrian movement, may significantly contribute to
the increased likelihood of accidents occurring in this area. This observation suggests that the
intensity and nature of traffic in different districts are crucial factors in the spatial distribution
of accidents.
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Neighbourhood

Figure 3: Neighbourhood categories analysis

Neighbourhood Frequency Percentage (%)
la Dreta de l’Eixample 1790 9.99
l’Antiga Esquerra de l’Eixample 974 5.44
Sant Gervasi - Galvany 672 3.75
la Sagrada Família 655 3.66
la Nova Esquerra de l’Eixample 644 3.59

Table 14: Frequency and Percentage for ’Neighbourhood’ Variable

As it can be seen in the figure 3 and Table 14, and in relation to the variable ’district,’ it is evi-
dent that the neighborhoods within the Eixample district are most frequently associated with
accidents.
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Street name

Street name Frequency Percentage (%)
Corts Catalanes 1072 5.98
Diagonal 800 4.46
Aragó 532 2.97
Litoral (Llobregat) 397 2.22
Meridiana 392 2.19

Table 15: Frequency and Percentage for ’Street name’ Variable

In realtion with the streets with most trafic accidents, it has only been provided a table with the
top 5 streets with more trafic accidents due to the large number of categories (Diferent streets)
that the variable street name contains. Being Les Corts Catalens and la Diagonal the street with
the most accident number.
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Quarter

Figure 4: Quarter categories analysis

Quarter Frequency Percentage (%)
4 4913 27.42
2 4706 26.26
3 4214 23.52
1 4086 22.80

Table 16: Frequency and Percentage for ’Quarter’ Variable

Analysing the variable ’Quarter’, it can be noted that the 4 quarters have similar dimensions in
number of accidents, being the last quarter of the year the highest one.
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Day shift

Figure 5: Day shift categories analysis

Day shift Frequency Percentage (%)
Afternoon 9365 52.26
Morning 6664 37.19
Night 1890 10.55

Table 17: Frequency and Percentage for ’Day shift’ Variable

When analyzing the ’day shift’ variable, it becomes evident that the majority of accidents occur
in the afternoon, followed by the morning, and finally, the night. This pattern is likely influ-
enced by the volume of traffic during these periods. The higher incidence of accidents in the
afternoon can be attributed to increased vehicular and pedestrian traffic, as it is a peak time for
both professional and personal activities. In contrast, the lower frequency of accidents at night
could be largely due to the reduced traffic volume, as there are fewer vehicles and pedestrians
on the roads.
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Vehicle type

Figure 6: Vehicle type categories analysis

Vehicle type Frequency Percentage (%)
Motorcycle 9441 52.69
Other 3647 20.35
Car 3416 19.06
Vehicle without motor 1415 7.90

Table 18: Frequency and Percentage for ’Vehicle type’ Variable

Contrary to its relatively lower usage rate compared to other vehicle types, motorcycles emerge
as the most frequent participants in traffic accidents. This discrepancy underscores a significant
concern regarding the safety ofmotorcycles. Despite not being themost commonly used vehicle
by all road users, their prominent involvement in accidents points to a higher risk associated
with motorcycle use. This observation highlights the vulnerability of motorcyclists in traffic
and suggests a need for enhanced safety measures.
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Gender

Figure 7: Gender categories analysis

Gender Frequency Percentage (%)
Men 10632 59.33
Women 7282 40.64
Not known 5 0.03

Table 19: Frequency and Percentage for ’Gender’ Variable

The analysis of the ’Gender’ variable reveals that men have been involved in more accidents
than women. While the reasons for this discrepancy are multifaceted and extend beyond a
simple assessment, several potential factors could contribute to this trend. These include the
relative number of male versus female road users, differing tendencies in risk-taking behaviors
between genders, and preferences in vehicle types. For instance, it is possible that men might
use motorcycles more frequently than women, or vice versa, which could influence accident
rates. In the next phases of this project, these aspectes will be analysed.



Determining Traffic Accident Patterns through clustering and direct counts page. 29

Age

Figure 8: Age categories analysis

Age Frequency Percentage (%)
26-35 4618 25.77
16-25 3695 20.62
36-45 3569 19.92
+56 3134 17.49
46-55 2887 16.11
Age not known 16 0.09

Table 20: Frequency and Percentage for ’Age’ Variable

The analysis of the ’Age’ variable indicates a somewhat linear decrease in the number of acci-
dents as people age, likely reflecting an increase in driving experience over time, but it may also
be related in the risk taking when driving.
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Accident severity

Figure 9: District categories analysis

Accident severity Frequency Percentage (%)
Hospitalized 12046 67.22
Assistance 4367 24.37
Slight 1127 6.29
Severe 343 1.91
Dead 36 0.20

Table 21: Frequency and Percentage for ’Accident severity’ Variable

The ’Accident Severity’ variable reveals that the vast majority of accidents result in injuries re-
quiring hospital treatment. However, it is important to bear in mind that the data on accidents
are provided by the police, and it’s possible that many data of less severe accidents have been
missed because they were not reported or the police did not intervene.
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03.TM

Figure 10: 03.TM categories analysis

03.TM Frequency Percentage (%)
Mild 5447 30.40
Very low 4435 24.75
Hot 4194 23.41
Low 3843 21.45

Table 22: Frequency and Percentage for ’03.TM’ Variable

The ’03.TM’ variable in the study, which assesses the temperature conditions at the time of
accidents, indicates that the majority of accidents occur under ’Mild’ temperature conditions.
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06.HRM

Figure 11: 06.HRM categories analysis

06.HRM Frequency Percentage (%)
High humidity 7005 39.09
Moderate humidity 4572 25.51
Low humidity 3388 18.91
Very high 2954 16.49

Table 23: Frequency and Percentage for ’06.HRM’ Variable

When examining the results related to the variable that measures humidity, it’s noticeable that
’High humidity’ is the most common category. This correlationmight be linked to the impact of
high humidity on road conditions, often leading to wetter and potentially more slippery road
surfaces. Such conditions can increase the likelihood of accidents due to reduced tire grip and
longer braking distances. This trend underlines the importance of considering weather-related
factors in understanding and preventing traffic accidents.
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10.VVM10

Figure 12: 10.VVM10 categories analysis

10.VVM10 Frequency Percentage (%)
Low speed 7743 43.21
Moderate speed 5404 30.16
High speed 4772 26.63

Table 24: Frequency and Percentage for ’10.VVM10’ Variable

Regarding the variable that measures wind speed, it is observed that the majority of accidents
occur under conditions of lowwind speed. While this data does not immediately suggest a clear
relationship between wind speed and the frequency of traffic accidents, it sets a foundation for
future phases of the study. These subsequent analyseswill aim to delve deeper into understand-
ing whether and how wind speed might influence road safety and accident occurrences
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OVERALL CONCLUSION:

This brief study provides insights into how this variables can influence accidents by analyzing
the variations in frequency across different categorieswithin them. The primary objective of this
project, however, is to explore how the interplay of various factors affects accidents, and as such,
these variables will be combined in subsequent data analysis methods.
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3.2 Clustering Method
In this phase of the study, the focus was on thoroughly examining the method previously de-
veloped by Errhamouni. The objective was to understand the existing methodology in depth
and identify potential areas for enhancement, in order to increase the quality of the results.

3.2.1 Methodology Overview
This methodology is based on classifying all the accidents with a selected group of variables
into a single distribution of various groups of accidents that have certain similarities.

To better understand the method, here is the systematic approach: First, the method creates
all possible combinations of n variables from a given set of variables, where n is a range that
must be established. Then, for each combination of variables, the method iterates, creating
clusterizations of G clusters within another defined range. In this way, the methodwill perform
as many clusterizations as G x the number of possible variable combinations within the range
of n.

As the method iterates through the clusterizations, each time a clusterization is successfully
performed, it will be evaluated as significant or not, based on a threshold that measures the
minimum value that at least one category of more than half of the variables in each cluster must
have, i.e., all clusters in each significant clusterization will have all clusters with more than half
of the variables exceeding at least the threshold frequency.

Finally, if a clusterization is significant, the method will extract an Excel file with this informa-
tion, and continue iterating until all clusterizations have been performed.
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Here it is a lookout of a clusterization that the method considers as significant 13.

In this study, the parameter used to determine the significance of a cluster was set at a threshold
of 80%. This means that for a cluster to be considered significant, more than 50% of its variables
must have a value with up to 80% frequency.

Figure 13: Significant clusterization with 6 clusters and the variables: ’District’, ’Dayshift’, ’Ac-
cidentseverity’

The table provides an analysis of clusters based onvariables like ’District’ and ’Accident_severity’,
each associated with different times of the day.

• Thefirst column classifies the variables analyzed, such as ’District’ and ’Accident_severity’.

• The "value" column lists the possible categories for these variables. For ’Day_shift’, the
categories are ’Morning’, ’Afternoon’, and ’Night’.

• The numbered columns (0 to 6) represent the clusters formed in the analysis.

• The percentages show how often each category appears in a cluster. For example, in Clus-
ter 0, the category ’Afternoon’ under ’Day_shift’ is very common, with an occurrence of
82.07%.

• The final row indicates the proportion of drivers in each cluster, which helps to understand
the importance of each cluster in the study.

• The accident profile of a cluster is identified by looking at the most common categories. In
Cluster 0, many accidents occur in the ’Eixample’ district during ’Afternoon’ hours with
’Hospitalized’ outcomes.

Even though ’Hospitalized’ in Cluster 0 is quite frequent (89.101964%), it does not mean every
accident in this cluster resulted in hospitalization. It simply points out that it is a frequent
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outcome within that cluster.

This analysis of the value frequencies in different clusters reveals common trends and charac-
teristics that help to understand the accident profiles in the study.

Also, the rules for deciding how to choose the best groups and how often a type of accident
should happen to count as common will be figured out by trying different things. This step-by-
step testing is important because in machine learning, we can’t guess the results before we start.
So, we need to try out different settings to find the best ones for our study.

3.2.2 Analysis and improvement
In this part we delve into the process and optimization techniques used in our cluster analysis.
The focus is on systematically adjusting and refining the variables in traffic accident data to un-
cover meaningful patterns. A sequence of studies incrementally builds on the insights gained,
each modifying the variable set, the grouping range, the significant frequency value parameter
and the number of clusters to enhance the accuracy of the findings.

Study 1: Initial Exploration with Variable Adjustments Study Parameters:

• Included Variables: ’District,’ ’Day-shift,’ ’Vehicle-type,’ ’03.TM,’ ’06.HRM,’ ’10.VVM10,’
’Quarter.’

• Variable Grouping Range: 3 to 5 variables.

• Cluster Range: 3 to 11 clusters.

Analysis of Results: The initial studymarked the commencement of our clustering exploration.
It revealed that the accident’s location can indeed have an impact, with significant findings in
the Eixample district during the afternoon and under low wind speed conditions.

Study 2: Study Parameters:

• Added Variable: ’Street-name’

• Included Variables: ’District’, ’Day-shift’, ’Vehicle-type’, ’03.TM’, ’06.HRM’, ’10.VVM10’,
’Street-name’

• Removed Variable: ’Quarter’

• Variable Grouping Range: 3 to 7 variables

• Cluster Range: 3 to 15 clusters

Analysis of Results: The second study resulted in 42 significant clusterizations, indicating a
diverse range of accident patterns based on detailed street and district-level data. This study
underscores the importance of using precise geographic variables to comprehend urban traffic
accidents effectively. However it has been considered that the thereshold can be upgraded to
find the more significant patterns.
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Study 3: Enhanced Precision in District and Street Analysis Study Parameters:

• IncludedVariables: ’District’, ’Day-shift’, ’Vehicle-type’, ’03.TM’, ’06.HRM’, ’10.VVM10’,
’Street-name’.

• Variable Grouping Range: 3 to 7 variables.

• Cluster Range: 3 to 15 clusters.

• Increased Significance Threshold: Raised from 75% to 80%.

Analysis of Results: The third study aimed to enhance precision by raising the significance
threshold from 75% to 80%. This adjustment led to a reduction in the number of significant
clusterizations to 31. The refinement in the clustering process highlighted specific patterns,
particularly in the ’Eixample’ and ’SantMartí’ districts during the daytime, suggesting potential
relationships withwind speed. Additionally, it was observed that the ’Street-name’ variable did
not yield any significant results, raising the question of whether it should be removed.

Study 4: Inclusion of Weekday Variable Study Parameters:

• Included Variables: ’Day-name’, ’District’, ’Day-shift’, ’Vehicle-type’, ’03.TM’,
’06.HRM’, ’Age’.

• Removed Variable: ’Street-name’.

• Significance Threshold: 75%.

• Cluster Range: Variable.

Analysis ofResults: In this fourth study, the ’Day-name’variablewas added, and ’Street-name’
was removed, refocusing the analysis on the relationship between accidents and days of the
week. The results showed 28 significant clusterizations, revealing patterns such as a concen-
tration of accidents on Friday afternoons and Thursday mornings. These findings suggested a
correlation between specific weekdays, times of day, and accident frequencies.

Study 5: Expanding Variable Range and Refining Criteria Study Parameters:

• Included Variables: ’Day-name’, ’District’, ’Day-shift’, ’Vehicle-type’, ’03.TM’,
’06.HRM’, ’Age’, ’Accident-severity’, ’Gender’, ’Quarter’.

• Removed Variable: ’Wind-speed’.

• Increased Significance Threshold: 85%.

• Cluster Range: Variable.

Analysis of Results: The fifth study expanded the range of variables to include factors like
’Accident-severity’, ’Gender’, and ’Quarter’, while omitting ’Wind-speed’ to streamline
the analysis. Raising the significance threshold to 85% resulted in 37 significant tables. This
study shed light on specific accident severities in different districts and their correlation with
gender, suggesting more nuanced patterns in traffic accidents.
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It also highlighted: - Severity (hospitalized) of accidents involving men in the Eixample dis-
trict (Surprising since they typically travel at low speeds). - Severity (Assistance) of accidents
involving women in the Eixample district.

Study 6: Incorporating Pedestrian Situation Study Parameters:

• Included Variables: ’Day-name’, ’District’, ’Day-shift’, ’Vehicle-type’, ’03.TM’,
’06.HRM’, ’Age’, ’Accident-severity’, ’Gender’, ’Quarter’, ’Pedestrian-situation’.

• Significance Threshold: 85%.

• Cluster Range: Limited to a maximum of 8 clusters.

Analysis of Results: Study 6 added the ’Pedestrian-situation’ variable, offering a new per-
spective on the role of pedestrian behavior in accidents. The significance threshold remained at
85%, and the number of clusters was limited to 8 due to a high number of significant clusters
obtained with a lower threshold. This study aimed to provide deeper insights into the inter-
action between vehicles and pedestrians in various districts and times, and most of significant
clusters reported that the category ’Not pedestrian fault’ was the most frequent.

Study 7: Optimization of Cluster Selection Study Parameters:

• Included Variables: Same as Study 6.

• Significance Threshold: Adjusted to 80%.

• Cluster Range: 5 to 8 clusters.

• Variables number: 4 to 7 variables.

Analysis of Results:

This study resulted in five significant clusterizations, including accidents involving men in the
afternoon, not pedestrians fault, in the Eixample district, accidents involving women in the
morning, not pedestrians fault, in the Sant Martí district, among others, and accidents involv-
ing men in the morning, not pedestrians fault. Additionally, it highlighted accidents involving
men with motorcycles in the afternoon, not pedestrians fault, accidents involving women in the
morning, not pedestrians fault, and accidents involving men in the morning for ’Other Vehicle,’
not pedestrians fault.

Study 8: Further Refinement and Variable Range Adjustment Study Parameters:

• Included Variables: Same as Study 7.

• Significance Threshold: Lowered back to 75%.

• Cluster Range: Clusters formed from 4 to 7 variables, with groupings ranging from 6 to
17 clusters.

Analysis of Results: In the eighth study, the significance thresholdwas reduced to 75%, and the
variable range for cluster formation was narrowed to 4-7. This adjustment aimed at capturing a
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broader spectrum of accident patterns while managing the complexity of the analysis. The de-
cision to limit cluster groupings to 6-17 clusters was a response to the overwhelming number of
results obtained in previous studies, seeking a balance between comprehensiveness and focus.

Study 9: Streamlining Clusterization Outputs Study Parameters:

• Included Variables: Same as Study 7.

• Cluster Range: Clusters formed from 4 to 7 variables, with groupings ranging from 6 to
17 clusters.

• Methodological Adjustment: Ceasing iterations for variable combinations once exported
to Excel, to avoid repetitive results.

Analysis of Results: The ninth study introduced a method aimed at optimizing the output by
terminating additional iterations once a variable combination was exported, effectively reduc-
ing redundant results. This streamlined approach produced two significant findings, consis-
tent with those from the previous study, suggesting persistent patterns across various cluster
ranges. However, it is important to note that this was an experimental approach aimed at filter-
ing results, and it resulted in the loss of some significant clusterizations. While it aids in result
analysis, it also means that certain significant findings were sacrificed in the process.

Study 10: Expanding Cluster Range for New Insights Study Parameters:

• Included Variables: Same as Study 10.

• Cluster Range: Expanded to 5 to 14 clusters.

Analysis of Results: In the eleventh study, the same code as the previous study has been used,
which filters the results. The range of clusters per clusterization was expanded to 5-14. This
broader scope resulted in 16 new outcomeswith different variable groupings, providing amore
comprehensive understanding of accident patterns. The study’s findings emphasized the com-
plexity and diversity of urban traffic accidents and highlighted the effectiveness of the refined
methodology.

Overall conclusion: Through a series of 10 studies, and a lotmore failed experiments that have
not been reported due to it’s insignificance results, the researchmethodologywas progressively
refined in key areas:

1. Selection of variables for analysis, focusing on aspects like time and location.

2. Determination of the optimal number of clusters for in-depth examination.

3. Establishment of criteria for evaluating the significance of these clusters.

These systematic enhancements significantly contributed to a clearer andmore nuanced under-
standing of traffic accident patterns and how clustering works. Each subsequent study built
upon the insights of the previous ones, leading to an increasingly sophisticated analysis.

Despite these advancements, it was recognized that the currentmethod, while effective, has lim-
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itations in uncovering the full spectrum of accident patterns. Such as the fact that the method
always works just for the lower number of the variables in the range selected (This will be justi-
fied lower). Notably, several patterns remained unidentified, and the process required consid-
erable time and effort. Given these challenges, the research direction shifted towards exploring
alternative methods for pattern identification. This strategic pivot aimed at developing more
efficient techniques for analyzing traffic accident data, potentially yielding faster andmore com-
prehensive insights.

3.3 Counting Method
Following the completion of the cluster analysis studies, a shift was made to explore a differ-
ent analytical technique. This new approach is centered around a straightforward concept of
counting values, diverging from the more complex cluster analysis methods used previously. It
involves the development of a specific code that facilitates the categorization and analysis of the
dataset. This method is distinctive in its handling of various variables, allowing for a detailed
and diverse examination of the data. One of the key features of this approach is the ability to
set different thresholds for each variable count. This flexibility allows for targeted analysis of
each number of variables grouped, providing separate results for each configuration.

3.3.1 Methodology overview and method fundamentals
The classification method introduced as an alternative approach in this research is fundamen-
tally based on grouping and counting accident incidents from the provided dataset. The essence
of this method is its focus on specific values of chosen variables and how these values interact
within the dataset.

Method Fundamentals:

• The primary operation of this method is to count all possible combinations of values for
the selected variables within the dataset. This process helps in identifying how frequently
certain combinations of values occur.

• Each combination represents a unique grouping of variable values, and the method cal-
culates the frequency of these groupings within the dataset.

• To discern the most frequent combinations, the method allows setting a frequency per-
centage as a benchmark. Combinations that exceed this specified frequency threshold are
then highlighted as significant.

Method Implementation:

• The code developed for this method requires an initial input defining the variables of
interest from the accident dataset.

• Once the variables are selected, the code computes all possible value combinations for
these variables in groups of ’n’ values.

• This approach is adaptable, allowing the analysis of different numbers of variables (’n’)
in each study. For each ’n’ value, a unique frequency threshold can be set.
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• By adjusting the threshold for each level of variable combinations, the method is capable
of yielding results even for higher numbers of variables. This feature adds depth to the
analysis, enabling the exploration of complex patterns in the data.

This classification method offers a new perspective in the analysis of traffic accident datasets. It
simplifies the process of identifying common patterns by focusing on the frequency of occur-
rence of variable combinations, thus providing a clear and straightforward approach to data
analysis.

3.3.2 Case Application
• This study demonstrates theworking of themethod. The set of variables studied includes:

’Day-shift’, ’Vehicle-type’, ’Gender’, ’Age’, ’Date’, ’03.TM’, ’06.HRM’, ’10.VVM10’,
and ’Quarter’.

• Initially, the code conducts an analysis using three variables. It generates all possible com-
binations of these variables and creates a dictionary. This dictionary lists each variable
combination along with the frequency of all corresponding value combinations.

• From this dictionary, the method extracts and exports all combinations that have a fre-
quency exceeding the defined threshold, set at 15%.

• The process is then repeated for varying numbers of variables, setting different frequency
thresholds for each group: 7% for groups of four variables, 3% for groups of five variables,
and 1.5% for groups of six variables.

Results: The analysis of the results commences with the examination of combinations involv-
ing three variables. The following figure 14 encapsulates the significant findings when three,
four, five and six variables are considered:

Upon reviewing the results for the three variables classification, it becomes evident that the com-
bination of ’Men,’ ’Motorcycle,’ and ’Hospitalized’ represents the highest frequency among the
recorded accidents, totaling 4,223 incidents out of the 17,919 accidents analyzed. This combina-
tion accounts for a substantial proportion of all recorded incidents, highlighting its significance
within the dataset.

As anticipated, the most frequent combinations predominantly involve three variables. This
observation can be attributed to the nature of the analysis methodology, which naturally yields
a higher incidence of three-variable combinations. However, insights into four, five, and six-
variable combinations also offer valuable insights.

For instance, when examining the four-variable combinations, it is observed that the most com-
mon combination comprises ’Afternoon,’ ’Men,’ ’Motorcycle,’ and ’Hospitalized.’ This com-
bination accounts for a total of 2,346 accidents, equivalent to approximately 13 percent of all
incidents considered.

Furthermore, it becomes apparent that the ’Hospitalized’ value is a recurring factor across var-
ious significant combinations, regardless of the number of variables involved. This predomi-
nance may be related to the fact that across the variable Accident severity, more than 65 percent
of accidents have the ’Hospitalized’ value, as it can be seen in the table 21.
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(a) Results for 3 variables (b) Results for 4 variables

(c) Results for 5 variables (d) Results for 6 variables

Figure 14: Results using counting method

These findings shed light on the methodology’s functionality and its effectiveness in uncover-
ing distinctive accident patterns in the context of Barcelona. This analysis serves as a valuable
resource for enhancing accident prevention strategies and improving overall safety measures
within the region.

3.4 Method comparasion
This section provides a detailed comparison between the two classification methods used in
this study: Clustering and Counting. The comparison focuses on several key aspects of each
method, including their effectiveness, applicability, and significant differences in their results
and approaches.

Both methods are good alternatives as they allow us to identify certain trends from a large
group of variables. However, our goal is to see the differences we can find in each of them.
Comparing the results of different clustering and classification methods can provide valuable
insights into the data structure and the effectiveness of each approach. In this case, however,
the two methods follow different paths, which means their comparison should focus more on
qualitative rather than quantitative aspects, making this comparison challenging.

The comparison has been approached from two viewpoints. The first involves comparing the
methods based on their classification features, grouping, performance, and all points related
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to how the data are processed. The second will compare the effectiveness of each method, the
conclusions that can be drawn from them, and other aspects more related to the interpretation
of the results obtained.

3.4.1 Descriptive Comparison of Methods
This section is dedicated to an in-depth analysis of the two methods used in this study, focus-
ing on how they function and classify data. We aim to present this comparison objectively,
highlighting the unique attributes and limitations of each method. To facilitate a clear under-
standing, we have identified several critical aspects for evaluation:

Number and Size of Groups:

• Method A (Clustering): This method is designed to provide a variety of classifications
based on specific criteria. It effectively segments data into different clusters, with the
total number of classifications being influenced by the level of strictness applied to the
predefined requirements. This approach allows for flexibility in data analysis, but also
introduces complexity in determining the optimal number of clusters.

• Method B (Counting): This method takes a more straightforward approach by grouping
data based on the shared values of selected variables. It results in a distinct number of
groupings equivalent to the possible combinations of variable values present in the acci-
dent data. This method is particularly effective in revealing patterns and correlations but
may overlook the subtler nuances in data.

Overlap Between Groups:

• A key feature of bothmethods is their ability tomaintain exclusive subgroups within each
classification. This exclusivity ensures that there is no overlap of data points between
subgroups, which is crucial for maintaining the integrity of the classification process and
for drawing clear distinctions between different data segments.

Internal Coherence:

• Method A: It creates subgroups that are generally similar in nature but may not be iden-
tical when it comes to the specific variables examined. This slight variation in subgroup
composition can be both a strength and a weakness, as it allows for a more nuanced clas-
sification but may also introduce ambiguity in data interpretation.

• Method B: In contrast, this method is characterized by its high level of precision in sub-
group formation. Each subgroup consists of data points that have exactlymatching values
for the studied variables, providing a clear and unambiguous classification. This method
excels in consistency but might be limited in capturing complex patterns.

Execution Time:

• Method A: The processing time for this method can be quite extensive, especially when
dealing with a large number of variables or when the variables themselves have a wide
range of values. In some instances, the execution time may exceed 9 hours, posing chal-
lenges in terms of computational efficiency and practicality.
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• Method B: Offers a significant advantage in terms of speed, with its processing time being
relatively minimal. Even in the most demanding scenarios, the execution time typically
does not surpass 30 seconds, making it an efficient tool for data analysis.

Scalability:

• Scalability is a critical factor in evaluating the effectiveness of anydata classificationmethod.
It determines how well a method adapts to increasing amounts of data or to more com-
plex data structures. In this section, we examine the scalability of both Clustering and
Counting methods in the context of traffic accident data analysis.

• Clustering Method: The Clustering method’s scalability is influenced by several factors in-
cluding the number of variables, the size of the dataset, and the computational resources
available. As the volume of data increases, the method’s ability to efficiently process and
classify the data becomes crucial. Clustering algorithms, especially those that require it-
erative processes or pairwise comparisons between data points, might face challenges in
maintaining performance with large datasets.

• Counting Method: In contrast, the Counting method exhibits a different scalability profile.
Its primary operation, being relatively straightforward, allows for efficient processing of
large datasets. Themethod’s efficiency lies in its ability to categorize data based on the fre-
quency of occurrence of variable combinations, which remains computationally feasible
even as the data size grows. However, the challenge arises in managing the exponential
increase in the number of possible combinations as more variables are considered.

Robustness:

• Both methods exhibit sensitivity to variations in input parameters, which can influence
the outcome of the classification process. However, Method A is particularly vulnerable
to the introduction of noise in the data. Its limitations in the number of groups it can
create mean that noise can significantly distort the classification results. Method B, on the
other hand, is more resilient in this aspect. It can isolate noisy data into new subgroups,
thereby preserving the quality and accuracy of the other groups.

3.4.2 Comparison Based on Obtained Results with Each Method
This section presents a thorough comparison of the outcomes derived from two distinct clas-
sification methodologies. The comparison transcends simple performance evaluation, delving
into an exploration of the distinct characteristics, inherent strengths, and potential applications
unique to each method. The purpose of this comparative analysis is not only to assess the ef-
ficiency of these methods but also to reveal how each approach contributes to a deeper under-
standing of the data structure and its implications.

Criteria for Comparison: In conducting our comparative analysis, the selection of appropriate
criteria is paramount to ensure meaningful and accurate results. The criteria chosen for this
study revolve around a carefully curated set of variables that will be used for both methods
— Method A (Clustering) and Method B (Counting). These variables include ’Day_name’,
’District’, ’Day_shift’, ’Vehicle_type’, ’03.TM’, ’06.HRM’; ’Age’, ’Accident_severity’, ’Gender’ and
’Quarter’.
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In this comparison, a study for each method has been done, using the same variables. These
variables were selected based on their relevance to traffic accident analysis and their potential to
provide comprehensive insights into the patterns and trends when applied to different classifi-
cationmethods. By comparing the results obtained from eachmethod based on these variables,
it will uncover the strengths and limitations of each approach in extracting meaningful infor-
mation from complex datasets.

Adjustment of Criteria: For each method, specific criteria have been adjusted to filter the re-
sults. The process involved iterative adjustments and experimentationwith parameters for each
method, leading to optimal outcomes for each approach independently.

STUDY OF CLUSTERINGMETHOD: Parameters of the Clustering Method:

• A cluster is considered significant if it contains more than half of the variables, with one
of their values coinciding in over 80% of the cluster’s data. This threshold was adjusted
as initial runs of the program yielded an excessively high number of files.

• A clustering (classification of all its data) is deemed significant when all its clusters are
significant.

• The program conducts the study for groups of 3 to 6 variables.

• It classifies all data into clusterings ranging from 5 to 10 clusters per classification. This
range was also adjusted to manage the high number of files initially produced.

Results of the Study: The study’s results are summarized in the following table, illustrating
significant clusterings and the number of clusters per clustering for various combinations of
variables:

Variables Number of
Variables

Significant
Clusterizations

Number of Clusters
per Clusterization

Day_shift, Vehicle_type, Gender 3 5 5,6,7,8,9
District, Accident_severity, Gender 3 5 5,6,7,8,9
Vehicle_type, Accident_severity, Gender 3 3 5,6,9
Age, Accident_severity, Gender 3 4 6,7,8,9
District, Day_shift, Accident_severity 3 4 6,7,8,9
District, Day_shift, Gender 3 4 6,7,8,9
03.TMA, Accident_severity, Gender 3 3 7,8,9
Accident_severity, Gender, Quarter 3 3 7,8,9

Table 25: Results of Clustering Method Study

• The processing time was recorded at 108 minutes (1 hour and 48 minutes).

• The program identified 31 clusterings for all data meeting the parameters.

• Out of these 31 clusterings, 8 combinations of variables were considered significant.
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• Only combinations of 3 variables were found to be significant.

STUDY OF COUNTINGMETHOD:

Parameters of the Counting Method:

• Theminimum frequency for classifying a combination of 3 variables as significant was set
at 15%.

• For a classification of 4 variables, the threshold for a significant combination of values was
set at 7.5%.

• The frequency for considering a combination of 5 variables significant was set at 3.5%.

• Additionally, a minimum frequency of 1.5% was set for the classification of 6 variables to
capture even the less frequent but potentially significant combinations.

Results of the Study:

(a) Results for 3 variables (b) Results for 4 variables

(c) Results for 5 variables (d) Results for 6 variables

Figure 15: Results using counting method

• The results of the Counting Method, which are visually represented in Figure ??, show a
diverse range of patterns in traffic accident data.
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• Processing Time: The computational efficiency of the analysis was exceptional, with the
process taking a mere 13 seconds to complete.

• Across the study, the Counting Method identified 19 significant patterns, which were dis-
tributed across combinations of 3 to 6 variables.

• The analysis software was designed to create a dedicated dictionary for each set of 3, 4,
5, and 6 variables. This approach ensured that all possible combinations of values were
comprehensively cataloged, with each specific pattern’s frequencymeticulously recorded.
This structured repository serves as a valuable resource for detailed examination and in-
terpretation of traffic accident trends and contributes significantly to the dataset’s analyt-
ical utility.
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Analysis and comparison of results by both methods:

Pattern identification: Capturing significant patterns within data is a critical aspect of ac-
cident analysis. While the counting method categorizes accidents into groups with identical
variables, the clustering method groups accidents into clusters where they are very similar but
not identical. This distinction manifests in the size of the groups, with clusters from the clus-
tering method typically being larger than those from counting. This implies that although both
methods can capture similar patterns by adjusting parameters appropriately, they do so in dif-
ferent ways.

The counting method has the advantage of revealing a broader variety of patterns across dif-
ferent numbers of variables in a single analysis. In contrast, the clustering method, with fixed
parameters for all variable combinations, may require lowering these parameters to identify
patterns with a larger number of variables, resulting in an excessive increase in significant clus-
terizations for classifications with fewer variables. This can lead to a higher workload to indi-
vidually analyze the results.

In the current study, for instance, the clustering method produced significant results only for
combinations of 3 variables. To obtain results for 4 variables, it would be necessary to lower
the parameters, increasing the number of results to be analyzed. This demonstrates that the
clustering method can be more efficient for analyzing a specific number of variables but has
limitations when applied to multiple combinations simultaneously.

In a direct comparison of the patterns obtained by both methods, a notable similarity has been
observed. For example, using a combination of 3 variables, the counting method identified
6 patterns that represent more than 15% of the total accidents, while the clustering method
identified 31 significant clusterizations, which can be condensed into 8 unique combinations of
values. This similarity in the results reflects the potential complementarity of the two methods
in the study of accident patterns.

An example of both methods achieved the same pattern is shown in figures 16 and 17.

Figure 16: Pattern identification by counting method
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Figure 17: Pattern identification by clustering method

Interpretability of Groups: In this regard, classification by counting is significantly more ef-
fective compared to clustering. This becomes evident in the results presented earlier, wherewith
just four simple images, the counting method allows for straightforward deduction of what is
happening. In contrast, the clustering method requires analyzing each classification separately,
systematically searching for these patterns. Even then, observing the classifications can be chal-
lenging in terms of precisely understanding what is occurring.

Variation of Parameters: In another aspect, I positively value the counting method. The time
required to conduct the study is much shorter (13 seconds versus 1 hour and 48 minutes), en-
abling rapid iteration by changing parameters to seek optimal results. Additionally, thismethod
exports a dictionary that compiles all combinations, facilitating easy access to various informa-
tion related to these goups of accidents.

On the other hand, in the clustering method, altering the parameters entails redoing the study,
which is time-consuming and hampers quick iteration to find effective parameter values. It’s
also worth noting that the counting method involves parameters for each individual number of
variables studied, while the clusteringmethod applies parameters uniformly to all desired num-
bers of variables. This makes it challenging to obtain results for different numbers of variables
in a single study. For a given requirement, it’s always easier to find patterns that comply with
fewer variables, resulting in a difficult analysis of the outcome, as there are too many results.

In summary, for the clustering method, the parameter indicating the range of the number of
variables to be studied may not be very useful and could be limited to the specific number of
variables for each analysis.

Number of groups created: This aspect of the comparison looks at the number of groups into
which all the accidents are classified in each method. Due to the nature of each method, the
Counting method generates a group for every possible combination of variable values, leading
to a potentially high number of groups. In contrast, the Clustering method can organize all the
accidents into a specific, smaller number of groups. This is a key advantage of the Clustering
method over the Counting method. By being able to classify all accidents into 4, 5, or 6 groups,
for instance, it provides amore comprehensive viewof howaccidents are categorized, compared
to the potentially more than 50 groups created by the Counting method.
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Impact of Selected Variables: In this aspect, I similarly evaluate both methods as they both
allow for studies with all requested variables. However, I consider that the clustering method,
due to its utilization of the same significance criterion across all numbers of variables to be
studied, makes it challenging to uncover patterns with a high number of variables within a
single study. This is because it necessitates lowering the criterion, resulting in an overwhelming
number of results that are difficult to analyze effectively.

Comparison of Frequencies for the Identified Pattern:

This section aims to determine how many accidents within the clusters match the significant
values, comparing this approach with the counting method. It’s important to note that these
two methods serve different purposes in our project.

The counting method provides an exact count of accidents that precisely match all three signif-
icant values, offering a precise and concrete figure. In the case of the "Afternoon-Motorcycle-
Men" pattern, it indicates that this specific pattern occurs in 3,300 out of 17,920 accidents. This
method is valuable when you need a clear, numeric understanding of a specific pattern’s preva-
lence in the dataset.

On the other hand, the clustering method provides a more general overview of accidents, as it
classifies all accidents into clusters. While it may not give an exact count of accidents matching
all three values, it offers a broader perspective by examining the prevalence of individual val-
ues within the cluster. In the example, we found that within the cluster, approximately 10,298
involve the "Afternoon" period, 9,958 involve "Motorcycle" use, and 10,316 involve "Men." This
approach helps provide a general understanding of the distribution of accidents and the rela-
tionships among variables within clusters.

It’s important to highlight that the clustering method sacrifices some precision in the search for
precise patterns but offers efficiency in categorizing accidents and gaining a broader perspective
on the dataset’s structure.

In summary, the counting method provides precise, specific counts for individual patterns,
while the clustering method offers a broader understanding of variable relationships and pat-
tern prevalence within clusters, making it more efficient for a general overview of accidents and
their associations.

3.4.3 Conclusion of the comparision
As the main goal of the project is to find ways to analyze accidents to prevent and reduce their
number, the conclusion of the comparison of the Classification and Countingmethods is crucial
in determining how they can contribute to this aim.

The study’s analysis of these methods underlines their unique contributions to accident analy-
sis. The Counting method is notable for its precision and rapid processing, grouping accidents
that exhibit the same characteristics in an specific set of variables, offering exact counts of differ-
ent accident patterns, however, having to classify all the accidents in higher number of groups.
For instance, it accurately identifies that a pattern like "Afternoon-Motorcycle-Men" occurs in
3,300 out of 17,920 accidents. This precise information is invaluable for law enforcement and
government agencies, enabling them to target specific high-risk scenarios, such as increasing
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police patrols during peak times in areas with tendencies to motorcycle accidents.

On the other hand, the Clustering method provides a broad overview, classifying all the ac-
cidents through a group of variables and specific number of groups in the same study. This
approach is valuable for strategic planning, such as identifying general trends in accident occur-
rences among others. Thismethod, therefore, offers a comprehensive view essential for strategic
decision-making and understanding the overall patterns in accident data. However, it involves
challenges in determining the optimal number of groupings and requires a longer processing
time, potentially exceeding 9 hours.

In conclusion, the choice between these methods depends on the specific objective of the anal-
ysis and the characteristics of the available data. While the Counting method is more suitable
for a quick and precise analysis of common patterns, the Clustering method is more useful for
exploring complex relationships between variables, albeit at the cost of greater effort and time
in analysis. The combination of both methods could provide a more holistic and comprehen-
sive understanding of accident patterns, thus contributing to more effective efforts in accident
prevention and the formulation of traffic safety policies.
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4 Economic analysis
4.1 Labor Costs
The labor costs are calculated by the project author’s time and an aproximation of it’s salary.

• Author’s Time: A total of 310 hours were dedicated by the author at an hourly rate of €10.
The total cost is calculated as:

310 hours× 10 €/hour = 3100 €

4.2 Material Costs
Laptop Usage and Depreciation The material cost primarily includes the cost of a personal
computer, a Huawei Matebook 13, valued at €600 which it is estimated to have a useful life of
4 years. Assuming an average daily usage of 8 hours over 243 working days per year, the total
useful lifespan is approximately 7776 hours. The cost per hour of the laptop is then:

600 €
7776 hours ≈ 0.077 €/hour

For the project, considering 310 hours of usage, the imputed cost of the laptop is calculated as:
310 hours× 0.077 €/hour ≈ 23.92 €

4.3 Energy consumption costs
Additionally, the energy consumption for running the computer for 310 hours is considered.
Assuming an average power consumption of 60W and an electricity cost of €0.20 per kWh, the
energy cost is calculated as follows:

310 hours× 60W = 18600W-hours = 18.6 kWh
18.6 kWh× 0.20 €/kWh = 3.72 €

4.4 Software Costs
The software used for the project includes the Microsoft Office package, Visual Studio Code,
and Overleaf LaTeX, all of which were available free of cost due to university agreements and
open-source availability.

4.5 Total Cost Calculation
The total cost of the project is the sum of labor, material, and software costs. Since the software
costs were zero, the total is as follows:

Description Cost (€)
Author’s Labor 3100
Personal Computer 23.92
Energy Consumption 3.72
Software 0
Total Cost 3127.64

Table 26: Total Cost Breakdown of the Project
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4.6 Conclusion
The economic analysis demonstrates a comprehensive overview of the financial resources al-
located for the project. With a total cost of €3127.64, the project has been efficiently executed,
balancing quality and cost-effectiveness, benefiting from university resources and open-source
software. .
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5 Environmental Analysis
In this section, the focus is on understanding the environmental implications of using techno-
logical devices, specifically the Huawei MateBook 13 (2019), in research activities.

The Huawei MateBook 13 is constructed from a combination of aluminum, plastic, lithium-ion
batteries, and various electronic components. Each of these materials has a distinct environ-
mental footprint, from the energy-intensive process of aluminum extraction to the complexities
of recycling lithium-ion batteries.

Throughout the project, efforts were made to minimize energy consumption, such as using
energy-saving settings and planning for the laptop’s future recycling to reduce its environmen-
tal footprint.

5.1 Carbon Footprint Estimation
The environmental impact of the project also includes the carbon footprint associated with the
energy consumption of the Huawei MateBook 13. The following estimation is based on a power
consumption of 60 Watts and a total of 310 hours of screen usage:

• Average CO2 Emission Factor for Spain: By CNMC [11], in Spain in 2021, the average
CO2 Emission Factor was 0.259 kg of CO2 per kWh.

• Total Energy Consumed: The laptop’s total energy consumption for the project is calcu-
lated to be 18.6 kWh, based on the 60 Watts power consumption over 310 hours.

• Total Carbon Footprint: The corresponding carbon emissions are estimated at 4.817 kg of
CO2, calculated as 18.6 kWhmultiplied by the CO2 emission factor of 0.259 kg CO2/kWh.

This quantification of carbon emissions provides a clearer understanding of the direct environ-
mental impact of the project, particularly in the context of Spain’s specific energy profile, and
highlights the importance of adopting energy-efficient practices in research.
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6 Social impact
Evaluating the social impact of this study is crucial as it pertains to the broader implications
for society. The research conducted here, focusing on accident data analysis and methodology
comparison, has the potential to influence various aspects of public safety and policymaking.

First and foremost, the insights generated through this study can significantly contribute to
accident prevention efforts. By identifying patterns and risk factors associated with different
variables, such as time of day, gender, vehicle type, and accident severity, it becomes possible to
develop more targeted and effective safety interventions. This, in turn, can lead to a reduction
in accidents and their associated societal costs, including injuries, healthcare expenses, and loss
of productivity.

Moreover, the study’s findings can support evidence-basedpolicies. The responsibles ofmaking
this policies and government agencies can use the insights gained here to inform the design
and implementation of safety regulations and initiatives. For example, understanding which
combinations of variables are most strongly correlated with accidents can guide the allocation
of resources to areas where they are most needed.

Additionally, the study can serve as a valuable resource for researchers, academics, and institu-
tions engaged in the field of traffic safety and accident analysis. The data, methods, and insights
shared can facilitate further research and deeper understanding of accident patterns, which can,
in turn, contribute to the development of innovative solutions and best practices.

In terms of social awareness and education, this study has the potential to raise public aware-
ness of safety issues and encourage responsible behavior. Disseminating the findings through
educational campaigns andmedia can lead to increased consciousness about accident risks and
the importance of adhering to safety measures.

In summary, the social impact of this study extends to accident prevention, policymaking, re-
search advancement, public awareness, and education. By shedding light on accident patterns
and risk factors, this work contributes to the broader goal of creating safer communities and
reducing the societal burden of accidents.

6.1 Gender equality
The aspect of gender equality in this study is of paramount importance, reflecting the com-
mitment to addressing gender disparities in traffic accidents and safety. The findings from the
analysis of the ’Gender’ variable offer crucial insights into how accidents disproportionately af-
fect different genders. Such insights are vital for developing gender-sensitive safety measures
and interventions.

Understanding the gender dynamics in traffic accidents is not just about recognizing the numer-
ical differences in accident involvement. It’s about delving deeper into the reasons behind these
disparities, such as differences in driving behavior, vehicle choice, exposure to traffic, and even
societal norms that influence risk-taking. By exploring these underlying factors, we can develop
more inclusive and effective safety strategies that cater to the unique needs and circumstances
of all genders.
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Conclusions
After completing all studies and phases of the project, an evaluation was conducted to assess
the achievement of the initially proposed objectives and the overall quality of the final work.

The primary aim of the project was the development and enhancement of methodologies for
identifying patterns in traffic accidents. To pursue this objective, various data classification
methods were examined, focusing on two main approaches: a clustering method and a di-
rect counting method. The initial step involved refining and optimizing an existing clustering
method to improve its pattern identification capabilities. Significant resources and effort were
invested in this area. However, the evaluation revealed that the enhancements made to the
previous method were not significantly better. This conclusion was drawn after more than 10
studies and improvements, as the method continued to exhibit limitations. For example, even
though it was possible to choose a range of the number of variables selected per study, the re-
sults were only analyzable if the study focused on the lower number of variables in the range.
Another aspect is the fact that having to organize all the accident data into the same classifica-
tion could lead to the loss of certain patterns that might be interesting. Nonetheless, studying
and analyzing this method provided valuable insights into its effectiveness in specific scenarios
and served as an inspiration for the development of the new method.

Seeing the potential for alternative classificationmethods, a newmethod based on direct count-
ingwas developed. Thismethod proved to be very effective in identifying patterns, as it focused
solely on finding the most frequent combinations of different values across the selected vari-
ables. The systematic approach of the method creates a dictionary of all possible groups and
then exports only the most frequent in all accidents. This ensures that no pattern, however in-
significant, is ever lost, and allows for the evaluation of all situations individually, providing
a unique perspective on pattern identification. It also enabled a thorough comparison of the
strengths and weaknesses of both the new counting-based method and the clustering method.

In differentiating between the two classification methods, distinct operational approaches and
outcomes were observed. The Counting method emphasizes categorizing accidents into com-
pact groups based on shared specific characteristics, proving to be more effective in identifying
concrete, individual patterns. This method guarantees the creation of a group for every possi-
ble combination of values, ensuring that no frequent combination is ever overlooked. On the
other hand, the Clustering method takes a broader approach. It classifies all the accidents into
a predefined number of groups, which are known as clusters. These clusters are formed by
grouping accidents that are most similar to each other across various variables. This method
provides amacro-level view, illustrating how accidents are distributed across different variables
by classifying them into a small number of groups. This approach is exemplified in Figure 17,
where the classification includes variables such as vehicle type, gender, and day shift. By doing
so, it demonstrates how the different values of these variables are distributed and collectively
impact all the accidents. Each method has its unique strengths and is suited to different an-
alytical needs. The Counting method’s precision in identifying specific, common patterns is
invaluable for targeted interventions, such as developing specific safety measures for high-risk
groups. For example, if the police department is seeing an increase in accidents in different dis-
tricts over the last year, and they suspect it may be related, they could analyze variables such as
district, street name, weather conditions, andmore, to determine what could have been causing
that. The Counting method would be very effective in this search for the cause. In contrast, the
Clustering method’s ability to provide a comprehensive view of accident data makes it ideal for
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strategic planning and policy development, helping to understand broad accident trends and
informing larger-scale safety initiatives. For example, if the government wants to conduct an
overall study to reduce traffic accidents and determine which variables are more significant in
the occurrence of accidents, it would be very helpful to perform a Clustering method analysis
and see how all the accidents are distributed among the different variables.

Regarding the identification of patterns, another objective of the project, the data analysis meth-
ods employed during the studies produced interesting results, revealing significant patterns.
Additionally, the development of newmethods opened up various avenues for pattern identifi-
cation, demonstrating that the methods studied can be highly effective in this regard. However,
since the project was primarily focused on improving and optimizing thesemethods rather than
the study of the results themselves, a comprehensive exploration of the most relevant patterns
and potential preventive measures was not fully achieved. Nonetheless, it is important to note
that providing useful tools for accident analysis was a key goal of this project and these newly
developed tools are now available for anyone interested in further exploring and identifying
patterns in traffic accidents.

In conclusion, this project provides valuable methodologies for the identification of traffic acci-
dents patterns, with some limitations and areas for further research. The tools developed offer
a new perspective and are a stepping stone for future studies aimed at reducing traffic accidents
and enhancing road safety.

Future research
Regarding future projects that could be undertaken, it is believed that, given the effectiveness
of the methods developed in this project, an in-depth study could be conducted focusing on
pattern identification using these classificationmethods. This study could specifically target the
analysis of traffic accidents in Barcelona, with the aimof identifying concrete trendswithin these
accidents. By thoroughly examining and understanding these patterns, the study could play a
pivotal role in proposing targeted safety measures to reduce accidents based on the identified
trends.

Moreover, this approach could be replicated in various citiesworldwide, providing a framework
for understanding and addressing urban traffic safety issues globally. The outcomes of such
studies could also facilitate international collaboration in traffic safety research, leading to the
sharing of best practices and innovative solutions across different regions.
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ANNEX
This project employs various coding techniques and data analysis methods. For detailed in-
formation on the codes and datasets used, please visit our GitHub repository: //github.com/
paufranquesa/TFG-PAU-FRANQUESA

//github.com/paufranquesa/TFG-PAU-FRANQUESA
//github.com/paufranquesa/TFG-PAU-FRANQUESA
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