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ABSTRACT

Multi-Chiplet architectures are being increasingly adopted to sup-

port the design of very large systems in a single package, facilitating

the integration of heterogeneous components and improving man-

ufacturing yield. However, chiplet-based solutions have to cope

with limited inter-chiplet routing resources, which complicate the

design of the data interconnect and the power delivery network.

Emerging in-package wireless technology is a promising strategy to

address these challenges, as it allows to implement flexible chiplet

interconnects while freeing package resources for power supply

connections. To assess the capabilities of such an approach and

its impact from a full-system perspective, herein we present an

exploration of the performance of in-package wireless communica-

tion, based on dedicated extensions to the gem5-X simulator. We

consider different Medium Access Control (MAC) protocols, as well

as applications with different runtime profiles, showcasing that

current in-package wireless solutions are competitive with wired

chiplet interconnects. Our results show how in-package wireless

solutions can outperform wired alternatives when running artifi-

cial intelligence workloads, achieving up to a 2.64× speed-up when

running deep neural networks (DNNs) on a chiplet-based system

with 16 cores distributed in four clusters.

CCS CONCEPTS

• Hardware → Radio frequency and wireless interconnect;

3D integrated circuits; Simulation and emulation.

KEYWORDS

Multi-Chiplet Systems, On-Package Wireless Communication, Full

System-level Simulation, DNNs.

ACM Reference Format:

Rafael Medina1, Joshua Kein1, Giovanni Ansaloni1, Marina Zapater2, Sergi

Abadal3, Eduard Alarcón3 and David Atienza1. 2023. System-Level Explo-

ration of In-Package Wireless Communication for Multi-Chiplet Platforms.

In 28th Asia and South Pacific Design Automation Conference (ASPDAC ’23),

January 16ś19, 2023, Tokyo, Japan. ACM, New York, NY, USA, 6 pages.

https://doi.org/10.1145/3566097.3567952

Permission to make digital or hard copies of all or part of this work for personal or 
classroom use is granted without fee provided that copies are not made or distributed 
for profit or commercial advantage and that copies bear this notice and the full citation 
on the first page. Copyrights for components of this work owned by others than ACM 
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, 
to post on servers or to redistribute to lists, requires prior specific permission and/or a 
fee. Request permissions from permissions@acm.org.

1 INTRODUCTION

Many-Core systems are nowadays widely adopted to address the

ever-increasing computation requirements of applications in many

domains, such as those of artificial intelligence, by supporting a

high degree of parallelism. However, the integration of these sys-

tems into a single chip causes design and manufacturing drawbacks.

From a manufacturing perspective, increases in die sizes negatively

impact yield, and are limited by the maximum size of photomasks.

Design issues stem instead from the challenge of integrating and

interfacing diverse computing and storage elements on the same

die. Chiplet-based solutions overcome these obstacles by hosting,

on the same package, several small dies side-by-side. These are

then connected by microbumps to the package substrate [13]. The

physical proximity of chiplets allows for performance close to that

of large monolithic dies, but without the consequent impact on

yield. Moreover, the modularity of this approach can be leveraged

to pack together chiplets implementing different components (In-

tellectual Properties, IPs) and process nodes. Chiplets can even be

reused across different systems [13, 17], lowering nonrecurring

engineering costs.

However, chiplet integration is challenging from a connectivity

and power delivery perspective. A first issue arises from the limited

number of chiplet-to-substrate microbumps, which support both

supply and signal connections. This constraint is caused by the

large size of microbumps and the distance between them (both

in the order of tens of micrometers in today’s technology [21]).

A second key challenge is that communication interfaces may be

incompatible between chiplets, with various chiplets in the same

package implementing different communication protocols, in addi-

tion to having different bandwidth and power requirements [13].

Although various chiplet-based interconnect protocols have been

proposed [6, 14, 17, 18], standardization efforts are still in their

infancy and are not widely adopted [21].

Recently, short-distance wireless communication enabled by on-

chip transceivers and nanoantennas has been proposed to address

challenges derived from the high integration effort and the paucity

of interconnect resources [11] in chiplet-based platforms. Current

wireless technology can support very high bandwidths (up to 120

Gbps have been recently demonstrated in [23], and higher band-

widths are promised by emerging graphene technology [1]) and

therefore can potentially enable flexible and high-performance in-

package connectivity. As shown in Figure 1, by eliminating the need

for wires to carry signals, the use of nanoantennas addresses both

challenges of chiplet integration outlined above. First, more mi-

crobumps are available for power delivery networks to the chiplets,

facilitating their design. Second, connectivity protocols are handled
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Figure 1: State-of-the-art chiplet-based system where both

power and signals are distributed via the substrate (left) and

system where signals are transmitted with a wireless inter-

connect, freeing all microbumps for power supply (right).

by wireless transceivers, transparently from the IPs in the chiplets,

hence greatly easing the integration of heterogeneous components.

In this context, the aim of this paper is to explore, from a system-

wide perspective, the benefits and pitfalls of in-package wireless in-

terconnects. For the first time, we present a full-system exploration

of multi-chiplet wireless systems, executing complex workloads

having varying execution patterns. We consider several in-package

wireless approaches employing different medium access control

(MAC) protocols and bandwidths. In summary, the contributions

of this paper are the following:

• We explore the system-level performance of inter-chiplet

wireless connectivity across multiple dimensions, ranging

from the system architecture to the application characteris-

tics, to the employed medium access control protocol.

• We introduce abstract, yet realistic, modules for modeling

in-package wireless communication and collisions. These

modules can be flexibly instantiated in virtual platforms to

perform system simulations transparently from applications

and other system components.

• We show that in-package wireless interconnects can com-

pete with wired chiplet interconnects in a wide range of

applications and can even outperform them. In the case of

DNN workloads, speed-ups of up to 2.64× are obtained in a

4-cluster system.

• We discuss the impact of the choice of MAC protocol on run-

time performance, showcasing that token passing schemes

are the best suited for currently attainable bandwidths.

2 EXPLORING WIRELESS INTERCONNECTS

The system-level design space of in-package wireless interconnect

solutions encompasses system integration, i.e. the choice of ele-

ments to be interfaced via on-chip wireless communication, and

the configuration of the transceivers, i.e., how the physical layer

and MAC mechanisms are implemented.

Multiple interconnect alternatives can be explored for system

integration. A key design decision in this regard is the granularity

with which wireless links should be established. In particular, as

shown in Figure 2, each processing core and its L1 caches can be

interfaced with a dedicated antenna, or processors can be grouped

into clusters that share the same antenna at the L2 level. In the latter

case, processors in a cluster have to compete for accessing the wire-

less interconnect, but smaller wireless networks are implemented,

which incur in lower collision rates.

A complementary dimension of design-space exploration focuses

on the design of the wireless connectivity strategy, as implemented
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Figure 2: Wireless interconnect configured at different gran-

ularities: a) per-core, b) per-cluster.

by on-chip transceivers. Transceivers act as interfaces between

components accessing the communication network (e.g., proces-

sors, memories, etc.) and the nanoantennas. At the lowest level

of abstraction, they implement a physical layer, while at a higher

level, they provide an MAC strategy. The physical layer enables

serialization/deserialization and modulation/demodulation of data.

This layer can also detect collisions when more than one antenna

tries to transmit simultaneously. Instead, the MAC layer enforces

a protocol that regulates when data should be sent and handles

collisions. MAC protocols determine the mechanism for transmis-

sion arbitration and collision handling, thus playing a key role in

determining run-time performance.

In this work, we analyze how the design choices described

above interact in conjunction with technology constraints (i.e.,

available bandwidth) and application characteristics. Therefore, a

multi-parametric exploration is performed in the following manner:

(1) Workloads with varying inter-chiplet communication re-

quirements are targeted.

(2) The number of connected nodes is varied.

(3) A range of wireless bandwidth values is employed.

(4) Different MAC protocols are considered.

Our approach differs from that of recent papers advocating for

in-package wireless in many-core systems in two key aspects. First,

related works [5, 7, 8, 10, 11] assume the implementation of hy-

brid interconnects where data may be sent/received via wires or

nanoantennas. The routing of packets on these systems generally

follows one of two approaches: it can be dynamic, choosing be-

tween wired or wireless link depending on load and shortest path

[5, 7], or static, reserving the wireless channel only for a particular

set of communications [8, 10, 11]. However, hybrid architectures do

not address the chiplet integration challenges described in Section 1.

As opposed to these works, we instead explore whether in-package

wireless can be considered as a replacement for inter-chiplet wired

connections, and the circumstances that have an impact on the

performance of such a system. Second, as opposed to [8, 10, 11],

we do not focus data communication challenges in isolation, but

we consider it an element of an entire hardware/software stack,

employing full-system simulations to gauge the interactions among

those elements in complex architectures and workloads.

3 MODELINGWIRELESS COMMUNICATION

In this paper, we introduce a wireless component capable of mod-

eling wireless on-chip communication in full-system simulation,
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Figure 3: Wireless component modeling the elements of the

interconnect: the wireless channel and one transceiver per

interfaced component.

enabling explorations introduced in the previous section. The com-

ponent is implemented as an extension to gem5-X [19], itself based

on the industry-standard gem5 simulator [3]. gem5-X emulates the

processor ISA, system architecture, I/O hardware, and OS, providing

accurate estimations of the energy efficiency and performance of a

system when executing an applications. Wireless connections are

emulated via a novel module, which can be seamlessly instantiated

when defining virtual platforms, transparently from other hard-

ware components as well as software. In the following, we detail

the implementation of the physical and MAC layers of the module,

as well as the methodology to integrate it into virtual systems.

3.1 Physical layer

The wireless module comprises a physical layer model (termed

łPHYž in Figure 3) for each of the devices that are interfaced to

the wireless link. The physical layer manages the transmission of

data on the channel according to the employed MAC protocol (see

Section 3.2) and detects collisions among transmissions. The model

is parametric in the available bandwidth and in the time required

for accessing the channel via the antenna, which accounts for the

delay incurred for the serialization, modulation, and transmission of

data. At the physical layer, data transfers are performed according

to the following steps:

(1) Upon receiving a data transmission request, the wireless

module checks whether the corresponding transceiver is

busy, in which case the request is stalled. This occurrence

is common when multiple processors in a cluster share the

same transceiver.

(2) When the transceiver is free, the duration of a transmission

is computed taking into account the channel bandwidth and

the size of the data to be sent.

(3) Transmissions start at the allocated time according to the

employed MAC protocol, checking for possible collisions.

(4) Data transfers end upon a successful completion (after the

previously computed transmission time) or upon the detec-

tion of a conflict. In all cases, additional delays are added to

take into account serialization and modulation at the trans-

mitter and demodulation and deserialization at the receiver.

The wireless component performs these steps whenever a trans-

mission request is received from one of the interfaced elements,

while hiding their implementation from them. In turn, the compo-

nent is oblivious of the transfer format and does not discriminate

among them. Hence, it can handle any type of data transfer, includ-

ing cache coherency traffic through snoop messages.

3.2 MAC layer

MAC protocols implement the mechanisms required for synchro-

nization, fair access, and collision handling in a shared transmission

medium, as is the case of wireless transmission links, which are the

focus of this work. Here, we compare and contrast two protocols,

emulated in the MAC layer of the wireless transmission module (as

shown in Figure 3), which have complementary characteristics. (1)

exponential backoff [16] is a random access protocol that manages

collisions by retransmitting lost data, while (2) token passing [8] is

a controlled access protocol, where conflicts are avoided at the cost

of a latency overhead even in the absence of congestion. The choice

of random access and controlled access protocols illustrates the two

ends of the latency-throughput trade-off. While a wide variety of

MAC protocols has been proposed, these variants or combinations

of exponential backoff and token passing [9].

Figure 4 illustrates the behavior of the exponential backoff proto-

col [16]. When employing it, a transceiver receiving a transmission

request waits a random time within a dynamically-sized window.

The window size is dynamically adjusted according to the network

load, in order to balance the transmission rate and the probability

of causing a collision. When a collision is detected by the physi-

cal layer, the window size increases, and the transceivers involved

reschedule the corresponding transmissions. Similarly, when a suc-

cessful transmission is observed, the length of the window is re-

duced. The implemented exponential backoff protocol allows to

modify the rates of growth and reduction for the window size, as

well as tune the maximum window size.

In token passing [8], a token is shared by the transceivers in the

interconnect. Only one node owns the token at a time, allowing it to

transmit, as shown in Figure 5. The ownership of the token is passed

to the next transceiver either at the end of a transmission or after a

silent cycle in which the owner node did not initiate a transmission.

Since all transceivers can detect the presence or lack of a data

transfer across the wireless medium, they can independently update

the token owner without a synchronization mechanism.

Different protocols are best suited to different run-time condi-

tions: as explored in Section 5, exponential backoff is better suited to

high bandwidth, low traffic scenarios where low latency is achieved,

while token passing better adapts to heavy network loads, where it

can optimize throughput.

3.3 System Integration

The wireless interconnect module outlined above can be instanti-

ated in a simulated system by connecting computing and storage

components at its interfaces. This strategy allows its integration at

multiple points of a system hierarchy, including but not limited to

the configurations explored in Section 5. Processors, main memo-

ries, caches, and accelerators can all be interfaced, as long as they

abide by the conventions defined for gem5 components [3].

In more detail, two types of interface are provided to connect

elements, facing upwards and downwards in the system hierarchy.

Elements generating data requests, such as processors or lower-

level caches, are connected to the side facing upward, whereas



ASPDAC ’23, January 16–19, 2023, Tokyo, Japan R. Medina et al.

Node 0

Node 1

Node 2

Transmission
request 

Random
waiting time

Window
size

Figure 4: Timing diagram showing the behavior of the ex-

ponential backoff protocol under successful transmissions

(green ticks) and collisions (red crosses).
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Figure 5: Timing diagram of the token passing protocol.

elements satisfying those requests, such as memories or higher-

level caches, are connected to the downward side. This approach

allows to support cache protocols by managing snooping messages.

These memory consistency mechanisms are further leveraged to

handle synchronization between the interconnected elements.

This structure is similar to the standard interface mechanism

provided by gem5, as wireless-specific features for managing the

physical and MAC layers are black-boxed at the module interface.

Therefore, the OS and applications do not need to be modified to

be correctly executed on a wirelessly capable emulated system.

4 EXPERIMENTAL SETUP

4.1 Architectures

As test vehicles for assessing the performance of in-package wire-

less technology, we considered two realistic systems. The first one

comprises four clusters of four cores and a shared L2 cache [17].

Each cluster is implemented in a separate chiplet, and a fifth one

is added to accommodate the memory controller. One wireless

transceiver per chiplet is assumed. The second system is made up

of 16 clusters, where each cluster includes a single core and a pri-

vate L2 cache, whose size is scaled down to keep the aggregated

L2 size constant. In this configuration, 17 chiplets are employed

to incorporate the 16 clusters and the memory controller. Again,

we considered one transceiver per chiplet. A detailed view of these

two configurations is shown in Table 1.

To compare the performance of the described system employing

various chiplet-to-chiplet communication mechanisms, three dif-

ferent interconnects are evaluated. First, a single-channel wireless

interconnect is simulated where a nanoantenna and transceiver are

interfaced to each of the system chiplets. To analyze different wire-

less configurations, we employ the token passing and exponential

backoff protocols described in Section 3.2, while varying the band-

width of the channel. We also assume a delay overhead of 3 clock

cycles due to serialization and deserialization performed by the

physical layer, and to package routing [7, 8]. Next, as a first baseline,

we modeled a serial wired interconnect with an overall crossbar-

like topology. The parameters used for each chiplet-to-chiplet link

are a 112 Gbps bandwidth and a latency of 100 nanoseconds, which

reflect the state of the art in interchiplet communication implemen-

tations [17, 22]. A further baseline considers an ÐunrealisticÐ ideal

interconnect through which any data transfer only takes one clock

cycle. This scheme provides an upper performance bound from an

interconnect perspective.

Table 1: Configuration of the two simulated systems: (a) a 4-

cluster system with four cores per cluster and (b) a 16-cluster

system with one core per cluster.

Processors 16x cores @2.0 GHz ARMv8, out-of-order

L1 Instruction Caches 16x private, 32 kB, 2-way, 2 cycle access

L1 Data Caches 16x private, 32 kB, 2-way, 2 cycle access

L2 Cache
4 clusters 4x shared, 1 MB, 2-way, 20 cycle access

16 clusters 16x private, 256 kB, 2-way, 20 cycle access

Memory DDR4 2400 MHz, 4 GB

System Clock 1600 MHz

Operating System Ubuntu LTS 16.04

Using McPAT [25], we estimate a very low energy overhead due

to wireless communication. For the 4-cluster system, assuming that

each core is implemented as an ARM Cortex-A75 processor [2]

built in 22 nm technology, McPAT reports a total consumed power

of 45.9 W. Current in-package wireless technology accounts for a

maximum of 160 mW per transceiver when enabling a 120 Gbps

bandwidth, using 65 nm process [23]. In such configuration, we

assume the total power consumption amounts to 0.8 W in the four-

cluster (5-transceiver) system. Therefore, power consumption of the

wireless elements represents less than 2% of the total system power.

Since further power reductions due to scaling are not considered,

this estimation delineates a higher bound for the relative power

consumed by the transceivers.

4.2 Workloads

We considered two sets of benchmarks: communication-intensive

programs from the STREAM and SPLASH-2 suites [15, 24], and a

collection of Convolutional Neural Networks (CNNs) [4, 12, 20].

The communication-intensive set of applications allowed us to

evaluate the performance of interconnects under very high traffic

loads. Conversely, CNNs showcased a different, more bursty, pattern

for data transfers, as activations only need to be transmitted from

one chiplet to another at specific points of the execution, e.g. when

the computation of a layer has finished.

The communication pattern in CNNs depends on the strategy

used to distribute their execution across the cores of the system.

We considered a mapping based on intra-layer parallelism for the

two versions of MobileNet [12, 20]. In these cases, each CNN layer

is distributed among all cores in a fork-join pattern. Instead, for

VGG8M [4], we employed inter-layer mapping, where the network

is pipelined among the cores, and each core executes the entirety

of a single layer.
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Figure 6: Runtime speed-up over ideal interconnect (top) and average inter-chiplet link latency (bottom) of different chiplet

interconnects for representative workloads executed on a 4-cluster system. The dashed line divides the applications of the

communication-intensive set (left) and the CNN workloads (right).

5 RESULTS AND ANALYSIS

5.1 4-clusters System

We show a comparison of the performance of the different chiplet

interconnects executing the considered benchmarks on the 4-cluster

system in Figure 6-top. For wireless links, we consider bandwidths

attainable by current technologies (up to 100 Gbps [23]) as well

as higher bandwidths, in order to extrapolate our performance re-

sults. The results show that wireless interconnection using a token

passing protocol achieves more than 40% of ideal interconnect per-

formance, with bandwidths currently attainable of 100 Gbps, when

running communication-intensive programs (left part of Figure 6).

Furthermore, we observe up to 80% of ideal performance at 100

Gbps for the least demanding set, Radiosity. Overall, token passing

over in-package wireless at this link bandwidth is able to outper-

form the wired interconnect for all the communication-intensive

workloads, except for the case of OceanCP. Conversely, wireless

interconnects employing the exponential backoff protocol are not

able to surpass token passing performance until the bandwidth

exceeds 200 or 500 Gbps. The lower performance of exponential

backoff is caused by its large number of retransmissions, which are

not compensated by a lower best-case latency.

This effect can be further observed in the average transaction

latency results reported in Figure 6-bottom: the high number of

retransmissions needed at low bandwidths widely increases the

time between an initial transmission request and its successful

reception. On the other hand, token passing maintains low latencies

even at high congestion levels (low link bandwidth), reducing the

impact of slow wireless transmissions. For very high bandwidths

collisions are less likely, hence exponential backoff achieves lower

average latencies and run-times with respect to token passing.

When exploring CNN workloads, the speed-up results in the

right part of Figure 6-top illustrate how the wireless interconnect

that implements the token passing protocol is able to outperform

wired links with bandwidths as low as 10 Gbps. Specifically, it

achieves more than 80% of the ideal interconnect performance at

20 Gbps for workloads with intra-layer parallelisms (MobileNet

versions 1 & 2) and at 50 Gbps for those that employ inter-layer

parallelism (VGG8M). Token passing is more suited for intra-layer

parallelism considering that in the fork-join pattern all the nodes

try to transmit simultaneously; thus, they are allowed to send data

as soon as they hold the token, reducing the amount of silent cycles

(i.e., when the token is held by a transceiver but no transmission

is required). Conversely, since in the inter-layer approach usually

only one node tries to communicate at a time, several silent cycles

are experienced between consecutive transmissions from the node.

The wireless interconnect with an exponential backoff protocol is

able to best the token passing protocols from the 100ś200 Gbps

range, thanks to the lower likelihood of collisions.

Results showcasing the average data transfer latency when run-

ning CNNworkloads (on the right part of Figure 6-bottom) highlight

that token passing displays a similar behavior as when running

the communication-intensive programs, since low-latency data

transfers are achieved for all benchmarks. The results regarding ex-

ponential backoff depend instead on the applied mapping strategy

employed. The fork-join communication patterns present in the

intra-layer approaches cause many collisions and subsequent re-

transmissions, which increases latency. Conversely, latency is lower

for inter-layer mappings, thanks to the fewer conflicts incurring

when transferring activations in-between layers.

5.2 16-cluster System

The performance of representative CNN workloads executed on

the 16-cluster architecture, when using different interconnects, is

shown in Figure 7-top. As shown, the token passing protocol over

the wireless interconnect exhibits a lower performance when a

higher number of transceivers are present, because each one has to

wait longer, on average, for the token. Consequently, token passing

cannot exceed the performance of the wired interconnect when

running MobileNetV1 (the CNN with the highest bandwidth re-

quirements), even for very large-capacity wireless channels. The

wired interconnect works better under such high load, since its

latency is less affected by congestion than token passing, as it can

serve transmissions in the order they are requested. However, to-

ken passing is able to outperform it when executing MobileNetV2
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Figure 7: Runtime speed-up over ideal interconnect (top)

and average inter-chiplet link latency (bottom) of different

chiplet interconnects for representative CNN workloads exe-

cuted on a 16-cluster system.

and VGG8-M, as bandwidth requirements are lower. Regarding

the wireless interconnect employing an exponential backoff pro-

tocol, Figure 7 shows lower speed-up results for benchmarks with

intra-layer parallelism (MobileNetV1 and V2) with respect to the

4-cluster case, only exceeding the performance of the wired inter-

connect and that of token passing over wireless with bandwidths

higher than 200 Gbps. This performance reduction is due to the

greater number of collisions resulting from the increase in the num-

ber of transceivers and the rate of data transfers. When executing

programs showing inter-layer parallelism (VGG8M), however, colli-

sions are still infrequent even with 16 clusters, and the behavior is

similar to the one observed in the 4-cluster system, outperforming

token passing with bandwidths at and above 100 Gbps.

The average latency results, depicted in Figure 7-bottom, show

that the token passing latency is higher than in the 4-cluster case

as a result of the greater amount of nodes in the interconnect.

Additionally, it is further increased when executing MobileNetV1

and V2, due to the higher traffic generated by intra-layer parallelism.

Exponential backoff, in turn, shows slightly higher latency values

than the 4-cluster version.

The 16-cluster results discussed above demonstrate the con-

straints of scaling a wireless in-package interconnect with current

wireless technology. However, as they illustrate, modern many-

node networks can match the performance of lower-sized systems

under applications with bursty sequential communication patterns.

Also, to support a wider range of applications, wireless chiplet

interconnects would need to achieve higher bandwidths; we show-

case how the 16-cluster system employing a 200 Gbps wireless

interconnect can perform better than the wired alternative.

6 CONCLUSIONS

In-package wireless communication shows great promise as an

enabler for multi-chiplet designs. While supporting the system

interconnect, it does not require chiplet-to-substrate physical con-

nections for data communication, thus decreasing design and inte-

gration efforts. To assess the performance of this novel technology

from a system perspective, in this paper we have presented a multi-

parameter exploration of the capabilities of the emerging wireless

in-package technology, enabled by our novel extension to the gem5-

X full-system simulator. We have shown that in-package wireless

networks can compete with wired and mainstream alternatives.

Furthermore, they can outperform them for key workloads, such

as CNNs, achieving speed-ups from 1.27× to 2.64× in a 4-cluster

system. Additionally, we demonstrated that the choice of MAC

protocol greatly impacts performance, with token passing strate-

gies outperforming exponential backoff protocols in the considered

systems and state-of-the-art channel bandwidths. Application map-

pings also impact performance: in the case of CNN, the reduced

collision rates of inter-layer parallelization result in lower run-time

than intra-layer approaches.
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