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Abstract - Accuracy is the primary focus in prediction 

research. Optimization is conducted to improve the 

performance of prediction models, thereby enhancing 

prediction accuracy. This study aims to optimize the 

Facebook Prophet model by performing hyperparameter 

tuning using Bayesian Optimization to improve the 

accuracy of USD Index Value prediction. Evaluation is 

conducted through multiple prediction experiments using 

different ranges of historical data. The results of the study 

demonstrate that performing hyperparameter tuning on 

the Facebook Prophet model yields better prediction 

results. Prior to parameter tuning, the MAPE indicator 

metric is 1.38% for the historical data range of 2014-2023, 

and it decreases to 1.33% after parameter tuning. Further 

evaluation shows improved prediction performance using 

different ranges of historical data. For the historical data 

range of 2015-2023, the MAPE value decreases from 

1.39% to 1.20%. Similarly, for the data range of 2016-

2023, the MAPE decreases from 1.12% to 0.80%. 

Furthermore, for the data range of 2017-2023, there is a 

decrease from 0.80% to 0.76%. This is followed by the data 

range of 2018-2023, with a decrease from 0.75% to 0.70%. 

Lastly, for the data range of 2019-2023, there is a decrease 

from 0.63% to 0.55%. These results demonstrate that 

performing Hyperparameter Optimization using Bayesian 

Optimization consistently improves prediction accuracy in 

the Facebook Prophet model. 

 
Keywords: facebook prophet, bayesian optimization, USD 

index, prediction, data mining. 

I. INTRODUCTION 

The utilization of indices to assess stock performance 

has been in existence since the 19th century. These 

indices are used to track various market segments. 

However, they fail to fully capture the purchasing power 

of the underlying currency. Therefore, if the value of the 

currency is not stable, the index will not provide an 

accurate picture of wealth changes [1]. The USD Index 

proves valuable for traders as it allows them to track the 

movement of the US dollar against a group of other 

currencies in a single transaction. However, predicting 

financial market conditions has become a complex 

challenge. Recent research demonstrates that the 

application of artificial intelligence, machine learning, 

and neural networks possesses the capability to address 

non-linear and complex features of historical data, 

thereby generating precise accurate and useful 

predictions [2]. 

The researchers employed the Facebook Prophet 

method in this study due to its utilization of a 

straightforward and adaptable regression model. This 

model could produce satisfactory results using default 

parameters. It offers analysts the flexibility to select the 

appropriate components for prediction tasks and allows 

for convenient adjustments based on specific 

requirements [3]. Manual hyperparameter optimization 

is a widely used and uncomplicated approach for this 

purpose. However, this approach is impractical and 

inefficient when dealing with complex models that 

require numerous adjustments and combinations [4]. 

The application of Bayesian Optimization can yield 

good results when used on datasets with non-linear, 

complex, and noisy characteristics. The computational 

requirements for identifying optimal hyperparameters 

can be time-consuming and can impact the performance 

of the model [5]. In recent decades, researchers in the 

field of machine learning have made significant efforts. 

One critical task that often relies on the expertise of 

professionals is data pre-processing, model selection, 

and hyperparameter tuning. The complexity of these 

tasks, in some cases, has made them appear mysterious 

and difficult to comprehend [6]. 

Reference [5] applying Bayesian hyperparameter 

optimization to the CIFAR-10 dataset to improve model 

performance. With Bayesian Optimization the value of 

each hyperparameter can be known, thereby saving time, 

and improving model performance. The results showed 

that the error can be reduced by 6.2% when using the 

GPU (graphical processing unit) compared to the CPU 

(central processing unit) at the validation stage. Then, 

Reference [7] comparing the performance of prediction 

models with combined methods such as Long Short 

Term Memory and Bayesian Optimization into LSTM-
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BO-XGBoost, LSTM-XGBoost then LSTM and RNN 

(Recurrent Neural Network) methods. The results 

showed that the LSTM-BO-XGB combined method 

obtained the best performance with the evaluation results 

of the lowest RMSE and MAE metrics compared to the 

other models, then the accuracy and F1 scores were the 

highest than the other models. Furthermore, Reference 

[8] combines XGBoost and Bayesian Optimization to 

predict train arrival delays. In the table of performance 

test results in three delay scenarios, the XGB-BO 

combined method outperforms all other methods in the 

study in all delay scenarios. BO increases the accuracy 

of XGB predictions and improves efficiency in the 

parameter optimization process. 

Bayesian optimization has also recently been applied 

in various fields to improve model performance and 

accuracy. In the field of classification and diagnostics, 

there have been developments such as the BO-SVM 

model for Parkinson's disease [9] and an automation 

system that utilizes CNN and KNN for the diagnosis of 

Alzheimer's [10]. In the field of prediction, Bayesian 

optimization has been used for diverse applications 

including predicting jump height after the release of ice 

on the transmission [11], cryptocurrency price prediction 

[12], forecasting the number of vehicles on the road [13], 

predicting the collapse of transmission foundation 

towers [14], real-time prediction of electric load on a 

smart grid [15], prediction of wind energy generation 

[16], and a decision support prediction system for the 

diagnosis of gestational diabetes [17]. Furthermore, 

Bayesian optimization has also been employed in 

predicting the state of health (SOH) of lithium-ion 

batteries [18]. These articles demonstrate the success of 

Bayesian optimization in improving performance and 

accuracy across various applications. 

II. METHOD 

This study uses secondary data in the form of 

historical USD Index taken from the Yahoo Finance 

website which contains opening, closing, highest and 

lowest values daily from 2014 to 2023.  

A. Prediction Model 

The Facebook Data Science team developed the 

Facebook Prophet method based on GAN (Generalized 

Additive Model) [19]. Designed with intuitive and well-

balanced parameters in mind without the need for in-

depth knowledge of the underlying model. Prophet 

begins by analyzing and modeling time series data using 

predetermined parameters, then generates predictions 

and evaluates them. When a problem occurs, Prophet 

will notify the analyst to make the necessary 

improvements or changes, so that the analyst can 

understand what has happened and how to adjust based 

on this input [20]. Prophet requires a very short 

calculation time compared to other models [21]. 

The Prophet model consists of three key components: 

trend, seasonality, and holidays. These components are 

combined into (1). 

𝑦(𝑡) = 𝑔(𝑡) + 𝑠(𝑡) + ℎ(𝑡) + ℇ𝑡             (1) 

Where 𝑔(𝑡) represents the trend component, which can 

be either piecewise linear or logistic in nature, 𝑠(𝑡) 

represents periodic changes such as daily, weekly, or 

yearly patterns, ℎ(𝑡) represents holidays with irregular 

schedules, and ℇ𝑡 is the error term. 

B. Optimization Method 

Bayesian Optimization (BO) is an intelligent 

technique used to improve the performance of an 

objective function that takes a long time to evaluate, such 

as minutes or even hours. This method is particularly 

suitable when we want to optimize a function within a 

continuous range of values and with a relatively low 

dimensionality, typically less than 20. BO is also 

effective in handling random fluctuations or noise that 

occurs during the evaluation of the function [22] which 

seeks to find optimal parameter values by constructing a 

probability model based on previous evaluation results 

as in (2) [23]. 

𝑋∗ = 𝑎𝑟𝑔𝑎∈𝑄 max  𝑓(𝑥)                     (2) 

Where 𝑄  is all set of the hyperparameters and 𝑎 

represent the various set combination of the 

hyperparameter within 𝑄, 𝑋∗ is the best optimal possible 

hyperparameter obtained from the final optimization 

process, and 𝑓(𝑥) is the objective function needed to be 

optimized [24]-[25]. 

In the commonly used BO method, a prior Gaussian 

process (GP) is developed based on previous 

observations of 𝑓(𝑥) . Then, an evaluation point 𝑓  is 

selected by maximizing the Acquisition Function (AF) 

derived from the posterior. At this stage, there is a set of 

possible values for 𝑥 called 𝑄. The main objective is to 

choose 𝑥 from 𝑄 in such a way that the value of 𝑓(𝑥) 

reaches the smallest or largest value. The BO method has 

the advantage of selecting the best value based on the 

evaluations performed [26], [27]. By utilizing initial 

information about the 𝑓  function and updating the 

acquired information, it helps reduce losses and improve 

the accuracy of the model. Grid Search method is 

inefficient to use in high-dimensional spaces, while 

Random Search, which is better than both, tends to only 

search for local optima and fails to reach the global 
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optimum. Other evolutionary optimization methods 

require long training time and often yield inconsistent 

results. Bayesian Optimization successfully overcomes 

all these constraints by efficiently finding the global 

optimum [5].  

Bayesian optimization can be thought of as like 

manual search. For example, when optimizing the 

hyperparameters of a machine learning model, one can 

try a set of parameters, observe the results, change one 

of the parameters, run it again, and compare the results. 

This helps determine if the search direction is correct. 

Bayesian optimization performs a similar process, where 

past performance of hyperparameters influences future 

decision making. In comparison, Random Search and 

Grid Search do not take past performance into account 

when determining new hyperparameters to evaluate. 

Therefore, Bayesian Optimization is considered as a 

much more efficient method [28]. 

1) Gaussian Process:   Gaussian Process (GP) is a 

popular surrogate model used in Bayesian Optimization 

(BO) [29]. The black box approach allows for good 

memory of all training data. In this method, Gaussian 

Process (GP) is initialized with evaluated values, which 

can be directly updated on the function being used with 

newer and more accurate values. By connecting the 

existing initial points, it is then possible to predict the 

function points for new test data. As a result, the model's 

performance significantly improves [5]. 

A Gaussian Process is fully determined by its mean 

function and covariance function, which describe the 

relationship between points in the GP and is noted 𝑓(∙
)~𝐺𝑃(𝜇(∙), 𝑘𝛩(∙,∙)), with 𝜇(∙) as the mean function and 

𝑘(∙,∙) as the covariance function [30]. 

2) Acquisition Function:   Acquisition Function 

(AF) is a model used in BO methods. This function helps 

determine which point to evaluate next in the search for 

the optimal value of an expensive or difficult to evaluate 

objective function. The acquisition function is based on 

a probabilistic model, such as Gaussian Process 

Regression, which uses information from previous 

evaluations of the objective function [31]. There are 

several commonly used models of Acquisition Function 

in Bayesian Optimization [31]–[34] (Fig. 1). 

 Expected Improvement (EI): Functions to estimate 

the likelihood of improvement compared to the best 

point evaluated so far. 

 Probability of Improvement (PI): Functions to 

estimate the probability of improvement exceeding a 

certain threshold compared to the best point evaluated 

so far. 

 Lower Confidence Bound (LCB): This function uses 

the lower confidence bound to select points that have 

the potential for low optimal values. 

 Upper Confidence Bound (UCB): This function 

makes decisions based on the level of uncertainty in 

the model estimation, selecting evaluation points with 

the most significant level of uncertainty. 
One commonly used AF is EI [30], and the formula 

for EI can be found in (3). 

𝐸𝐼(𝑥) = 𝐸𝑚𝑎𝑥(𝑓(𝑥) − 𝑓(𝑥+), 0)     (3) 

Where in this context, 𝑓(𝑥+) represent the best sample 

value provided by 𝑥+ , which is 𝑥+ =
𝑎𝑟𝑔𝑚𝑎𝑥𝑥𝑖∈𝑥1:𝑡

𝑓(𝑥𝑖) [31].

 

 

Fig. 1 Bayesian optimization pseudocode algorithm 
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C. Model Evaluation 

In this study, the model evaluation is performed using 

the Mean Absolute Percentage Error (MAPE) metric to 

assess the performance of the prediction model.  

MAPE is used to compare the accuracy of predictions 

across different datasets. The main reason for using 

MAPE is that this metric is not influenced by the data 

scale. In other words, MAPE can provide a fair and 

objective comparison between forecasts in different 

datasets [35]. The equation for evaluating the MAPE 

metric is shown in (4). 

D. Research Steps 

In the research methodology in Fig. 2, the first step 

involves conducting a literature review on the Facebook 

Prophet prediction model, Bayesian Optimization for 

hyperparameter tuning, and Model Evaluation using 

MAPE. Then, data is collected from Yahoo Finance for 

the USD Index from 2014 to 2023. Next, the Prophet 

model is applied, considering the variables ds (datestamp) 

and y as the target variable. This is followed by 

prediction using the Prophet model and the Prophet 

model with Bayesian Optimization. The results and 

performance discussion of the predictions are presented. 

Finally, the research concludes with a summary of 

findings. 

𝑀𝐴𝑃𝐸 = 100
∑

|𝑂𝑃𝑖
𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑−𝑂𝑃

𝑖
𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑

|

𝑂𝑃𝑖
𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑

𝑛
𝑡=1

𝑛
            (4) 

Where 𝑛 is the number of observations, 𝑂𝑃𝑖
𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 

is the observed value at time 𝑖, and 𝑂𝑃𝑖
𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑

 is the 

predicted value at time 𝑖 [36]. 

A model should have a low MAPE value, meaning 

the predicted values should be close to the actual values 

[20]. This categorization refers to Table I. 

III. RESULT AND DISCUSSION 

This study applies the Bayesian Optimization (BO) 

method to find the best hyperparameters in the prediction 

model. Predictions are made with various data ranges, 

both using BO and without BO. Subsequently, an 

analysis of the predicted performance of the model with 

and without BO is conducted. This study aims to see 

whether the use of BO can significantly improve the 

quality of predictions. 

A. USD Index Data 

The data retrieval was done using the Python library 

yfinance with the ticker 'DX-Y.NYB' from January 1, 

2014, to May 18, 2023. The variable datestamp was used 

to capture trends and historical patterns in the data, and 

the closing values of the USD Index were extracted as 

the target variable. A sample of the data is presented in 

Table II. 

B. Bayesian Optimization 

Table III shows the hyperparameters used in the 

model. changepoint_prior_scale determines the priority 

scale in the trend, seasonality_prior_scale determines the 

priority scale in seasonality, interval_width sets the 

width of the confidence interval, changepoint_range sets 

the range of percentage changes in the trend, and 

uncertainty_samples determine the number of samples 

used to estimate the uncertainty in the trend and 

seasonality components [37]–[39]. 

TABLE I 

MAPE STANDARD CATEGORY 

Percentage 
Forecast Evaluation 

Accuracy 

<10% The accuracy of forecasting is excellent 

10-20% The accuracy of forecasting is good 

20-50% The accuracy of forecasting is 

sufficiently good 

>50% The accuracy of forecasting is poor 

 

 
Fig. 2 Method stages 
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Table IV shows the settings for optimization using 

BO. In this context, there are two specified parameters: 

n_iter and init_points, which are used to control the 

optimization process.  The n_iter parameter is set to 25, 

indicating that the optimization will run for 25 iterations. 

During each iteration, BO will evaluate and search for 

the optimal combination for the model. On the other hand, 

the init_points parameter is set to 10, which means there 

are 10 initial points randomly chosen to start the 

optimization process. 

C. Model Prediction 

In the Prophet model predictions, all the testing used 

the same set of parameters. In this case, these parameters 

include general configurations commonly used in the 

Prophet model. In Table V, the three parameters account 

for the fluctuations in each season. By enabling these 

parameters, the model can adapt to the characteristics of 

each season, resulting in forecasts that are relevant to the 

existing seasonal patterns. 

The outcomes of the optimization process utilizing 

BO to identify the most suitable hyperparameters are 

presented in Table VI. For each distinct dataset range, the 

optimized parameters match the ones listed in Table III. 

This indicates that BO systematically optimized these 

parameters for each dataset range, leading to optimal 

values that align with the underlying data patterns in each 

specific dataset. 

D. Prediction Result 

In this study, the main indicator for evaluating the 

prediction results of the Prophet model and the Prophet 

model with BO optimization is MAPE (Mean Absolute 

Percentage Error). Other metrics such as RMSE (Root 

Mean Squared Error), MSE (Mean Squared Error), MAE 

(Mean Absolute Error) and R2 (Coefficient of 

Determination) for a more comprehensive assessment of 

model performance.

TABLE II 

USD INDEX DATA SAMPLE 

No. 
USD Index Data Transformed 

ds y 

1. 2023-05-12 102.68 

2. 2023-05-15 102.43 

3. 2023-05-16 102.56 

4. 2023-05-17 102.88 

5. 2023-05-18 103.58 

TABLE III 

THE HYPERPARAMETER 

Hyperparameter 
Chosen Hyperparameter  

Values Type 

changepoint_prior_scale [0.01, 100] Continuous 

seasonality_prior_scale [0.01, 100] Continuous 

interval_width [0.01, 0.99] Continuous 

changepoint_range [0.8, 1.0] Continuous 

uncertainty_samples [1000, 5000] Integer 

 

TABLE IV 

BAYESIAN OPTIMIZATION SETTINGS 

Parameter 
Optimizer 

Values 

n_iter 25 

init_points 10 

TABLE V 

PROPHET MODEL PREDICTION 

Parameter 
Prophet Model 

Boolean 

yearly_seasonality True 

weekly_seasonality False 

daily_seasonality False 

 

TABLE VI 

PROPHET MODEL WITH BAYESIAN OPTIMIZATION FOR A YEAR PREDICTION 

Model Parameter 
Parameter Settings Across Dataset Ranges 

2014-2023 2015-2023 2016-2023 2017-2023 2018-2023 2019-2023 

yearly_seasonality True True True True True True 

weekly_seasonality False False False False False False 

daily_seasonality False False False False False False 

changepoint_range 0.81 0.81 0.86 0.81 0.81 0.88 

changepoint_prior_scale 17.61 23.77 18.35 58.40 6.87 58.27 

seasonality_prior_scale 60.23 49.45 43.20 10.46 52.48 95.33 

interval_width 0.21 0.55 0.56 0.13 0.24 0.16 

uncertainty_samples 3831 2166 2164 1932 2492 4865 
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TABLE VII 

EVALUATION METRICS RESULT FOR A YEAR PREDICTION 

Metrics 
Prophet Model Across Dataset Prophet Model + BO Across Dataset 

2014 2015 2016 2017 2018 2019 2014 2015 2016 2017 2018 2019 

MAPE 1.38% 1.39% 1.12% 0.80% 0.75% 0.63% 1.33% 1.20% 0.80% 0.76% 0.70% 0.55% 

RMSE 3.690 3.791 2.650 1.145 0.944 0.676 3.242 2.814 1.058 0.966 0.855 0.551 

MSE 1.921 1.947 1.628 1.070 0.972 0.822 1.801 1.678 1.029 0.983 0.925 0.742 

MAE 1.350 1.375 1.113 0.788 0.734 0.622 1.297 1.179 0.789 0.744 0.695 0.545 

R2 0.898 0.816 0.884 0.954 0.969 0.976 0.910 0.869 0.953 0.961 0.973 0.981 

Table VII presenting the results of the metric 

evaluation for the Prophet model and the Prophet model 

with optimization using BO are presented. The metric 

evaluation is conducted on predictions made using an 

initial dataset from 2014 to 2019 until the end of the 2023 

dataset. Based on the results of the metric evaluation, it 

is known that the Prophet with BO model shows better 

performance compared to the Prophet model without BO 

optimization. This can be observed between the two 

metric evaluations result such as MAPE, RMSE, MSE, 

MAE and R2. 

Retest the predictions for the next month, evaluating 

the performance of the prediction model over a shorter 

timeframe and see if the results obtained earlier on the 

one-year predictions remain consistent. 

The results of the second test are shown in Table VIII 

for the model based on Bayesian Optimization 

hyperparameter tuning result, and Table IX presents the 

evaluation metrics result, which predicts the value of the 

USD Index for the next month. These two models have 

proven to be consistent by having similar performance 

for both the Prophet model and the Prophet model using 

BO. 

IV. CONCLUSION 

From this study, it can be concluded that the Prophet 

model with Bayesian Optimization is an effective 

approach for predicting the USD Index with more 

accurate metric evaluation results or higher prediction 

accuracy. The increased accuracy of these prediction has 

important implications in various contexts. The accuracy 

of these predictions can assist market stakeholder, 

investors, and financial analysts in making better 

decisions regarding trade and investments involving the 

USD.

 

TABLE VIII 

PROPHET MODEL WITH BAYESIAN OPTIMIZATION FOR A MONTH PREDICTION 

Model Parameter 
Parameter Settings Across Dataset Ranges 

2014-2023 2015-2023 2016-2023 2017-2023 2018-2023 2019-2023 

yearly_seasonality True True True True True True 

weekly_seasonality False False False False False False 

daily_seasonality False False False False False False 

changepoint_range 0.81 0.81 0.90 0.81 0.81 0.93 

changepoint_prior_scale 17.61 16.50 12.21 58.40 56.62 82.14 

seasonality_prior_scale 60.23 64.50 90.93 10.46 16.33 67.28 

interval_width 0.21 0.98 0.13 0.13 0.42 0.22 

uncertainty_samples 3831 3835 2035 1932 1619 2673 

TABLE IX 

EVALUATION METRICS RESULT FOR A MONTH PREDICTION 

Metrics 
Prophet Model Across Dataset Prophet Model + BO Across Dataset 

2014 2015 2016 2017 2018 2019 2014 2015 2016 2017 2018 2019 

MAPE 1.38% 1.39% 1.12% 0.80% 0.75% 0.63% 1.33% 1.14% 0.80% 0.76% 0.70% 0.52% 

RMSE 3.690 3.791 2.650 1.145 0.944 0.676 3.242 2.662 1.115 0.966 0.856 0.471 

MSE 1.921 1.947 1.628 1.070 0.972 0.822 1.801 1.631 1.056 0.983 0.925 0.686 

MAE 1.350 1.375 1.113 0.788 0.734 0.622 1.297 1.120 0.790 0.744 0.692 0.514 

R2 0.898 0.816 0.884 0.954 0.969 0.976 0.910 0.871 0.951 0.961 0.973 0.983 
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