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Abstract 

Deep Learning (DL) has an extensively rich state-of-the-art literature in medical imaging analysis. 

However, it requires large amount of data to begin training. This limits its usage in tackling future 

epidemics, as one might need to wait for months and even years to collect fully annotated data, 

raising a fundamental question: is it possible to deploy AI-driven tool earlier in epidemics to mass 

screen the infected cases? For such a context, human/Expert in the loop Machine Learning (ML), 

or Active Learning (AL), becomes imperative enabling machines to commence learning from the 

first day with minimum available labeled dataset. In an unsupervised learning, we develop 

pretrained DL models that autonomously refine themselves through iterative learning, with human 

experts intervening only when the model misclassifies and for a limited amount of data. We 

introduce a new terminology for this process, calling it mentoring. We validated this concept in 

the context of Covid-19 in three distinct datasets: Chest X-rays, Computed Tomography (CT) 

scans, and cough sounds, each consisting of 1364, 4714, and 10,000 images, respectively. The 

framework classifies the deep features of the data into two clusters (0/1: Covid-19/non-Covid-19). 

Our main goal is to strongly emphasize the potential use of AL in predicting diseases during future 

epidemics. With this framework, we achieved the AUC scores of 0.76, 0.99, and 0.94 on cough 

sound, Chest X-rays, and CT scans dataset using only 40%, 33%, and 30% of the annotated dataset, 

respectively. For reproducibility, the link of implementation is provided: 

https://github.com/2ailab/Active-Learning.  
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Chapter 1 

1. Introduction 

 

Summary: This chapter introduces the thesis, motivation of the work, and provides the outline of 

the thesis.  

Key topics: Need, motivation, goal, and contribution. 

1.1  Context and problem 

Epidemics are a rapid or unexpected increase in disease cases in a certain community or 

geographical region [1], mostly a consequence of infectious disease outbreaks spreading from 

person to person through the air, contact, animal-to-person contact, environments, or other media. 

History has demonstrated enough evidence of occurrence of epidemics at different timelines. For 

instance, HIV/AIDS, discovered in 1981, spreader across central Africa and around the world 

infecting approximately 85.6 million people with over 40.4 million death cases; similarly, Ebola 

was discovered in 1976, Zika in 1950, E. coli in 1982, and Covid-19 in 2019. This induces an 

optimal statement “Future epidemics are inevitable”. Considering this situation, a pertinent 

question arises: are there readily available tools that can be promptly employed to monitor cases 

right from the onset of epidemics? Recently, with the advancement in the Deep Learning (DL) 

algorithms and myriad of available dataset, healthcare sectors have benefitted in drug discovery 

[2], genomics [3], personalized medicine[4], and medical imaging analysis[5] is not an exception. 

However, all the pre-existing DL models require a large amount of labeled dataset to work 

effectively [6][7]. With this, another question emerges: how much labeled data is enough to start 

training? A more critical question would be: what if we do not have dataset? Do we wait for 

months, or even years to have enough dataset to train our models. This is infeasible especially at 

the time of epidemics; we cannot wait for people to die until we have enough data to commence 

training.   

Human-in-the-loop Machine Learning (ML) or Active Learning (AL) can assist public healthcare 

workers to begin training from day one with the limited amount of labeled dataset. When it comes 
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to scarcity of annotated dataset, which is always the case in emergencies such as epidemics, AL is 

the must [8][9]. The concept of implementing AL possibly mitigates the spreading of disease by 

having a system ready that can begin training from the first day of epidemic. AL is a subfield of 

ML, where the machine learns from a limited amount of labeled dataset by having some role in 

selecting the data instance it wants to learn from. Leveraging AL, in this thesis, we present an 

unsupervised clustering framework that can commence training with a minimum possible labeled 

dataset and provide a proof that it is applicable for any type of medical image dataset. 

1.2  Goal  

The primary goal of thesis is about development of an Artificial Intelligence (AI) driven tool that 

can be used for mass screening of any medical images to possibly mitigate the risk from upcoming 

epidemics. The risk is mitigated by having a system ready early so that it can assist public health 

workers to identify new patients curbing the spreading of disease in large populations. For this, a 

stream-based AL framework was developed and validated in three distinct datasets: Cough sound, 

Chest X-rays, and CT scans. All the datasets were based on Covid-19 as it is the most recent 

pandemic. Not to be confused, the framework developed in this thesis is only a proof-of-concept 

of how AL can possibly assist public health workers in mass screening at the time of epidemics.  

1.3  Methodology 

AL or human-in-the-loop ML is not a new concept and is ubiquitously used in the domain of DL 

having a rich literature. AL can be implemented in various scenarios depending on the ways the 

dataset is available, and selection of data samples to label can be applied using various strategies. 

Among the vast available methods, we selected stream-based AL scenario where labeling data 

sample occurs only when the model commits a mistake and for a limited amount of data. Stream-

based AL scenario was selected with an assumption that continuous flow of unlabeled data occurs 

at the time of epidemic and data samples are selected (queried) when the model commits a mistake. 

In an unsupervised framework, the model then clusters the data into two clusters (0/1: non-Covid-

19/ Covid-19 positive cases). 

1.4  Outlines 

Rest of the thesis is structured as follows:  

Chapter 2: This chapter provides background of AL, its types, relevant related works, and discusses 

why to use AL.   

Chapter 3: The chapter dives deep into the implementation of the proposed AL framework, 

explaining how mentoring occurs in DL models; how we integrate unsupervised clustering, and k 

ways n shot learning. 

Chapter 4: Comprises experimental setup with description of dataset, evaluation and validation 

technique being used. 
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Chapter 5: This chapter deals with results on each dataset and comparison with the previous works 

that trained DL models using completely labeled dataset.  

Chapter 6: This chapter concludes the thesis and mentions future work applicable for this thesis.  
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Chapter 2 

2. Active learning- theory 

 

Summary: This chapter provides the thorough theoretical explanation of AL, its types, querying 

strategies, and when to use it.  

Key topics: Active learning, active learning scenarios, and querying strategies. 

2.1  Background 

AL, also known as Human/Expert-in-the-loop ML is a subfield of ML that operates under the 

assumption that the model can actively query (for example, unlabeled instance) an oracle (or a 

human/Expert annotator) for labels of carefully selected examples. Alternatively, ML techniques 

that aim to improve model performance by selecting the most informative examples from the 

unlabeled dataset for training. The technique is applicable to any kind of model such as neural 

network, Support Vector Machine (SVM), etc. Unlike passive learning, that refers to collecting 

copious of labeled dataset before training, AL focuses on actively acquiring labels for the most 

relevant instances, thereby reducing the labeling effort, cost, and computational burden involved. 

Figure 1 illustrate a general example of the working of AL. Any algorithm that implements AL 

iteratively trains the model, initially with the available labeled data, followed by model selecting 

the difficult examples or most informative data instance from unlabeled pool to query human 

Expert. After the oracle annotates the data, it is added to the existing labeled dataset to retrain the 

model. This process is repeated until certain convergence criteria is met. Usually, the convergence 

(also called stopping criterion) is pre-defined: the number of iterations, a target performance level, 

or other convergence indicator [10][11]. Based on the ways the AL techniques are applied, the 

branch of AL is divided into three scenarios (or setting): membership query synthesis, stream-

based selective sampling, pool-based sample. Each scenario is discussed below.  
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Figure 1: A general example showing the working of AL algorithm. 

2.2 Membership query synthesis 

Membership query synthesis [12] is an early active learning scenario where the learner actively 

seeks "label membership" (synthesis data) for unlabeled data instances within the defined input 

space. The assumption is made of learner having knowledge of the input space, including feature 

dimensions and ranges. While generating queries efficiently is practical for finite domains, labeling 

arbitrary instances, as in Natural Language Processing (NLP), can be challenging due to potential 

lack of coherence. Despite this challenge, this approach reduces the cost of experimental materials 

compared to running the least expensive experiment alone. Figure 2 illustrates the membership-

based AL scenario. 

2.3 Stream-based selective sampling 

Stream-based selective sampling [13] is designed for handling streaming data, where instances 

arrive individually or in small batches. The learner selects unlabeled instances one by one or in 

batches from the input source and decides whether to query or discard each instance. The 

assumption is that obtaining an unlabeled instance is either cost-free or inexpensive. The stream-

based scenario has been applied in real-world tasks like part-of-speech tagging, sensor scheduling, 

and learning ranking functions for information retrieval. Figure 2 illustrates the stream-based AL 

scenario. 

2.4  Pool-based scenario  

In real-world learning scenarios, obtaining extensive sets of unlabeled data can be challenging. To 

address this, pool-based [14] is adopted, combining a small, labeled dataset ('L') with a large pool 

of unlabeled data ('U'). Queries for labeling are chosen from this dataset, often assumed to be 

closed, indicating it is either static or doesn't change, although this is not always a prerequisite. 

The selection of queries typically follows a greedy approach based on a utility measure, especially 

when 'U' is extensive. Pool-based sampling has been extensively examined in various ML domains, 



   

 

6 

 

including text classification, information extraction, image and video classification and retrieval, 

speech recognition, and medical diagnosis. Figure 2 illustrates the pool-based AL scenario, which 

is more common in application papers, while the stream-based approach may be preferred in 

scenarios with memory or processing constraints, such as with mobile devices or large datasets. 

 

Figure 2: Illustration of three AL scenarios to query instances to oracle. Note that learner can be 

any ML/DL system. 

2.5 Query strategies 

In all AL scenarios, assessing the informativeness of unlabeled instances is a fundamental aspect, 

which can be accomplished through various methods discussed in the literature. Development of 

novel querying strategies has been an active research area in AL. In this section, classical querying 

strategies are listed along with some of the popular custom query strategies. Some examples of 

classical querying technique are uncertainty sampling, query by disagreement, query by 

committee, estimated error reduction, variance reduction and fisher information ratio, density-

weighted methods, etc. One example of the querying techniques is provided below: 

Uncertainty sampling 

Uncertainty sampling [14] entails selecting instances that the learner finds most uncertain. The 

selection is based on the idea that these instances are likely to offer the most valuable information 

for addressing the problem, aiming to prevent the querying of redundant instances. It further 

consists of three types, each described below. 
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Least Confident: Selects the instance that is predicted with lowest confidence. Given by the 

equation, 𝑎∗ = 𝑎𝑟𝑔𝑚𝑎𝑥𝑎 𝑃 (
�̂�

𝑎
), where 𝑎∗ is the selected instance, and argmaxa P(b/a) is the 

instance prediction with the greatest posterior probability, ‘a’ is the available dataset. 

Margin-based sampling: It relies on the margin of the output, given by 𝑎∗ = 𝑎𝑟𝑔𝑚𝑖𝑛𝑎  [𝑃 (
�̂�1

𝑎
) −

𝑃 (
�̂�2

𝑎
)] where 𝑏1̂ and 𝑏2̂ represents the first and second most likely predictions under the model. 

Entropy-based sampling: One of the most widely used and general uncertainty sampling strategies 

commonly employs entropy, typically represented as H, as the measure of utility: 𝑎∗ =

𝑎𝑟𝑔𝑚𝑎𝑥𝑎 − ∑  𝑃 (
𝑏𝑖

𝑎𝑖
) ∗ 𝑛

𝑖=0 log (𝑃 (
𝑏𝑖

𝑎𝑖
)), where b ranges over all labeling of a.  

Other techniques developed either to optimize the querying and labeling cost or to work for 

specific task at hand (classification, prediction, etc.) are: Variational Adversarial Active Learning 

(VAAL), Query strategy for Convolutional neural networks (CNN), Bayesian Active Learning by 

Disagreements (BALD), Wasserstein Adversarial AL (WAAL), Generative Adversarial Active 

Learning (GAAL), Cost-Effective Active learning (CEAL), etc. Note that explaining various 

custom built querying techniques are out of the scope of this thesis.  

2.6  Why use AL?  

AL or human-in-the-loop ML is gaining popularity both in academic and industrial usages. It is 

especially suitable for cases characterized by an abundance of data but has high costs associated 

with labeling - both time and money - encountered frequently in complex supervised learning tasks 

or when the annotated dataset is scarce. In such cases, implementing AL will offer a solution by 

iteratively training models and selecting the most informative unlabeled dataset to label extending 

the available training set. 

2.7  Related works 

In this section, initially, we discuss AL techniques used in general medical imaging analysis task, 

followed by the DL models used for Covid-19 mass screening, after that we describe AL techniques 

used in Covid-19 mass screening.  

Usage of AL have increased in the domain of medical imaging analysis as hiring Expert (or 

doctors) for annotations is expensive and time consuming. Hao et al. [15] used uncertainty 

sampling on Magnetic Resonance Imaging (MRI) for brain tumor classification achieving 82.89% 

AUC value. Similarly, Nguyen et al. [16]  used AL, specifically uncertainty estimation for cancer 

cases classification using text-based reports achieving 98.25% sensitivity and 96.14% specificity. 

Gorriz et al. [17] implemented uncertainty sampling on microscopy images to segment Melanoma 

reporting the dice score of 74%. Likewise, Liu et al. [18] used uncertainty sampling for nodule 

detection on Low-Dose Computed Tomography (LDCT) images with a sensitivity of 92.1%. Jin 

et al. [19] segmented skin legion using density-based querying strategy achieving 93.4% dice 
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score. Qureshi et al. [20] implemented uncertainty sampling on retinography images to classify 

retinal fundus image achieving 93% F-measure, and 98% accuracy. Shao et al. [21]  classified 

nucleus using pair wise uncertainty sampling on colon pathology images with 79.2% F1-score. All 

the works were implemented in a pool-based scenario, which is popular in medical imaging 

analysis domain. In contrast, other researchers used AL on a custom scenario, for example, Park 

et al. [22] implemented semi-supervised based reinforced AL for nodule segmentation achieving 

80.2% F1-score. Wu et al.[23] achieved 86.6% accuracy using sample diversity and predicted loss 

querying strategy for Covid-19 classification on CT scan images. Iglesias et al. [24] used query by 

disagreement using two models to recognize and segment CT scan images achieving 67% dice 

score. Hoa et al. [25] classified cough sound dataset using Fisher Linear Discriminant (FLD) 

achieving 91.60% accuracy.  

Similarly, a rich literature is available for the classification of Covid-19 positive from other 

(healthy or general pneumonia) using DL models [26] [27] [28] [29] [30] [31]. Al-Waisy et al.  

used two pre-trained models: ResNet34 and high-resolution network to train chest x-rays recording 

the accuracy, sensitivity, specificity, precision, and F1-score of 99.99%, 99.98%, 100%, 100%, and 

99.99%, respectively. The authors used histogram equalization and Butterworth bandpass filter 

were used to preprocess the X-ray images. Ismael et al. [32] used five CNN models and Support 

Vector Machines (SVM) classifier with four kernel functions to classify healthy and Covid-19 

positive cases reporting the best result of 94.7% accuracy. Rajaraman et al. [33] employed iterative 

pruning of DL model that ensembles to detect pulmonary manifestations of Covid-19 in chest X-

rays. By leveraging modality-specific knowledge transfer, iterative model pruning, and ensemble 

learning, their approach achieved a significant improvement, yielding an accuracy of 99.01% and 

an area under the curve of 0.9972 in identifying Covid-19 findings on chest radiographs, 

showcasing its potential for swift adoption in Covid-19 screening. Brunese et al. [34] developed 

evidence-based method that consisted of three phases: the initial phase detects the presence of 

pneumonia in a chest X-ray, followed by a second phase distinguishing between Covid-19 and 

pneumonia, and the final step is dedicated to localizing areas in the X-ray indicative of Covid-19 

presence. This approach achieved an average Covid-19 detection time of approximately 2.5 

seconds and an average accuracy of 0.97. Okolo et al. [35] assessed the performance of eleven 

CNN architectures in classifying chest X-ray images, distinguishing among healthy individuals, 

those with Covid-19, and those with viral pneumonia. The authors explored three distinct 

modifications to adapt the established architectures for this task by incorporating additional layers, 

achieving the highest classification accuracy of 98.04% and the highest F1-score of 98.22% for 

the most effective configuration across all examined architectures on a dataset comprising 

authentic chest X-ray images. Similarly,  

Khurana et al. [36] utilized four DL architectures identify Covid-19 in CT scan images, with 

ResNet50 achieving the highest accuracy of 98.9%. Canayaz et al.  [37] introduced two novel 

methods employing data driven approach for Covid-19 diagnosis in CT scans using ResNet50 and 

MobileNetV2 for deep feature extraction, which was classified using SVM and K Nearest 

Neighbor algorithms. They reported the best accuracy of 99.06% using ResNet50 and SVM. 
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Similarly, Subhalakshmi et al. [38] proposed a model using Inception V4 and VGGNet16 for 

feature extraction, and Gaussian Naïve Bayes classifier as the final classifier for Covid-19 

identification on CT scans, while Zouch et al. [39] applied ResNet50 and VGG19 for Covid-19 

detection, achieving accuracies of 99.35% and 96. 77%, respectively, for both models. Similarly, 

Pahar et al. [40] used Coswara dataset (cough sound) using ResNet50 achieving the AUC of 97.6% 

and sensitivity of 93%. Similarly, Meister et al. [41] used Recurrent Neural Networks (RNN) on 

cough sound and achieved 77.5% AUC and 77% accuracy. Arup et al. [42] implemented Support 

Vector Machines (SVM) and achieved 98% AUC, 96% accuracy, and 96% sensitivity.  

However, to the best of our knowledge, a dearth of AL based solutions that specifically focuses on 

epidemics and Covid-19 exists in the literature. At the time of writing this thesis, only two work 

have contributed by implementing AL. Wu et al. [23] presents COVID-AL, a novel weakly-

supervised deep AL framework that combines lung region segmentation with a 2D U-Net and 

Covid-19 diagnosis using a hybrid AL strategy that considers sample diversity and predicted loss, 

demonstrating superior performance compared to state-of-the-art approaches with over 95% 

accuracy using only 30% of the labeled data. Hussain et al. [43] proposed AL approach addresses 

the issue of unreliable machine-generated annotations by re-weighting samples based on the 

similarity of their gradient directions to expert-annotated data and the gradient magnitude of the 

deep model's last layer, demonstrating improved segmentation performance for pneumonia 

infection on clinical Covid-19 CT benchmark data achieving the dice score of 76.35%.  
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Chapter 3 

3. Active learning – implementation 

 

Summary: This chapter provides the detail explanation of each component of the proposed 

framework. This includes the DL models, specifically CNNs, introduction to mentoring the DL 

models, unsupervised clustering method, and k-ways n-shot learning. 

Key topics: Deep learning models, convolutional neural network, mentoring, unsupervised 

clustering, and k way n shot learning. 

3.1  Background 

In the above section, we discussed AL methods implemented by other scholars in general medical 

imaging analysis task and to address the pressing issue of epidemic, specifically Covid-19. This 

section delineates our proposed framework and how we implemented such that training can 

commence from the first day of epidemic being declared. The framework was conceptualized by 

observing how doctors learn (or acknowledges) new diseases. No doctors in the world initially 

have much knowledge about an unknown disease; however, they can identify the reports as being 

abnormal and unforeseen. For instance, when Dr. Zhang Jixian, the first doctor in Wuhan, China 

to report Covid-19, received two patient’s Computed Tomography (CT) thorax images, she 

acknowledged they were different than common pneumonia – without knowing the disease, but 

was caused from single virus [44]. Later she confirmed that it was caused by infectious disease, 

after summoning the patients’ child with similar observation in the CT scan image. Likewise, our 

framework clusters the infected images (or abnormal cases) from normal ones so that the abnormal 

images are separated.  

In essence, we introduce mentoring to the in-house DL models that enables training to begin early 

with a limited amount of labeled dataset. Mentoring simply means including a human Expert in 

the training loop while training (also called AL). More about mentoring is discussed in Section 3.4 

after we describe DL models used in this study.  
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3.2  Deep learning models 

DL is a subfield of ML that learns the representation of data using Artificial Neural Network 

(ANN) [45]. Inspired by the working of human brains, DL models can discover the complex hidden 

features from the data (raw or pre-processed) without needing the interference of humans. DL 

models accomplishes this by having multiple hidden layers capable of representing non-linearity 

presented in the dataset. Each layer builds on top of the preceding layer creating a hierarchy (or 

stack) of features with initial layer representing simple features such as edges, and the next layer 

representing combinations of features from the previous layer to obtain more complex features, 

and so on.  Higher the number of layers, the better the model is at capturing complex features; 

however, note that the abstractness of the model increases with layers [46]. Some of the popular 

DL models are CNNs, Recurrent Neural Networks (RNN), transformers, and Generative 

Adversarial Network (GAN). The primary advantage of DL models is that it does not need manual 

hand-crafted features for predictions, unlike Shallow Learning models that learn only from human 

crafted features (e.g., Support Vector Machines (SVM), K-Nearest Neighbors (KNN), etc.). It has 

been beating records in task related to object recognition, computer vision related task such as 

classification/detection, speech recognition, etc. However, one of the primary challenges of any 

DL models is the requirement of large amount dataset to learn the underlying features. Next, we’ll 

discuss the DL models used in this thesis. 

3.3  Convolutional neural networks  

Convolutional Neural Networks (CNNs) are a special type of ANN designed to be used for 

analyzing visual data (e.g., images and videos). Composed of varieties of layers such as 

convolutional, pooling, and fully connected layers, CNNs have proven to be highly effective in 

various Computer Vision (CV) tasks including classification, object recognition/detection, and 

image segmentation tasks. Convolutional layers are considered a building block of CNN, where a 

small filter (or window) is defined to convolve over the input image – performing dot product with 

each set of pixel values (intensity) – to extract features such as edges, textures, etc. Similarly, a 

pooling layer down samples the output of convolutional layer to reduce the spatial dimension of 

the feature map. The feature map is obtained after an input data (images) is passed through the 

convolutional layer. After several convolutional and pooling layers, data is sent to fully connected 

layers – one or more – where each neuron is connected to all the succeeding neurons of the next 

layer in the network. Generally, convolutional layers capture local patterns such as edges, texture, 

etc., whereas fully connected layers capture global patterns such as arrangement of objects, etc. 

Having the combination of global and local features is advantageous in capturing features such 

that it is translation, rotation, and scaling invariant. Furthermore, CNNs have more advantages: 

local feature learning – learning low-level features, parameter sharing – reducing the total number 

of learnable parameters, transfer learning – suitable fine-tuning for a specific task with a smaller 

dataset, position invariant – can identify image regardless of its position in an image. Some of the 

popular CNN models are Residual Networks (ResNet), LeNet, Dense Convolutional Network 
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(DenseNet), InceptionNet, Visual Geometric Group (VGG), etc. We opted three popular CNNs 

model for this thesis: ResNet101, DenseNet169, and VGG16.  

ResNet101 

ResNet101 is a CNN-based architecture belonging to the Residual Network family [47]. First 

introduced by Kaiming et al. [47], ResNet101 consists of 101 layers each having a residual learning 

block. As in general CNN, the blocks contain several convolutional layers, pooling layers, batch 

normalization, and Rectifier Linear Unit (ReLU). It also introduces skip connections (or identity 

networks) allowing the model to learn the difference between input and desired output, rather than 

learning to map the input directly to output. This allows training very DL networks by mitigating 

the vanishing gradient problem. The depth of the network enables learning more complex hidden 

features/representations of the data, setting impressive performance on various benchmarks. We 

selected this network because of its popularity in the domain of medical imaging analysis [48][11]. 

DenseNet169 

DenseNet169 is one of the many networks in Densely Connected Convolutional Networks family 

[50]. Huang et al. [50] Introduced this model in 2017, with distinctive densely connected blocks 

(or dense blocks), meaning each layer receives direct inputs from all other preceding layers. This 

enables feature reuse with efficient flow of information, mitigate gradient vanishing issues, and 

parameter efficiency, that directly improves the training efficiency and model performance. Like 

ResNet, this allows learning intricate features and train deeper network. DenseNet169 was selected 

for its capability to work with limited computational resources or relatively smaller dataset size.  

VGG16 

VGG16 is a deep CNN architecture consisting of 16 layers developed by the Visual Geometry 

Group [51]. Characterized by its simplicity and uniformity, it gained widespread popularity for its 

outstanding performance in the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) in 

2014. Simonyan et al. [51] introduced the network using convolutional, max-pooling, and fully 

connected layers. Note that all the convolutional layers in VGG network primarily use 3x3 filters 

with a stride of 1 that maintains a consistent field of receptive throughout the network. VGG16 

contains a total of 16 layers, including convolutional and fully connected layers.  

3.4  Mentoring to DL models 

The implementation of AL requires the integration of a data instance selection strategy, 

alternatively termed as an Expert’s intervention within the training loop. The intervention can 

occur in two ways: a ML system requesting a query to an oracle (or Expert) for labeling complex 

data samples or a domain expert closely interacting with the system in the training loop by 

providing feedback [52][53]. In the thesis, we adopted the latter approach, where an expert 

continuously mentors the decisions made by the DL models and intervenes only when the model 

commits a mistake. For example, if the system misclassifies a Covid-19 positive case, the human 

expert corrects it. Mentoring involves including humans/experts in the training loop, where the 
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expert intervenes to improve performance until the model gains sufficient knowledge to make 

predictions independently. We present a special stream-based AL setting with a closed-loop 

Expert’s1  feedback constantly mentoring DL models for a limited number of data samples. In a 

dynamic environment, e.g., epidemic, AL allows the exploitation of real-time data with expert 

mentoring until the system is ready to be independent, continuously updating the classifier and 

training data. In contrast to the conventional stream-based scenario, where the data are either 

queried or discarded, our approach incorporates even the dataset that does not necessitate querying 

into the training set (see Algorithm 1). This feasibility arises from the continuous guidance of an 

expert who mentors decisions for the dataset under consideration.  

 

Figure 3: Schema of the proposed human-in-the-loop (or AL) framework (used with permission). 

Figure 3 and Figure 4 illustrate the proposed framework and its analogy, respectively. The 

framework is akin to how children are mentored by their parents until the age of 18, after which 

they become independent. This does not mean that the child will never make mistake after 18 

years, but they will be independent enough to take care of themselves [54]. Similarly, DL models 

are mentored until they are ready to make predictions on their own. The critical question is 

determining how many data samples require mentoring until the DL model can predict 

independently. Therefore, we conducted three case studies on three distinct datasets to investigate 

how much mentoring is necessary for the DL model’s decision-making to become independent. 

We used three pre-trained CNN models: VGG16 [51], ResNet101[47], and DenseNet169 [50], 

followed by unsupervised clustering using indices such as Dunn’s, Davies Bouldin, and Silhouette. 

The activation of the Expert’s intervention can be expressed as, 

 

𝐺(𝑥) = {
1, 𝑖𝑓 𝑡ℎ𝑒 𝑚𝑜𝑑𝑒𝑙 𝑚𝑎𝑘𝑒𝑠 𝑎 𝑚𝑖𝑠𝑡𝑎𝑘𝑒
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒,

              

 
1 Expert’s work is simulated in the code without employing a real Expert.  
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where G(x) gets activated only when the model makes a mistake. Details of the results on each 

data types i.e., Cough sound, CT scans, and X-rays, are described in Section 6, 7, and 8, 

respectively.  

 

 

    

 

 

3.5 Unsupervised learning/clustering 

We employed unsupervised clustering using an exclusive clustering algorithm- K-means 

clustering. Initially, this was applied to cluster healthy data from Covid-19 infected images, and 

subsequently, it was utilized to reduce the algorithmic complexity of the proposed framework 

through sub clustering. Euclidean, Manhattan, and Cosine distances were utilized to distinguish 

features. A supervised setting, involving mentoring, was employed to separate Covid-19 and 

healthy images, while an unsupervised setting was used to sub-cluster data instances within the 

formed cluster. For each class, the number of subclusters were first determined using an elbow 

method. The subcluster were extended for each test sample when the model misclassified the data, 

meaning a new subcluster consisting of test sample was created every time the model committed 

mistake at the time of mentoring.  

3.6  K-way n-shot learning 

Few Shots Learning (FSL) introduces the term "K-way n-shot learning" for classification tasks, 

where "K-way" denotes the number of classes, and "n-shot" represents the available labeled dataset 

instances for each class. In this context, a training set is comprised of pairs of data instances, 

making M equal to K multiplied by n. FSL, as described by Wang et al. [55], refers to a ML 

problem where experience 'E' is derived from a limited number of examples, providing supervised 

information for the target task 'T'. In simple terms, FSL involves learning from a few examples to 

generalize or learn new categories in a classification problem, utilizing only a limited number of 

labeled datasets without starting from scratch [55][56][57]. Model-Agnostic Meta-Learning 

(MAML) [58], Prototypical Networks [59], Matching Networks [60], and Relation Networks [56] 

are among the popular techniques for implementing FSL in classification problems. 

We employ FSL to reduce algorithmic complexity in predicting test samples. The approach 

involves creating a single representative (support set) for each sub-cluster within the Covid-19 

positive and negative clusters. The class of the test sample is determined by assigning it to the class 

Figure 4: Analogy of the proposed framework. A child is mentored until he/she reaches 18 years 

of age after which he/she is independent (used with permission). 
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it most resembles. For this, we measured the distance from test data to all the representative of 

sub-clusters (or centroid) and assigned it to the class having the greatest number of similar sub-

cluster - an approach like K-Nearest Neighbor. FSL is implemented using the concept of 

prototypical networks, where each support set represents the average of all data instances in the 

corresponding subcluster, and the test instance's class is set as the closest support set. If 𝑦�̂� 

represents the predicted class of the ith instance, 𝑥𝑖 denotes the ith test data, and �̂� represents the 

representatives of sub-clusters, the framework utilizes the following equation to define how FSL 

operates. 

The algorithm of the framework is presented as follows: 

Algorithm 1: proposed feedback based Active learning algorithm   

 Let M, L, TD, x, y, G(x) and MD be the model, labeled dataset, training data, stream of  

 unknown data instances, label for data instance, function for human intervention, and 

mentored data, respectively.  1  For t=1, 2, … do 

2   If instance x belongs to MD 

3    If M(x) is not correct  

4     Activate G(x) (Feedback) 

5     TD = TD U <x, y> 

 
6     L = L U <x, y> 

7    Else 

8     TD = TD U x 

9   Else 

10    TD = TD U x 

11    End 

12   End 
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Chapter 4 

4. Experimental setup 

 

Summary: This Chapter describes the overview of experimentations, the dataset, evaluation, and 

validation measure used, specifically clustering indices and classification metrics used.  

Key topics: Dataset, classification metrics, clustering indices, validation, and experiments 

4.1  Overview 

We selected three DL models that were pre-trained on ImageNet dataset. These models were 

mentored until they were ready to independently cluster Covid-19 positive cases from the non-

Covid-19 cases. Pre-trained models were selected to illustrate that the framework works on any 

on-the-shelf models that are easily available/ accessible.  

In all the three cases, experiments involved commencing training with a limited known sample, 

defining the portion of the dataset that is mentored (Mi), and checking for every i, whether the 

machine commits a mistake. We used three pre-trained CNN models: VGG16, ResNet101, and 

DenseNet169, followed by unsupervised clustering using indices such as Dunn’s, Davies Bouldin, 

and Silhouette. To measure the similarity between the test sample and train data, we used three 

distance measures: Euclidean, Manhattan and Cosine distance. Stopping criteria for each case was 

studied defining mentoring in four ascending data sample tiers– M1, M2, M3, and M4. Mentoring 

refers to including humans/Experts in the training loop where the Expert intervenes to improve 

performance until the model has sufficient knowledge to make predictions independently. The 

count of data samples ranged from the smallest in M1 to the largest in M4. Due to the variation in 

the size of datasets, each modality has a different sized tier. For cough sound, the values of tiers 

are 200 (M1), 600 (M2), 800 (M3), 1210 (M4), whereas for CT scans they are 200 (M1), 600 (M2), 

1400 (M3), 3000 (M4). Similarly, X-rays consist of tiers of 160 (M1), 360 (M2), 760 (M3), 1510 

(M4).  

Initially, we trained the framework without forming subclusters, meaning each deep feature was 

considered as an independent element and distance was measured to each sample before assigning 

the class of the test data. For instance, in the case of X-ray, a test data sample was compared with 
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all 40 images (train data) before assigning it to a specific class/cluster. This brute force approach 

increased the complexity of the framework with the computational complexity of O (n2), where n 

is the number of data samples. The time taken for training on each case is described in Chapter 5. 

To overcome this issue, we introduced the concept of FSL which reduces the complexity to O (n 

x k), where n is the number of data sample and k is the number of subcluster. Same experiments 

were conducted in both cases. Pictorial illustration of FSL is shown in Figure 5, where Ck1 and Ck2 

are the two clusters consisting of ‘n’ and ‘m’ number of subcluster, respectively. Similarly, 𝑓𝑘1𝑖
𝜇

 and 

𝑓𝑘2𝑗
𝜇

 represents the mean (or centroid) of the subcluster of Ck1 and Ck2, respectively, where ‘i’ 

denotes the number of subclusters in Ck1 and ‘j’ denotes the number of subclusters in Ck2. 

 

Figure 5: Figure depicting the subclusters and formation of new subcluster when the model 

commits a mistake.   

4.2 Dataset 

Not all infectious diseases affect the lungs [61], severe acute respiratory syndrome (SARS), Middle 

East Respiratory Syndrome (MERS), Covid-19, etc. are some of the major epidemics/pandemics 

that infect the lungs. Chest radiographs and cough sound are considered important modalities for 

the mass screening of Covid-19 lungs infection. For this reason, we selected three data modalities 

to validate the proposed framework: Chest X-rays, Chest Computer Tomography (CT) scans, and 

cough sounds. Each modality is described below: 

Chest X-rays (CXRs) 

Generally, CXRs are globally popular due to their accessibility, painless imaging, low operating 

cost, and comprehensiveness in providing visual information on all relevant organs for diagnosing 

pulmonary diseases [62]. It is excessively used in the diagnosis of respiratory and pulmonary-

related diseases such as pneumonia, tuberculosis [63], Chronic Obstructive Pulmonary Disease 
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(COPD) [64], and Covid-19 is not an exception [65]. At the time of experimenting, no single 

massive data consisting of both Covid-19 positive and non-Covid-19 were present, so we collected 

CXRs from various sources.  

Healthy and Pneumonia dataset [66]: All healthy and pneumonia CXRs were collected from a 

retrospective cohort of children aged one to five years old at Guangzhou Women and Children’s 

Medical Center in Guangzhou. Three experts reviewed the radiographs for quality control; the first 

two experts rated the CXR images, approving them for use in the AI system, whereas the third 

Expert re-evaluated it ensuring no bias occurred when grading. The dataset consisted of 1,583 

healthy images and 731 pneumonias. The pneumonia dataset was collected from patients’ regular 

medical treatment.  

Covid-19 dataset2,3,4: The Covid-19 dataset was collected by combining data from three publicly 

available sources: the Radiological Society of North America, Qatar University, and the University 

of Dhaka. The dataset consists of 2,358 CXRs confirmed to be Covid-19 positive.  

All combined, the dataset was composed of 4,714 images; however, to prepare a balanced dataset, 

we randomly selected 2,357 CXRs for both Covid-19 positive and non-Covid-19 cases. The 

healthy and pneumonia dataset was combined to create a non-Covid-19 cases. Figure 6 illustrates 

the example images of CXRs.  

 

Figure 6: Example images of Covid-19 positive, pneumonia, and normal CXRs used in this 

thesis. 

Computed Tomography (CT) scans 

Like CXRs, CT scans are one of the crucial modalities for studying/screening respiratory-related 

diseases. CT scans are obtained using specialized X-ray equipment and computer technology to 

produce detailed cross-sectional images of the body. The purpose of validating the framework on 

CT scans is to provide evidence that the proposed framework is versatile/applicable to any type of 

image dataset. We selected COVIDx CT-3 as it was considered a multinational bechmark CT scan 

dataset for Covid-19 detection/classification [67]. COVIDx CT-3 was created by collecting data 

from a cohort of patients from various locations. The organization and initiatives involved in 

collecting data are (1) China National Center for Bioinformation (CNCB), (2) the National 

 
2 https://github.com/agchung/Figure1-COVID-chestxray-dataset 
3 https://github.com/agchung/Actualmed-COVID-chestxray-dataset 
4 https://www.kaggle.com/datasets/tawsifurrahman/covid19-radiography-database 
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Institutes of Health Intramural Targeted Anti-Covid-19 (ITAC) Program, (3) the COVID-CTset, 

(4) Integrative CT Images and Clinical Features for COVID-19 (iCTCF), (5) COVID-19 CT Lung 

and Infection Segmentation initiative (COVID-19-CT-Seg), (6) Lung Image Database Consortium 

and Image Database Resource Initiative (LIDC-IDRI), (7) Radiopaedia collection, (8) 

MosMedData, (9) Stony Brook University, (10) Study of Thoracic CT in COVID-19 (STOIC), and 

(11) COVID-CT-MD. The dataset consists of patients with one of three medical conditions: (a) 

COVID-19, (b) Community-Acquired Pneumonia (CAP), or (c) normal controls. We considered 

CAP and normal controls non-COVID-19 for this case study, resulting in two class classification 

problems: 0/1 COVID-19/non-COVID-19. The dataset can be downloaded from Kaggle 

(https://www.kaggle.com/datasets/hgunraj/covidxct). It includes 431,605 axial CT slices from 

6,068 patients across 17 different countries. Nevertheless, for numerous patients, it fails to offer 

the complete slices necessary to construct a CT scan volume. As a result, we treated each CT slice 

as a distinct data sample. We randomly selected 10,000 slices from the available pool due to the 

hardware restriction and to reduce the training time. Figure 7 illustrates the example of CT scans 

used in the thesis.  

 

Figure 7: Example images of Covid-19 positive, pneumonia, and normal CT scans used in this 

thesis. 

Cough sound 

Basically, a cough dataset is a collection of sound records of human cough collected primarily by 

crowdsourcing using a website or mobile application [14] [69]. Coughing is a shared symptom 

among various diseases, such as asthma, bronchitis, pertussis, and Covid-19. Notably, a dry cough 

is one of the most common symptoms associated with Covid-19 [70]. Out of all the available cough 

sound dataset, we selected the Coswara dataset as it has the quality and comprehensive labels for 

each instance.  Coswara is a crowdsourced dataset of 2020 data samples, each corresponding to a 

unique subject. The dataset was collected through a web application, where participants - both 

infected and non-infected - recorded cough sounds (shallow and heavy), breathing sounds 

(respiratory), and voice sounds (vowel sounds). For the thesis, we selected heavy cough sound 

dataset. It consisted of seven classes: healthy, positive moderate, recovered full, positive mild, 

positive asymptomatic, no respiratory illness exposed, and respiratory illness not identified. We 

combined healthy, recovered full, and no respiratory illness as a non-Covid-19 class (1364 data 

https://www.kaggle.com/datasets/hgunraj/covidxct


   

 

20 

 

samples), whereas positive moderate, positive mild, and positive asymptomatic were considered 

Covid-19 positive class (656 data samples). We discarded all the data samples for which respiratory 

illness was not identified. Note that the audio waveforms were converted into Mel spectrograms 

(shown in Figure 8) before feeding them to the framework (using python library: Librosa [71]).  

The Mel spectrogram depicts the temporal evolution of a signal's frequency content, aligning the 

frequencies with the Mel scale to reflect the nuances of human auditory perception more 

accurately. This was a required pre-processing step as the framework only accept image data as 

input.  

 The dataset can be downloaded from the following sources:  

GitHub: https://github.com/iiscleap/Coswara-Data) and   

Kaggle: https://www.kaggle.com/datasets/janashreeananthan/coswara. 

 

Figure 8: Example images of covid-19 positive and non-covid-19 cases Mel-spectrograms used 

in this thesis.  

4.3  Evaluation and validation 

We used two types of evaluation techniques to evaluate the performance of the framework: 

clustering indices and classification metrics. Clustering indices judged the quality of the clusters 

formed, whereas the classification metrics determined how well the framework classifies positive 

and negative cases (Covid-19 positive/non-Covid-19 cases).  

Clustering indices 

Clustering indices, also known as cluster validity indices, evaluate the quality of the clusters. The 

quality of clusters is based on the internal indices: cluster cohesion and separation. Cluster 

cohesion measures the compactness of the cluster, meaning how similar the objects are in the 

cluster formed. Cluster separation refers to how well the cluster are separated or how distinct are 

the elements of one cluster from another. We used three popular clustering indices: Dunn’s index, 

Davies Bouldin Index, and Silhouette index. Each index is described below: 

Dunn’s index (DI) [72]: DI is the ratio of minimum inter-cluster distance to maximal intra-cluster 

distance. For the ‘n’ number of clusters, the DI is represented by as,  
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𝐷𝐼 =  𝑚𝑖𝑛𝑖=1,…,𝑛 (𝑚𝑖𝑛𝑗=𝑖+1,…,𝑛 {
𝛿(𝑠𝑖, 𝑠𝑗)

𝑚𝑎𝑥𝑘=1,…,𝑛(𝛿(𝑠𝑘))
}), 

where 𝛿(𝑠𝑖, 𝑠𝑗) =  𝑚𝑖𝑛𝑐𝑎∈𝑠𝑖,𝑐𝑏∈𝑠𝑗
 𝛿(𝑐𝑎, 𝑐𝑏) and 𝛿(𝑠𝑘) = 𝑚𝑎𝑥𝑐𝑎,𝑐𝑏∈𝑠 𝛿(𝑐𝑎, 𝑐𝑏). DI tends to be 

maximum when clusters have large inter-cluster distances and small intra-cluster distances. In 

other words, an optimum number of clusters (or ‘n’) is the one that maximizes (best is 1) the DI.  

 

Davies-Bouldin index (DB) [73]: It identifies the compactness of the clusters and the clusters far 

from each other, as shown in the following equation: 

𝐷𝐵 =  
1

𝑁
∑ 𝑚𝑎𝑥𝑗=1,…,𝑛,𝑖≠𝑗 (

𝑑𝑖𝑠𝑡.(𝑠𝑖)+𝑑𝑖𝑠𝑡.(𝑠𝑗)

𝛿(𝑠𝑖,𝑠𝑗)
)𝑁

1 ,  

where  𝑑𝑖𝑠𝑡. (𝑠𝑖) =
1

𝑘𝑖
∑ 𝛿𝑐𝑎∈𝑠𝑖

(𝑐𝑎, 𝑐𝑖
𝑚𝑒𝑎𝑛), 𝑘𝑖is the number of elements, 𝑐𝑖

𝑚𝑒𝑎𝑛 is the centroid of 

cluster 𝑠𝑖, and N is the number of clusters. The minimal value of DB indicates the best number of 

clusters. 

Silhouette index (SI) [74]: SI is based on the comparison of tightness and separation of clusters. 

The average Silhouette width provides information about how good the number of the selected 

clusters is. It is shown in the equation below: 

𝑆𝐼 =  
1

𝑁
∑

𝑑𝑖𝑠𝑡2𝑖−𝑑𝑖𝑠𝑡1𝑖

max (𝑑𝑖𝑠𝑡1𝑖,𝑑𝑖𝑠𝑡2𝑖)
,𝑁

𝑖=1   

where 𝑑𝑖𝑠𝑡2𝑖 is the average distance between an element and all other elements in the same cluster, 

𝑑𝑖𝑠𝑡1𝑖 is the minimum average distance between the element and all other elements in another 

cluster, and N is the total number of data points. The SI values range from -1 to 1, where 1 denotes 

the best value. 

For all indices, the distance was calculated using three distance measures: Euclidean Distance 

(ED), Manhattan Distance (MD), and Cosine Distance (CS) given by 𝐸𝐷 (𝑎, 𝑏) =

√∑ |𝑎𝑖 − 𝑏𝑖|2 𝑛
𝑖=1  , 𝑀𝐷 (𝑎, 𝑏) =  ∑ |𝑎𝑖 − 𝑏𝑖|

𝑛
𝑖=1    , 𝐶𝐷 (𝑎, 𝑏) = 1 − ∑

𝑎𝑖∗𝑏𝑖

√∑ 𝑎𝑖
2𝑛

𝑖=1 ∗√∑ 𝑏𝑖
2𝑛

𝑖=1

𝑛
𝑖=1        , 

respectively.  

Classification metrics 

We opted for four widely used classification metrics: accuracy, specificity, sensitivity, and Area 

Under the ROC curve (AUC). In calculating these metrics, the model's predicted class falls into 

one of the four categories: True Positive (TP) when the framework correctly predicts Covid-19 

positive cases, False Positive (FP) when it incorrectly predicts non-Covid-19 images as Covid-19, 

False Negative (FN) when the model incorrectly predicts Covid-19 images as non-Covid-19, and 

True Negative (TN) when it accurately predicts non-Covid-19 images. The following section 

elaborates on each of these metrics. 
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Accuracy (ACC): It measures the percentage of closeness of the model predicted classes with the 

Ground Truth (GT). For this study, it evaluates the capability of the model to predict TP and TN 

correctly, meaning how well the model predicts Covid-19 positive cases and non-Covid-19 cases 

into their corresponding classes. The formula for ACC is depicted below: 

𝐴𝐶𝐶 =
(𝑇𝑃 + 𝑇𝑁)

(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)
 

Specificity (SPEC): It is simply known as a True Negative Rate (TNR). Specificity describes the 

ability of the model to predict a TN case. The formula is given by: 

𝑆𝑃𝐸𝐶 =  
𝑇𝑁

(𝑇𝑁 + 𝐹𝑃)
 

Sensitivity (SEN): Sensitivity (or Recall) refers to the capability of a model to predict the TP cases. 

It is often known as True Positive Rate (TPR) since it measures the percentage of correctly 

identified positive results among all the individuals or cases that are truly positive. High sensitivity 

imply that the model is predicting TP cases without missing the cases. The formula is depicted 

below: 

𝑆𝐸𝑁 =  
𝑇𝑃

(𝑇𝑃 + 𝐹𝑁)
                         

Area Under the ROC Curve (AUC): It determines how well a model distinguishes between the 

classes [75]. It is calculated by plotting the TPR (or sensitivity) against the False Positive Rate 

(FPR) (or 1-specificity) on different classification thresholds, and AUC is the area covered by the 

curve.  
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Chapter 5 

5. Results and analysis 

 

Summary: This chapter describes the results and observation in detail on all three datasets in both 

with and without subclusters formation. A separate section describing result for each dataset is 

provided with comparison table that records the result of our proposed method with traditional DL 

models.   

Key topics: Results and comparisons. 

In this section, we thoroughly explain the observed results, first experimenting without forming 

subclusters, and then with subcluster. The DL models were iterative trained in four mentored cases 

(M1, M2, M3, and M4), and the number of data samples requiring correction was recorded for each 

training session (see Figure 9). The figure provides an overview of the average cumulative counts 

of corrections for each case (Figure 9 (a)), and the mistake rate observed at each case (Figure 9 

(b)). For instance, for cough sound in M1, the models made an average of 77.93 mistakes, 

indicating that the expert's intervention or correction occurred approximately 77.93 times on 

average during the M1 session. The mistake rate as shown in Figure 9 (b) is the ratio of cumulative 

average mistake count and total number of data sample in the specific mentored case.  
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Figure 9: Illustration of cumulative average corrected counts on mentored cases made by the 

Expert when the model misclassifies the data sample. a) Record of the raw cumulative average 

count on four mentored cases on three datasets, and b) Rate of mistakes on four mentored cases 

on three datasets. Note: the figure was plotted when experimenting without forming subclusters. 

Table 1 demonstrates the time taken for training on each modality when experimenting with and 

without forming subclusters. On both the experiments, we observed highest training time in CT 

scan dataset. This was expected as CT scan consisted highest amount of data samples. Creating 

subclusters remarkably reduced the required training time in all the cases as the computational 

complexity was better. Using the concept of FSL, the training time for X-rays, CT scans, and cough 

sound was approximately 8 times, 2.2 times, and 2 times faster, respectively.   

 

Table 1: Comparison of time taken and computational complexity for training with and without 

formation of subclusters.  

Dataset Time taken for training Complexity 

Without subclusters 

X-rays ~ 8 minutes O (n2) 

CT scans ~ 38 minutes O (n2) 

Cough sound ~ 40 seconds O (n2) 

With subclusters 

X-rays ~ 1 minute 5 seconds O (n x k) 

CT scans ~ 15 minutes 50 seconds O (n x k) 

Cough sound ~ 19 seconds O (n x k) 
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Since we measured the similarity between the clusters prior to assigning the class to test sample - 

like the K Nearest Neighbor algorithm - it is important to determine the optimum number of closest 

data to account before setting the class. To obtain such optimum number, we plotted a graph for 

M1 and M4 for each modalities recording the accuracy against the value of K (ranging from 5 to 

39) as shown in Figure 10. M1 and M4 were selected as they consisted minimum and highest 

number of mentored data samples, respectively. For all the modalities, minimum (i.e., K=5) value 

of K yielded highest accuracy, except for cough sound at M4, where the accuracy was highest at K 

equals 31. For the experiments, we selected the value of K as 31, 25, and 31 for cough sound, CT 

scans, and X-rays dataset, respectively.    

 

Figure 10: Illustration of accuracy against the value of ‘K’ in K Nearest Neighbors to determine 

the optimum value of K. a) Accuracy against value of K in cough sound, b) Accuracy against 

value of K in CT scans, and c) Accuracy against value of K in X-rays. Note: the figure was 

plotted by experimenting without forming subclusters. 

For all modalities, the categorization of each unidentified data sample into either the Covid-19 or 

non-Covid-19 group was determined based on the similarity of the data to clusters, employing the 

distance measure δ (xi, xj). Here, δ is defined as one of the distance measures: Euclidean, 

Manhattan, or Cosine distance, with xi representing the unidentified data sample and xj denoting 

the data within the cluster. We employed three clustering indices (DI, DBI, and SI) to assess the 

separation and cohesion between Covid-19 positive and non-Covid-19 cases within the clusters. 

Additionally, classification metrics such as accuracy, specificity, sensitivity, and area under the 

ROC curve were measured. For each iteration (or mentored tiers), the classification scores 

corresponding to the clustering indices were recorded to determine the point at which the 

mentoring could be concluded. 

Our evaluation methodology is illustrated through the following example. For simplicity, we focus 

only on DI and AUC values for ResNet101 using Cosine distance on Cough sound dataset (shown 

in Table 4). In M1, a DI of 0.349 and an AUC value of 0.642 were observed. Similarly, M2 showed 

DI and AUC values of 0.345 and 0.677. M3 exhibited a DI of 0.345 and an AUC value of 0.702, 

while M4 displayed DI and AUC values of 0.345 and 0.721, respectively. Despite the clustering 

index (DI) remaining relatively constant, there was an increasing trend in classification metrics 

from M1 to M4. According to DI, the most effective cluster formation occurred in M1 (with 200 

mentored data samples), indicating successful learning. However, the corresponding metrics did 
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not yield optimal results, suggesting subpar system performance. Consequently, attention shifted 

to M2, where the DI was reduced, but the AUC value increased by 0.035. Similarly, in M3, the 

AUC value increased by 0.025, and in M4, it increased by 0.019. It's noteworthy that the most 

significant increase in the AUC value occurred from M1 to M2, followed by M2 to M3 and M3 to 

M4. Improvement, even if insignificant, in classification metrics was still observed from M3 to M4. 

Therefore, we deduce that the Expert interference or mentoring is necessary until M4, or mentoring 

is required only for 1,210 images. This example is applicable to all other classification metrics.  

This was how we determined the stopping criteria to include Expert in the training loop in all the 

modalities. Following sections explains the results in detail on data modalities: cough sound, CT 

scans, and Chest X-rays.   

5.1  Cough sound 

The clustering and classification results on each distance measures for the cough sound dataset are 

described as follows: 

Euclidean Distance (ED): Table 2 displays the results in ED. The most favorable DI, SI, and DBI 

were observed in M1, registering at 0.349 (VGG16), 0.100 (ResNet101), and 2.664 (ResNet101), 

respectively. In M2, the optimal DI was comparable to that of M1 (0.345, VGG16), while the best 

SI reduced to 0.050 (ResNet101), and the best DBI deteriorated to 4.082 (ResNet101). Similarly, 

in M3, the optimum DI, DBI, and SI were 0.345 (VGG16), 4.802 (ResNet101), and 0.037 

(ResNet101), respectively. M4 sustained the best DI at 0.345 (VGG16), with a DBI of 6.290 

(ResNet101) and an SI of 0.021 (ResNet101). Similarly, the highest overall Accuracy (ACC) and 

area under the ROC curve (AUC) were noted in M4 (0.688, VGG16) and M3 (0.747, 

DenseNet169), respectively. For sensitivity and specificity, the optimum values occurred in M4 

(0.762, ResNet101) and M1 (0.940, VGG16), respectively. Across all models, both accuracy and 

sensitivity exhibited a gradual increase from M1 through M4. Interestingly, DenseNet169 and 

VGG16 demonstrated a fluctuating AUC, rising until M3 and declining in M4. Strikingly, 

specificity was at its peak in M1, following a descending trend from M1 through M4. Following the 

above discussed example, for ED, mentoring is required until M4 for ResNet101 and until M1 for 

VGG16 and DenseNet169. 

Manhattan Distance (MD): Table 3 presents the results in MD. The most favorable DI, DBI, and 

SI were noted at M1, recording values of 0.349 (VGG16), 0.096 (ResNet101), and 2.816 

(ResNet101), respectively. In M2, the optimum DI was comparable to M1 (0.345, VGG16), while 

the best SI decreased to 0.049 (ResNet101), and the best DBI reduced to 4.085 (ResNet101). 

Similarly, in M3, the optimal DI, DBI, and SI were 0.345 (VGG16), 4.861 (ResNet101), and 0.036 

(ResNet101), respectively. M4 sustained the best DI at 0.345 (VGG16), with a DBI of 6.380 

(ResNet101) and an SI of 0.021 (ResNet101). The highest overall accuracy and area under the 

ROC curve were observed in M4 (0.688, VGG16) and M3 (0.747, DenseNet169), respectively. For 

sensitivity and specificity, the optimal values occurred in M4 (0.762, ResNet101) and M1 (0.940, 

VGG16), respectively. Across all models, both accuracy and sensitivity exhibited a gradual 
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increase from M1 through M4. Interestingly, DenseNet169 and VGG16 demonstrated a fluctuating 

AUC, rising until M3 and declining at M4. Strikingly, specificity was at its peak in M1, following 

a descending trend from M1 through M4. Applying the method as described in the example above, 

for MD, mentoring is required until M4 for ResNet101 and until M3 for VGG16 and DenseNet169. 

Cosine Distance (CD): Table 4 presents the results in CD. The most favorable DI, SI, and DBI 

were observed at M1, with values of 0.349 (VGG16), 0.095 (ResNet101), and 2.832 (ResNet101), 

respectively. In M2, a comparable best DI to M1 was noted (0.345, VGG16), while the best SI 

decreased to 0.049 (ResNet101), and the best DBI degraded to 4.175 (ResNet101). Similarly, in 

M3, the optimal DI, DBI, and SI were 0.345 (VGG16), 4.952 (ResNet101), and 0.036 (ResNet101), 

respectively. M4 sustained the best DI at 0.345 (VGG16), with a DBI of 6.392 (ResNet101) and 

an SI of 0.021 (ResNet101). The highest overall accuracy, area under the ROC curve, sensitivity, 

and specificity were observed in M4 (0.688, VGG16), M3 (0.762, DenseNet169), M3 (0.787, 

ResNet101), and M1 (0.957, VGG16), respectively. An increasing trend in ACC and SEN was 

observed in all models. Like MD, in all models, specificity was highest in M1, followed by M2, 

and so forth. In VGG16 and DenseNet169, AUC increased until M3 and decreased in M4. For CD, 

mentoring is required up to M3 (800 data samples). 

For cough sound, experimenting by creating subclusters, we observed the best Accuracy, 

Sensitivity, Specificity, and AUC of 0.620, 0.700, 0.500, and 0.680, respectively. However, the 

best DI, DBI and SI of 0.190, 2.805, and 0.059 was observed in M1.  
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5.2  CT scans 

The clustering and classification results on each distance measures for the CT scan dataset are 

described as follows: 

Euclidean Distance (ED): Table 5 provides a comprehensive overview of performance results 

assessed in ED. Specifically, in M1, DI values were documented as 0.132 (for VGG16), 0.144 (for 

DenseNet169), and 2.989 (for DenseNet169). As the mentoring progressed to M2, there was a 

reduction in DI, with the optimal DI in M2 being 0.082 (for VGG16). Concurrently, the best SI in 

M2 decreased to 0.086 (for DenseNet169), and the best DBI increased to 4.441 (for DenseNet169). 

In the subsequent stage, M3, the best DI, DBI, and SI values were 0.037 (for ResNet101), 4.326 

(for DenseNet169), and 0.067 (for DenseNet169), respectively. Finally, in the fourth mentored 

case, M4, the highest DI was observed as 0.046 (for VGG16), the DBI reached 4.823 (for 

DenseNet169), and the SI attained a value of 0.049 (for DenseNet169). These findings collectively 

emphasize the variations in clustering performance across different mentored cases, with the initial 

stage, M1, demonstrating the most favorable clustering outcomes. The highest overall accuracy 

and area under the ROC curve were noted at M4 with 0.854 (for VGG16) and 0.938 (for 

DenseNet169), respectively. For sensitivity and specificity, the optimal values occurred at M2 

(0.912, DenseNet169) and M3 (0.937, VGG16), respectively. Both ACC and AUC exhibited a 

gradual increase from M1 through M4 in all models. Interestingly, DenseNet169 displayed a 

fluctuating sensitivity, increasing until M2 and reducing at M3, followed by an increase at M4. The 

trend of gradually increasing SEN remained consistent for VGG16 and ResNet101. Similarly, 

specificity decreased at M4 in VGG16, but the trend was consistent in other models. According to 

the method outlined in the example, for ED, mentoring is required until M4 (3,000 data samples). 

Manhattan Distance (MD): Table 6 provides a comprehensive representation of the outcomes 

obtained in MD. Across the four distinct mentored cases (M1, M2, M3, and M4), the most favorable 

values for DI, SI, and DBI were predominantly observed in the initial case, M1. Specifically, within 

M1, the DI achieved values of 0.129 (for VGG16), 0.116 (for DenseNet169), and 3.680 (for 

DenseNet169). As the mentoring process progressed to M2, the DI values experienced a decrease, 

with the optimal DI in M2 recorded as 0.073 (for VGG16). Additionally, the optimal SI decreased 

to 0.081 (for DenseNet169), while the best DBI increased to 3.894 (for DenseNet169). In the 

subsequent case, M3, the most favorable DI, DBI, and SI values were observed as 0.037 (for 

ResNet101), 4.313 (for DenseNet169), and 0.068 (for DenseNet169), respectively. Finally, in the 

fourth mentored case, M4, the highest DI was noted as 0.046 (for VGG16), while the DBI reached 

4.720 (for DenseNet169), and the SI attained a value of 0.051 (for DenseNet169). The overall 

highest accuracy, area under the ROC curve, and sensitivity were observed at M4 with values of 

0.850 (DenseNet169), 0.935 (VGG16), and 0.894 (DenseNet169), respectively. For specificity, the 

optimal value was observed at M3 (0.960, VGG16). Both ACC and AUC exhibited a gradual 

increase from M1 through M4 in all the models. ResNet101 and DenseNet169 demonstrated a 

fluctuating SEN and SPEC. For MD, mentoring is required up to M4 (3,000 data samples) 

according to the outlined method. 
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Cosine Distance (CD): Table 7 provides a comprehensive overview of the results in CD. Across 

the four distinct mentored cases (M1, M2, M3, and M4), the most favorable values for DI, SI, and 

DBI consistently appeared in the initial case, M1. Specifically, within M1, the DI yielded values of 

0.147 (for ResNet101), 0.039 (for DenseNet169), and 3.725 (for DenseNet169). As the mentoring 

process progressed to M2, the DI exhibited a reduction, with the optimal DI in M2 recorded as 

0.086 (for ResNet101). Simultaneously, the optimal SI decreased to 0.026 (for DenseNet169), 

while the best DBI increased to 4.313 (for DenseNet169). In the subsequent case, M3, the most 

favorable DI, DBI, and SI values were observed as 0.037 (for ResNet101), 4.619 (for 

DenseNet169), and 0.032 (for DenseNet169), respectively. Finally, in the fourth mentored case, 

M4, the highest DI was noted as 0.053 (for ResNet101), while the DBI reached 5.105 (for 

DenseNet169), and the SI attained a value of 0.029 (for DenseNet169). The overall highest 

accuracy, area under the ROC curve, sensitivity, and specificity were observed at M4 with values 

of 0.875 (VGG16), 0.945 (VGG16), 0.855 (VGG16), and 0.905 (DenseNet169), respectively. All 

four metrics exhibited a gradual increase from M1 through M4 for all models, except for sensitivity 

in VGG16 and ResNet101, where the score decreased at M2. For CD, mentoring is needed up to 

M3 (1,400 data samples), consistent with other distance measures. 

For CT scans, experimenting by creating subclusters, we observed the best Accuracy, Sensitivity, 

Specificity, and AUC of 0.640, 0.955, 0.329, and 0.802, respectively. However, the best DI, DBI 

and SI of 0.140, 3.985, and 0.059 was observed in M1.  
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5.3  Chest X-rays 

The clustering and classification results on each distance measures for the Chest X-ray dataset are 

described as follows: 

Euclidean Distance (ED): Table 8 presents a summary of our findings in ED. Notably, the most 

favorable results for DI, SI, and DBI were recorded at different stages of the mentoring process 

and with different neural network architectures. In M3, the highest DI of 0.212 was achieved using 

ResNet101, while M1 with DenseNet169 yielded the best SI at 1.607. As for DBI, M1 with 

DenseNet169 also performed best with a score of 0.286. In the subsequent phase, M2 saw a decline 

in performance, with DI dropping to 0.040 with VGG16, SI decreasing to 0.233 with 

DenseNet169, and DBI increasing to 2.065 with DenseNet169. Returning to M4, we witnessed a 

DI of 0.212 (ResNet101), DBI of 2.409 (DenseNet169), and SI of 0.166 (DenseNet169). Finally, 

in M4, we observed a DI of 0.190 with ResNet101, DBI of 2.502 with DenseNet169, and SI of 

0.141 with DenseNet169. The overall highest accuracy, area under the ROC curve, sensitivity, and 

specificity were observed at M4 (0.990, ResNet101), M2 (0.998, ResNet101), M1 (0.997, VGG16), 

and M1 (0.998, DenseNet169), respectively. ResNet101 had comparable scores in all four 

mentored cases. In VGG16 and DenseNet169, all four metrics gradually increased from M1 

through M4, except for sensitivity in VGG16 and specificity in DenseNet169, which remained 

constant. According to the method explained in the example, for ED, mentoring is needed up to 

M3 (760 data samples). 

Manhattan Distance (MD): Table 9 presents a comprehensive overview of our results using MD. 

Notably, the most favorable values for DI, SI, and DBI were identified at different stages of the 

mentoring process, often associated with specific neural network architectures. In M4, we attained 

the highest DI, reaching a value of 0.300, utilizing ResNet101. For SI, the best result was achieved 

in M1 using DenseNet169, with a score of 0.282. Regarding DBI, M1, also employing 

DenseNet169, exhibited the best performance with a DBI of 1.622. Moving to M2, there was a 

decline in performance across the board, with DI decreasing to 0.143 with ResNet101, SI dropping 

to 0.222 using DenseNet169, and DBI increasing to 2.108 with the same architecture. In M3, the 

DI, DBI, and SI were recorded at 0.151 (ResNet101), 2.481 (DenseNet169), and 0.141 

(DenseNet169), respectively. Finally, in M4, we observed the highest DI of 0.300 with ResNet101, 

a DBI of 2.504 using DenseNet169, and an SI of 0.134 with the same DenseNet169 architecture. 

The overall highest accuracy, area under the ROC curve, sensitivity, and specificity were observed 

at M4 (0.988, ResNet101), M3 (0.999, ResNet101), M1 (0.998, VGG16), and M1 (0.998, 

DenseNet169), respectively. From M1 through M4, AUC in ResNet101, SEN in VGG16 and 

ResNet101, and SPEC in DenseNet169 remained constant. Except for these cases, all other scores 

gradually increased, with the highest in M4. For MD, mentoring is required up to M3 (760 data 

samples). 

Cosine Distance (CD):Table 9 presents the results obtained using CD. Interestingly, the most 

favorable outcomes for DI, SI, and DBI were distributed across different mentoring phases and 

with varying neural network architectures. In M4, the highest DI, measuring 0.190, was achieved 
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using ResNet101. The best SI was recorded in M1, where DenseNet169 was utilized, with a score 

of 0.175. For DBI, once again in M1 and with the use of DenseNet169, the best performance was 

observed with a value of 2.160. In M2, there was a noticeable decline in performance across these 

metrics. DI decreased to 0.073 with ResNet101, SI dropped to 0.147 using DenseNet169, and DBI 

increased to 2.391 with the same architecture. In M3, the values were recorded at 0.082 

(ResNet101) for DI, 2.424 (DenseNet169) for DBI, and 0.141 (DenseNet169) for SI. Finally, in 

M4, we observed the highest DI of 0.190, utilizing ResNet101, a DBI of 2.456 with DenseNet169, 

and an SI of 0.136, again with DenseNet169. The overall highest accuracy, area under the ROC 

curve, sensitivity, and specificity were observed at M4 (0.985, VGG16/ResNet101), M2 (0.998, 

VGG16), M4 (0.972, VGG16/ResNet101), and M2 (0.999, ResNet101). A consistent performance 

from M1 through M4 was observed in all metrics for VGG16, AUC, and SPEC for ResNet101, and 

SPEC for DenseNet169. For CD, mentoring is required up to M2 (360 data samples). 

For chest X-rays, experimenting by creating subclusters, we observed that the best DI (0.1902) in 

M4 with the corresponding Accuracy, Sensitivity, Specificity, and AUC of 0.984, 0.985, 0.982, and 

0.986, respectively. However, the best DBI and SI of 3.119, and 0.089 was observed in M2.  
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5.4  Comparison 

Rich literature implementing state-of-the-art DL model exists [76] [26] [27] [77] [78] [79] [80]. 

These are our previous works (both reviews and original research), where we show/implement the 

use cases of DL techniques for various medical imaging analysis tasks. However, to the best of our 

knowledge, literature lacks the utilization of AL methodologies specifically focused for epidemics 

– for all three data modalities. Therefore, we conduct a comparative evaluation of our framework 

by juxtaposing it with prior studies that heavily relied on fully labeled datasets. Table 11, Table 12, 

and Table 13 lists the classification performance of previous work that use similar dataset as ours 

for cough sound, CT scans, and Chest X-ray dataset, respectively.  Our results demonstrated 

comparable performance with other DL models in the literature that utilized a 100% labeled 

dataset, employing only 40%, 30%, 33% of the total labeled dataset for training on cough sound, 

CT scans, and X-rays, respectively. A direct and fair comparison is challenging due to the selected 

works not using the same dataset as ours, although they included at least one type of dataset like 

ours. Our future work will incorporate a fair comparison technique, as discussed in Chapter 6. 

Table 11: Comparison of the classification results for cough sound among previous works that 

used DL models and our AL framework. 

Authors Methods AUC Accuracy Specificity Sensitivity 

Pahar [40] ResNet50 0.976 0.953 0.980 0.930 

Chowdhury 

[81] 

Recursive Feature 

Elimination with Cross-

Validation + Extremely 

Randomized Trees 

0.640 - - 0.580 

Meister 

[41] 

Ceptral features (Random 

Forest) 

0.775 0.770 - - 

Feng [82] Recurrent Neural Networks 

(RNN) 

- 0.995 - - 

Sezer [83] CSCCov19Net (Custom 

Network) 

0.795 0.748 - - 

Wall [84] Ensemble (Attention, Neural 

Networks) 

- 0.975 0.942 1.000 

Arup [42] Support Vector Machines 

(SVM) 

0.980 0.969 0.975 0.967 

Kumar [85] Convolutional Neural 

Networks 

- 0.846 0.812 0.834 

Ours Active Learning 0.760 0.680 0.980 0.770 
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Table 12: Comparison of the classification results for CT scans among previous works that used 

DL and our AL framework. 

Authors Methods AUC Accuracy Specificity Sensitivity 

Gunraj [67] COVID-NET CT-2 - 0.980 0.990 0.990 

Loddo [86] VGG19 - 0.980 0.990 0.970 

Zhao [87] ResNet V2 - 0.980 0.990 - 

Zhang [88] Swin-B Transformer - 0.943 - 0.938 

Hammam [89] CovidResNet - 0.824 0.911 - 

Zhang [90] ResNet50 + 

Attention + SSL 

0.932 0.901 0.889 0.914 

Hasija [91] Custom CNN - - 0.991 0.981 

Garg [92] Multi-scale 

ResNet50 

- 0.888 - 0.890 

Ours Active Learning 0.940 0.870 0.900 0.850 

 

 

Table 13: Comparison of the classification results for CXRs among previous works that used DL 

and our AL framework. 

Authors Methods AUC Accuracy Specificity Sensitivity 

Santosh [65] ChexNet 0.99 0.98 0.98 0.99 

Mahmud [93] CovXNet 0.96 0.97 0.94 0.97 

Asnaoui [94] Inception ResNet V2 - 0.92 0.96 0.92 

Ucar [95] Bayes-SqueezeNet - 0.98 0.99 - 

Panwar [96] nCOVnet 0.880 0.881 0.785 0.976 

Brunese [34] VGG16 - 0.980 0.940 0.870 

Samira [97] CoviNet 0.990 0.986 0.987 0.985 

Shelke [98] DenseNet161 - 0.989 0.990 0.980 

Ours Active Learning 0.990 0.960 0.990 0.990 
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Chapter 6 

6. Conclusion 

 

Summary: This chapter concludes the thesis by briefly describing the proposed AL framework, 

observed results, and future works.    

Key topics: Conclusion and future works 

Future epidemics are inevitable, and Covid-19 is an example. Although the predictive modeling 

offers a promising approach to anticipate future epidemics, it faces challenges for robust 

predictions due to the presence of numerous unforeseen events and factors that resist 

parameterization within mathematical frameworks [9]. Also, the traditional DL models are not 

practical to use at epidemics as we cannot wait for months and even years to amass data for training 

our models. In such cases, there is a crucial need for specialized data-driven tools tailored to 

address challenges related to data scarcity, particularly in situations like epidemics. 

In this thesis, we have developed an AI guided tool/framework that can commence training from 

the first day of epidemics using the concept of AL. The framework has been validated in three 

distinct Covid-19 imaging datasets: Cough sound, CT scans, and Chest X-rays. With this work, we 

have demonstrated the proof-of-concept that leveraging AL allows training to begin early and can 

possibly mitigate the risk from any upcoming epidemic by having tool for quick screening of the 

infected cases. Despite having DL tools readily available for mass screening, these models are of 

no use at the time of epidemic due to the requirement of completely labeled dataset. Therefore, AL 

is the must at the emergencies such as epidemics [8] [9].  

In the proposed framework, the training initiates with a limited set of labeled data, and mentoring 

for the DL models commences, with Expert intervention occurring only when the model makes 

errors. Like parents guiding their children until they reach adulthood (i.e., 18 years), the expert’s 

mentor the DL models for a specified number of data samples within a specific timeframe. This 

early initiation of the learning process allows the model to swiftly acquire knowledge to define the 

required hyperplane. To streamline the computational complexity of the framework, we employed 

k-way n-shot learning within an unsupervised learning technique. The framework was validated 
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on cough sound, CT scans, and X-ray dataset consisting of 1364, 10,000, and 4712 images, 

respectively. To evaluate the framework, we have used three clustering indices: DI, DBI, and SI, 

and four classification metrics: ACC, SEN, SPEC, and AUC value.  

The DL models underwent iterative training in four mentoring cases (M1, M2, M3, and M4) to 

assess their performance using various classification metrics. The goal was to determine the 

optimal point for concluding mentoring. In the case of cough sound, we have achieved the highest 

values for AUC, ACC, SEN, and SPEC at 0.760, 0.680, 0.770, and 0.980, respectively, utilizing 

only 40% of the total labeled dataset. For CT scans, VGG16 have achieved an AUC of 0.940, ACC 

of 0.870, SPEC of 0.900, and SEN of 0.850 in M4. Despite lower metrics compared to some studies 

due to less mentoring, this approach, using only 30% of the labeled dataset, demonstrated favorable 

comparisons to models trained with 100% labeled data. Similarly, in the mentoring process for 

chest X-rays, high classification metrics were achieved, including AUC of 0.999, ACC of 0.998, 

SPEC of 0.998, and SEN of 0.998, with just 33% of the total labeled dataset. Previously, we have 

implemented AL to querying in noisy dataset [99], and published extended version of this work as 

a book [100]. 

This is the initial work that validates the proposed framework, providing an assertion that AL can 

be used for training DL models for screening medical images. This lays the groundwork to add 

varieties of work on top of this framework. Currently, mentoring occurs for individual test dataset, 

making algorithm slower; however, in future work, one might implement mentoring in batches to 

swiften the training process. Querying in batches is one of the major challenges of AL [101] . In 

this work, each new data sample are assigned to the nearest subcluster using distance measure; 

however, defining a distance threshold and creating a new subcluster for data sample exceeding 

this threshold might improve the performance of the framework. Also, the work can directly be 

extended to multimodal learning by combining the three datasets into a multimodal representation 

to classify the infected cases from normal ones [102] . Furthermore, it is crucial to recognize that, 

despite the mentor-guided approach, the model's performance may not reach perfection in the 

future. The data distribution could shift with the influx of more data, introducing new challenges. 

Consequently, our forthcoming efforts involve integrating an agent trained to emulate the behavior 

of an expert or experts when intervention is necessary, a concept known as Imitation Learning (IL) 

[103]. This integration aims to enable agent-based mentoring once the mentoring phase by the 

human expert is completed. To achieve this, we have established a policy network designed to 

discern the most suitable action (intervention or inaction) for each data sample by observing the 

actions taken by the human expert during the mentoring phase. This ongoing learning capability, 

even post-expert mentoring, will empower the model to refine its knowledge and adapt to evolving 

circumstances even when human intervention concludes. It should be noted that deploying this 

framework in the real-world application requires it to be explainable to doctors and general 

population [104]. Not only should it be explainable, but also secured so that the classified 

information of patients remains secured – using Federated Learning [105]. Additionally, one can 

explore developing a lightweight custom CNN that swiftly adapts to new samples as the dataset 

expands over time [80]. 
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